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Abstract. In this paper, an extreme learning machine (ELM) classification algorithm with optimal cutoff selection is proposed for credit risk assessment. Different from existing models using a fixed cutoff value (0.0 or 0.5), the proposed classification model especially considers the optimal cutoff value as one important evaluation parameter in credit risk modeling, to enhance the assessment accuracy. In particular, using the powerful artificial intelligence (AI) tool of ELM as the basic classification, the simple but efficient optimization algorithm of grid search is employed to select the optimal cutoff value. Accordingly, three main steps are included: (1) ELM training using the training dataset, (2) cutoff optimization via the grid search method using the training and validation datasets, and (3) classification generalization based on the trained ELM and optimal cutoff using the testing dataset. For illustration and verification, the experimental study with two publicly available credit datasets as the study samples confirms the superiority of the proposed ELM-based classification algorithm with optimal cutoff selection over other some popular classification techniques without cutoff selection.

1. Introduction

Credit risk assessment for discriminating bad customers from good ones has become one increasingly hot topic for both academic researchers and practitioners in the field of financial risk management. First, increasing credit fraud has become one predominant contributor to financial crises, e.g., the US subprime mortgage crisis and European sovereign debt crisis [1]. Therefore, an accurate prediction of credit risk could effectively avoid credit fraud and thence financial crisis. Second, for financial institutions, such as commercial banks and certain retailers, a reliable classification model with high accuracy of credit risk assessment is imperative for pursuing sustainable profits and reducing the corresponding losses [2-6]. Under such a background, this paper focuses on credit risk assessment and aims at enhancing the classification accuracy.

According to existing studies, various classification techniques have been formulated and applied to credit risk assessment, which can be generally categorized into five groups: expert system approaches,
traditional econometric models, mathematical programming techniques, artificial intelligence (AI) techniques and their hybrids [7]. The first three groups can be considered as traditional techniques, while the last two groups are emerging techniques. In particular, expert systems might be the most basic methods in credit risk assessment, based on subjective analysis (the so-called expert system) [8]. The econometric approaches might be the most popularly used quantitative methods for credit risk, include discriminant analysis (DA) [9, 10], logit (or probit) models [11, 12], cluster analysis [13], and k-nearest neighbor [14, 15]. The mathematical programming techniques evaluate credit risk by maximizing the prediction accuracy via linear programming [16], quadratic programming [17], multi-criteria linear programming [18], etc.

Recently, various AI techniques and their hybrid forms combined with other models have become increasingly predominant in credit risk assessment, due to flexible function design and powerful computer learning. The most popular AI tools for credit risk prediction can be referred to artificial neural networks (ANN) [19-22], support vector machines (SVM) [23-25] and various evolutionary searching techniques [26, 27]. The hybrid approaches coupling AI techniques and other traditional methods have been shown even more powerful, such as some ANN-based forms combining the ANN with the models of DA [28-30], multivariate DA (MDA), Iterative Dichotomizer 3 (ID3) method [31], and clustering analysis [32]. Since the AI techniques and their hybrids have repeatedly been shown much more powerful than other traditional models [33, 34], this paper tends to conduct the credit risk assessment study based on the AI tools and hybrid concept.

Though the AI models have been shown powerful in credit risk assessment compared with traditional models, they have their own limitations, e.g., time-wasting and local minima [34]. To address these problems, extreme learning machine (ELM), a special case of single hidden layer feedforward networks (SLFNs), was currently proposed by Huang et al. [35]. In particular, without setting stopping criteria, learning rate and learning epochs, ELM holds a better generalization performance and much faster learning speed, even with a comparable prediction ability as typical ANN. Accordingly, ELM has widely been applied to various prediction fields [36, 37]. Especially, the ELM has also introduced into credit risk assessment [38-40]. Therefore, this paper tends to employ the promising AI tool of ELM as the classification technique for credit risk evaluation.

Notably, existing methods for credit risk assessment usually used a fixed cutoff, i.e., 0.0 or 0.5, without optimal cutoff selection. For example, Blanco et al. [19], using the ANN as the credit scoring model, determined the final decision classifying the customers into bad or good group according to the threshold of 0.5, i.e., that a default was identified when the credit scoring is above than the cutoff of 0.5. Tseng and Hu [20] used four prediction models (i.e., Logit, quadratic interval logit, backpropagation multi-layer perceptron (MLP) and radial basis function network (RBFN)) for bankruptcy prediction similarly with the cut-point value of 0.5.

However, as the key criterion for final classification, the cutoff could be carefully selected to enhance prediction accuracy for credit risk assessment. On one hand, most credit datasets follow an asymmetric distribution in which the numbers of good customers and bad customers are different, and a medium value between the theoretical maximum and minimum of risk scores cannot describe such a distribution feature. On the other hand, since different credit datasets appear different distributions, and the cutoff may vary across different datasets. Therefore, a cutoff suitable for one certain credit datasets might not be appropriate for other ones. Therefore, selecting different cutoffs for different credit datasets becomes an interesting issue to improve the model performance for credit risk assessment [6], and this paper especially considers the cutoff as one important model parameter in credit risk modeling.

Generally speaking, this paper tends to propose a novel ELM-based classification method with optimal cutoff selection for credit risk assessment. Different from existing models using a fixed cutoff (0.0 or 0.5), the proposed novel model especially considers the cutoff as one important evaluation parameter in credit risk modeling, to enhance classification accuracy. In particular, with the powerful AI tool of ELM as the basic classification, the simple but efficient optimization algorithm of grid search method is performed to optimize the cutoff value. Three main steps are included, i.e., ELM training, cutoff optimization and classification generation. First, the ELM model is trained using the training dataset. Second, the grid search method is employed to select the cutoff using the training and validation datasets. Finally, based on the optimal ELM and cutoff, the final classification model can be obtained and applied to the testing dataset.
to generate the final prediction results. In experiment study, two publicly available credit datasets, i.e., German credit dataset and Australia credit card application approval dataset, are used as the studying samples to verify the effectiveness of the proposed ELM-based method with cutoff selection.

The main aim of this paper is to propose a novel ELM-based classification method with optimal cutoff selection for credit risk assessment, and compare its performance with other existing popular approaches without cutoff selection. The remainder of the paper is organized as follows. Section 2 presents the formulation procedure of the proposed model. The experimental results are reported and discussed in Section 3. Finally, Section 4 concludes the paper and points out the directions of future research.

2. Methodology formulation

This section formulates the ELM-based classification algorithm with optimal cutoff selection for credit risk assessment. Due to the asymmetric distribution of credit datasets, the proposed classification model especially considers the optimal cutoff value as one important evaluation parameter in credit risk modeling, unlike other existing models with a fixed value of 0.0 or 0.5. In particular, using the powerful AI tool of ELM as the basic classification, the simple but efficient optimization algorithm of grid search is performed to optimize different cutoff values for different credit datasets. Accordingly, the model framework can be formulated as shown in Fig. 1, in which three main steps are included, i.e., ELM training, cutoff optimization and classification generalization. As usual, the original credit dataset is partitioned to three subsets, i.e., the training set $TR$ for ELM classifiers training, the validation set $VS$ for cutoff optimization, and the testing set $TS$ for model performance evaluation.

![Fig.1 General framework of the ELM-based classification algorithm with optimal cutoff selection](image)

**Step 1: ELM Training**

The currently popular AI technique of ELM model, with its unique merits of time-savings and high accuracy, is selected as the basic classifier. The optimal ELM, $f$, with the smallest prediction errors is obtained by using the training dataset $TR$.

**Step 2: Cutoff optimization**

The optimization method consists of two main components: the fitness function $F(U(TR), f(VS))$, which measures the performance of the model, and the searching method, which is a grid search method to find the optimal cutoff value.
The optimal cutoff value is especially treated as one important model parameter in the proposed model, and the simple but efficient optimization algorithm of grid search is employed to select the optimal cutoff value \( \theta \) using the training dataset \( TR \) and validation set \( VS \), in terms of the best fitness function \( F=[f(TR),f(VS)] \) (see Eq.\( (8) \)).

**Step 3: Classification generalization**

Based on the above steps, the final model with both the optimal ELM and cutoff value can be finally formulated and utilized to generate the final classification output for customer \( i \) in the testing dataset \( TS \):

\[
y_i = \begin{cases} 
0, & f(TS_i) \leq \theta \\
1, & f(TS_i) > \theta 
\end{cases}
\]

where \( y_i \) is the final classification for customer \( i \), and \( y_i=0 \) (or 1) means that a bad (or good) customer is identified according to the proposed model.

Subsections 2.1 and 2.2 respectively give introductions into the related techniques, i.e., the ELM and grid search method.

### 2.1. Extreme learning machine (ELM)

The ELM was actually a special case of SLFN, proposed by Huang et al. [35]. Unlike the traditional ANNs, ELM randomly generates the parameters of weights and hidden biases without tuning, which can effectively reduce the computational complexity and save the training time [41].

Given training sample \( \{(x_i^{*},t_i^{*}) | i=1,2,\cdots,N,x_i \in R^n \text{and } t_i \in R^m \} \), and number of hidden layer nodes \( N(N \leq N) \), the ELM model can be mathematically presented as follows:

\[
\begin{align*}
\sum_{i=1}^{N} \beta_i g(w_ix_i + b_i) + \epsilon_j &= t_j, \quad (j = 1, \cdots, N)
\end{align*}
\]

where \( w_i = [w_{i1}, w_{i2}, \ldots, w_{in}] \) is the weight vector which connects the input neurons and the \( i \)th hidden neuron, \( \beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{in}] \) is the weight vector connecting the \( i \)th hidden neuron and the output neurons, \( \epsilon_j \) is the prediction errors. The standard SLFN model evaluates the parameters \( \beta_i, w_i \) and \( b_i \) through an iterative train process by minimizing the prediction errors, which costs lots of computational time. To address the problem of time-wasting, the ELM-based NNs randomly generate the input weights \( w_i \) and hidden biases \( b_i \), and the train process can be changed into finding a minimum norm least square (LS) solution \( \hat{\beta} \) for the linear system \( H\beta = T \), where \( H \) and \( T \) are respectively the hidden layer output matrix and target matrix [40].

\[
H = \begin{bmatrix}
g(w_1x_1 + b_1) \cdots g(w_Nx_1 + b_N) \\
g(w_1x_2 + b_1) \cdots g(w_Nx_2 + b_N) \\
\vdots & \ddots & \vdots \\
g(w_1x_N + b_1) \cdots g(w_Nx_N + b_N) 
\end{bmatrix}_{N \times N}
\]

\[
T = \begin{bmatrix}
t_1^T \\
t_2^T \\
\vdots \\
t_N^T 
\end{bmatrix}_{N \times m}
\]

Accordingly, the output weight \( \beta \) between hidden neurons and output neurons can be directly obtained by:

\[
\beta = H^+ T
\]

where \( H^+ \) represents the Moore–Penrose generalized inverse of the matrix \( H \) [42, 43].
Generally, the advantages of ELM compared with the traditional AI algorithms, such as ANN and SVM, can be summarized into three main aspects. (1) Without parameters tuning, the ELM can effectively reduce the computational complexity, taking much less training time than other traditional AI algorithms. (2) Even using less computational time, the ELM has also been shown powerful in achieving satisfactory results with a low level of prediction errors. (3) ELM can use non-differentiable functions to train the network. Due to the above merits, this paper especially introduces the ELM, a promising AI technique, as the basic classifier for credit risk assessment.

2.2. Grid search method

Among various optimization algorithms, grid search method can be seen as the most basic and fundamental tool. Generally, the grid search method holds two main unique merits, i.e., simple process and effective function. In particular, the basic idea of grid search method is to simply try all candidates on grids and find the best one as the optimal solution in terms of the highest fitness function. With sufficient enough grids, the grid search method can theoretically reach the optimal solution. Therefore, this paper especially introduces the simple but efficient grid search based optimization algorithm to select the optimal cutoff value in credit risk assessment.

A typical optimization problem can be described as follows:

\[
\begin{align*}
\max & \quad F(\theta_1, \theta_2, \ldots, \theta_n) \\
\text{s.t.} & \quad \theta_{\min,i} \leq \theta_i \leq \theta_{\max,i}, (i = 1, 2, \ldots, n)
\end{align*}
\]

where \(F(\ast)\) is the fitness function, \(\theta_i\) represents the \(i\)th decision variable with a minimum \(\theta_{\min,i}\) and a maximum \(\theta_{\max,i}\).

Generally, the grid search method contains two main steps: grid creation and grid checking. First, a set of grids are generated as the candidate solutions with an equal interval \(d_i = [\theta_{\max,i} - \theta_{\min,i}] / m_i\) for decision variable \(i\), where \(m_i\) is the total number of candidates. Accordingly, the \(j\)th candidate solution for variable \(i\), \(\theta_{i,j}\), can be described as follows:

\[
\theta_{i,j} = \begin{cases} 
\theta_{\min,i} & (j = 1) \\
\theta_{\min,i} + m_i d_i & (j = 2, 3, \ldots, m_i)
\end{cases}
\]

Second, the grid search method tries all candidate solutions on grids, and finds the optimal solution \([\theta_1^*, \theta_2^*, \ldots, \theta_n^*]\) with the best fitness utility, by enumerating method [44].

In this paper, the fitness function for cutoff selection is designed as follows:

\[
F = \frac{1}{3} \text{accuracy}(TR) + \frac{1}{3} \text{accuracy}(VS) + \frac{1}{3} \frac{1}{\text{accuracy}(TR) - \text{accuracy}(VS)}
\]

where \(\text{accuracy}(TR)\) and \(\text{accuracy}(VS)\) represents the average prediction accuracy by the ELM model respectively for the training dataset and validation dataset. According to Eq. (8), an optimal cutoff should not only guarantee accurate prediction results for both training and validation datasets (see the second two parts), but also avoid the overfitting problem in any dataset (see the third part). In this paper, the grid method searches the optimal cutoff value on the range of \([-1,1]\), i.e., between the lower and upper boundaries of risk scoring, with the searching interval of 0.001.

3. Experimental study

For illustration and verification, two publicly available credit datasets are used to test the performance of the proposed ELM classification algorithm with cutoff selection. First, Subsection 3.1 describes the sample data and designs the experimental study. Second, the classification results are presented and analyzed in Subsection 3.2.
3.1. Data description and experiment design

In this study, two published credit datasets, i.e., the German credit dataset and Australia credit card application approval dataset obtained from UCI Machine Learning Repository, are used as sample data to test the performance of the proposed method. In particular, the German credit dataset includes 1000 instances, where 700 instances are good applicants and the else are bad applicants. Obviously, the German credit dataset follows an asymmetrical distribution with much more good applicants than the bad ones. Each instance has a total of 24 attributes, including numerical features, categorical features and some indicators edited by Strathclyde University. For data partition, the training set and the validation set are randomly generated respectively with 600 and 100 instances, while the rest are testing set. In the Australia credit card application approval dataset, a total of 690 data are included, in which 307 cases are granted credit and 383 cases are refused. Each instance includes 14 attributes, all of which are used as input data. Similarly, we randomly draw 400 instances from the 690 instances as the training set, 100 instances as the validation set, and the else as the testing set.

For comparison purpose, some popular AI techniques, e.g., the ELM, typical ANN, generalized regression neural network (GRNN), decision tree and SVM, are used as benchmarks for the proposed ELM classification algorithm with cutoff selection (ELM-C). In the ELM model, the activation function of hidden layer is set to sigmoid function, while the number of hidden layer nodes is set by the trial-and-error approach. In the typical ANN model, a standard three-layer back-propagation neural network is built, in which the “tansig” and “logsig” functions are used as the transfer functions of hidden layer and output layer, respectively. The learning rate and learning goal is set to 0.1 and 10E-15, and the training epochs are 5000. The number of hidden layer nodes is determined according to a classic mathematical result of Kolmogorov [45], i.e., $2^n+1$, where $n$ is the number of input data. For SVM model, Gaussian RBF kernel function is used and the parameters $\gamma$ and $\sigma^2$ are determined by the trial-and-error method [46].

To evaluate the classification results of the different models, the classification accuracy in testing set is used as performance evaluation criterion. Typically, three evaluation criteria are used [6].

$$\text{Type I accuracy} = \frac{\text{number of both observed bad and classified as bad}}{\text{number of observed bad}}$$  \hspace{1cm} (9)

$$\text{Type II accuracy} = \frac{\text{number of both observed good and classified as good}}{\text{number of observed good}}$$  \hspace{1cm} (10)

$$\text{Total accuracy} = \frac{\text{number of correct classification}}{\text{the number of evaluation sample}}$$  \hspace{1cm} (11)

Furthermore, to statistically test the difference across different models in classification accuracy, one-tailed $t$-test is performed, with the null hypothesis that the prediction accuracy of the target model is no more than that of the benchmark model. In particular, the $t$-statistic can be defined as:

$$t = \frac{\overline{\text{Total accuracy}}_1 - \overline{\text{Total accuracy}}_2}{s_{12} \sqrt{\frac{1}{N}}}$$  \hspace{1cm} (12)

where $\overline{\text{Total accuracy}}_1$ and $\overline{\text{Total accuracy}}_2$ are the mean Total accuracy of $N$ experiments respectively produced by the target model and the benchmark model $s_{12}$ is the grand standard deviation (or pooled standard deviation) of the two result groups by the target model and the benchmark model, and $s_1^2$ and $s_2^2$ are the unbiased variances of the two result groups.

3.2. Results Analysis

In this study, all experiments are performed via the MATLAB software, which is produced by the Mathworks Laboratory Corporation. Due to randomness in initial solutions and some parameters of the AI tools, each model is run 10 times, and the final Type I, Type II and total accuracy are the average of the results of the 10 individual tests.
According to the experiment design, the final results for the German consumer credit dataset and the Australia credit card application approval dataset are listed in Table 1 and Table 2, respectively. Furthermore, Figs. 2 and 3 illustrate the histograms of the optimal cutoffs selected by the proposed ELM-based method with cutoff selection (ELM-C), respectively for the German and Australia credit datasets.

**Table 1** Credit risk evaluation results for German credit dataset with different models

<table>
<thead>
<tr>
<th>Model</th>
<th>Type I (%)</th>
<th>Type II (%)</th>
<th>Total (%)</th>
<th>Cutoff</th>
<th>Credit scoring range</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELM-C</td>
<td>84.04</td>
<td>46.21</td>
<td><strong>72.83</strong></td>
<td>See Fig.2</td>
<td>[-1,1]</td>
</tr>
<tr>
<td>ELM</td>
<td>91.52</td>
<td>32.75</td>
<td>71.53</td>
<td>0.0</td>
<td>[-1,1]</td>
</tr>
<tr>
<td>ANN</td>
<td>80.91</td>
<td>49.29</td>
<td>71.39</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
<tr>
<td>GRNN</td>
<td>87.89</td>
<td>33.16</td>
<td>71.40</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
<tr>
<td>Decision tree</td>
<td>79.99</td>
<td><strong>49.82</strong></td>
<td>70.57</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
<tr>
<td>SVM</td>
<td><strong>96.97</strong></td>
<td>9.46</td>
<td>70.53</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
</tbody>
</table>

![Fig.2](image1) Optimal cutoffs selected by the proposed ELM-C method for German credit dataset

**Table 2** Credit risk evaluation results for Australian credit dataset with different models

<table>
<thead>
<tr>
<th>Model</th>
<th>Type I (%)</th>
<th>Type II (%)</th>
<th>Total (%)</th>
<th>Cutoff</th>
<th>Credit scoring range</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELM-C</td>
<td><strong>87.32</strong></td>
<td>85.60</td>
<td><strong>86.67</strong></td>
<td>See Fig.3</td>
<td>[-1,1]</td>
</tr>
<tr>
<td>ELM</td>
<td>84.16</td>
<td><strong>87.39</strong></td>
<td>85.61</td>
<td>0.0</td>
<td>[-1,1]</td>
</tr>
<tr>
<td>ANN</td>
<td>82.45</td>
<td>81.33</td>
<td>82.05</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
<tr>
<td>GRNN</td>
<td>84.45</td>
<td>86.51</td>
<td>85.26</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
<tr>
<td>Decision tree</td>
<td>83.75</td>
<td>77.15</td>
<td>80.84</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
<tr>
<td>SVM</td>
<td>83.73</td>
<td>81.19</td>
<td>82.53</td>
<td>0.5</td>
<td>[0,1]</td>
</tr>
</tbody>
</table>

![Fig.3](image2) Optimal cutoffs selected by the proposed ELM-C method for Australia credit dataset
As shown in Table 3, a one-tailed $t$-test is performed, and the results statistically confirmed the superiority of the novel model over the benchmark models without cutoff selection, under the confidence level of 95%, since the $p$-values are all less than the significance level of 5%.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Benchmark</th>
<th>One tailed $t$-test results</th>
<th>$t$-value</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>German</td>
<td>ELM</td>
<td>3.7865</td>
<td>0.0022</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANN</td>
<td>5.3998</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GRNN</td>
<td>2.6904</td>
<td>0.0124</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>4.6009</td>
<td>0.0006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>3.8399</td>
<td>0.0020</td>
<td></td>
</tr>
<tr>
<td>Australian</td>
<td>ELM</td>
<td>3.3240</td>
<td>0.0044</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANN</td>
<td>7.3036</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GRNN</td>
<td>2.3903</td>
<td>0.0203</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>4.4606</td>
<td>0.0008</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>4.4384</td>
<td>0.0008</td>
<td></td>
</tr>
</tbody>
</table>

From the results, five main important conclusions can be summarized as follows:

1. As for total accuracy, the novel ELM-C method with cutoff selection performs the best amongst all listed models, indicating the effectiveness of the proposed model. The results further indicate that the novel method can be used as one promising classification tool for credit risk assessment, with high prediction accuracy.

2. When comparing the five benchmarks without cutoff selection, the single ELM outperforms all other AI tools, i.e., ANN, GRNN, Decision tree and SVM, in terms of the highest total accuracy. The results further confirm the superiority of the ELM model over other typical AI models in terms of prediction accuracy.

3. Focusing on optimal cutoff values, Figs 2 and 3 show that different cutoff values can be obtained for different credit datasets. On the one hand, for the German credit dataset with much more good applications than bad ones, the optimal cutoff values are mostly located on the range of $[0.2,0.4]$. On the other hand, for the Australia credit dataset with slightly more bad applications, the optimal cutoff values are mostly located on the range of $[-0.1,0.0]$. Therefore, the optimal cutoff value should be carefully selected to reflect different asymmetrical distribution features of different credit datasets while a fixed value, i.e., the medium value between upper boundary and lower boundary of the risk scoring, cannot discover such features.

4. Regarding Type I and Type II accuracy, the proposed ELM-C model can also generate satisfactory results, and none of benchmarks can beat the novel model in terms of both Type I and Type II accuracy. On the contrary, some benchmarks even perform well with a high Type I accuracy (or Type II accuracy), but might fail in terms of Type II accuracy (or Type I accuracy). The hidden reason can be summarized into that these models using a fixed cutoff value cannot capture the asymmetrical distribution features of the credit datasets.

5. Generally, the proposed novel method not only using the powerful AI technique of ELM as basic classifier but also carefully selecting the optimal cutoff value to capture the asymmetrical distribution feature of credit datasets performs the best in terms of classification accuracy.

4. Conclusions

To enhance prediction accuracy for credit risk, an ELM classification algorithm with optimal cutoff selection is proposed in this paper. Different from existing models using a fixed cutoff value, the proposed
classification model especially considers the optimal cutoff value as one important evaluation parameter in credit risk modeling, to capture the asymmetrical distribution features of credit datasets. In particular, three main steps are included in the novel approach, i.e., ELM training, cutoff optimization and classification generalization. First, the powerful AI tool of ELM model is used as basic classifier and trained using the training dataset. Second, the simple but efficient optimization algorithm of grid search is employed to select the optimal cutoff value using the training and validation datasets. Finally, based on the trained ELM and optimal cutoff, the final classification model can be obtained and further applied to the testing dataset to generate the final prediction results.

The experiment study uses two publicly available credit datasets to verify the effectiveness of the proposed ELM-based classification algorithm with cutoff selection. Some interesting results can be obtained as follows: (1) The single ELM model outperforms all considered AI tools, confirming the superiority of the ELM model in terms of prediction accuracy. (2) Different optimal cutoffs can be obtained for different credit datasets with different asymmetrical distributions, while a fixed cutoff value cannot capture such features. (3) Generally, the proposed method, not only using the powerful AI technique of ELM as basic classifier but also carefully selecting the optimal cutoff value to capture the asymmetrical distribution features of different datasets, performs the best in terms of classification accuracy.
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