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Abstract. In this paper, we characterize the classes ((`1)T, (`1)T̃) and (cT, cT̃) where T = (tnk)∞n,k=0 and
T̃ = (t̃nk)∞n,k=0 are arbitrary triangles. We establish identities or estimates for the Hausdorff measure of
noncompactness of operators given by matrices in the classes ((`1)T, (`1)T̃) and (cT, cT̃). Furthermore we give
sufficient conditions for such matrix operators to be Fredholm operators on (`1)T and cT. As an application
of our results, we consider the class (bv, bv) and the corresponding classes of matrix operators. Our results
are complementary to those in [2] and some of them are generalization for those in [3].

1. Introduction and Notation

As usual, letω,φ, c and c0 denote the sets of all complex, finite, convergent and null sequences x = (xk)∞k=0,
respectively, and `1 = {x ∈ ω :

∑
∞

k=0 |xk| < ∞} be the set of all absolutely convergent series. We write e and
e(n) (n = 0, 1, . . . ) for the sequences with ek = 1 for all k, and e(n)

n = 1 and e(n)
k = 0 (k , n), respectively.

The β–dual of a subset X of ω is the set Xβ = {a ∈ ω :
∑
∞

k=0akxk converges for all x ∈ X}.
Let A = (ank)∞n,k=0 be an infinite matrix of complex numbers, X and Y be subsets of ω and x ∈ ω. We write

An = (ank)∞k=0 for the sequence in the n–th row of A, Anx =
∑
∞

k=0ankxk and Ax = (Anx)∞n=0 (provided all the
series Anx converge). The set XA = {x ∈ ω : Ax ∈ X} is called the matrix domain of A in X. Also (X,Y) is the
class of all matrices A such that X ⊂ YA; so A ∈ (X,Y) if and only if An ∈ Xβ for all n and Ax ∈ Y for all x ∈ X.

A Banach space X ⊂ ω is a BK space if each projection x 7→ xn on the n–th coordinate is continuous. A
BK space X ⊃ φ is said to have AK if x[m] =

∑m
k=0 xke(k)

→ x (m→∞) for every sequence x = (xk)∞k=0 ∈ X.
If X ⊃ φ is a BK space and a ∈ ω we write

‖a‖∗X = sup


∣∣∣∣∣∣∣
∞∑

k=0

akxk

∣∣∣∣∣∣∣ : ‖x‖ = 1


provided the expression on the righthand side is defined and finite which is the case whenever a ∈ Xβ ([12,
Theorem 7.2.9]).
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If X and Y are Banach spaces, then we write, as usual, B(X,Y) for the set of all bounded linear operators
L : X→ Y with the operator norm ‖ · ‖ defined by ‖L‖ = sup

‖x‖=1{‖L(x)‖}.
The following result is very important for our research.

Lemma 1.1. Let X and Y be BK spaces.
(a) Then we have (X,Y) ⊂ B(X,Y), that is, every A ∈ (X,Y) defines an operator LA ∈ B(X,Y) where LA(x) = Ax for
all x ∈ X ([5, Theorem 1.23] or [12, Theorem 4.2.8]).
(b) If X has AK then we have B(X,Y) ⊂ (X,Y), that is, every L ∈ B(X,Y) is given by a matrix A ∈ (X,Y) such that
Ax = L(x) for all x ∈ X ([4, Theorem 1.9.]).

In this paper we consider the classes ((`1)T, (`1)T̃) and (cT, cT̃) where T = (tnk)∞n,k=0 and T̃ = (t̃nk)∞n,k=0 are
triangles. A matrix T = (tnk)∞n,k=0 is said to be a triangle if tnk = 0 for all k > n and tnn , 0 (n = 0, 1 . . .).
Throughout, let T denote a triangle, S its inverse and R = St, the transpose of S. We remark that the inverse
of a triangle exists, is unique and a triangle ([12, 1.4.8, p. 9] and [9, Remark 22 (a), p. 22]).

In [2], the authors considered the space (c0)T = {x ∈ ω : Tx ∈ c0}, generalized some results on matrix
transformations and compact operators on (c0)T, and finally gave a sufficient condition for a linear operator
on (c0)T defined by an infinite matrix to be a Fredholm operator.

Since many recently defined sequence spaces arise from the concept of matrix domains of triangles in
classical sequence spaces, we classify the following classes: ((c0)T, (c0)T̃), (cT, cT̃), ((`1)T, (`1)T̃). The class
((c0)T, (c0)T̃) was the subject of research in [2].

Hence, it remains to consider the classes (cT, cT̃) and ((`1)T, (`1)T̃). In this way we extend existing results.
Our results are complementary to those in [2] and some of them are generalization for those in [3].

As in [2] and [3], this will be achieved in three steps. First we will characterize the classes (cT, cT̃) and
((`1)T, (`1)T̃), then establish identities or inequalities for the Hausdorff measure of noncompactness of the
corresponding matrix operators, and give necessary and sufficient conditions for these operators to be
compact, and finally, establish sufficient conditions for an infinite matrix to be a Fredholm operator on cT
and (`1)T.

2. Matrix Transformations

In this section, we characterize the classes (cT, cT̃) and ((`1)T, (`1)T̃). These characterizations will be
reduced to the well–known characterizations of matrix transformations between the classical sequence
spaces ([11, 12]).

The following results play an important role in our research.

Lemma 2.1. ([5, Theorem 1.23]) Let X be a BK space and A ∈ (X, `∞). Then we have

‖LA‖ = sup
n
‖An‖

∗.

Lemma 2.2. ([5, Theorem 3.8]) Let T be triangle.
(a) Then, for arbitrary subsets X and Y of ω, A ∈ (X,YT) if and only if B = TA ∈ (X,Y).
(b) If X and Y are BK spaces and A ∈ (X,YT), then ‖LA‖ = ‖LB‖.

Now we establish a slightly improved version of [6, Theorem 3.4].

Lemma 2.3. Let X be a BK space with AK, Y be an arbitrary subset of ω and R = St. Then A ∈ (XT,Y) if and only if
Â ∈ (X,Y) and W(An)

∈ (X, `∞) for all n = 0, 1, . . . , where Â is the matrix with the rows Ân = RAn for (n = 0, 1, . . . )
and the triangles W(An) (n = 0, 1, . . . ) are defined by

w(An)
mk =


∞∑

j=m
anjs jk (0 ≤ k ≤ m)

0 (k > m)
(m = 0, 1, . . . ). (2.1)
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Moreover, if A ∈ (XT,Y) then we have

Az = Â(Tz) for all z ∈ Z = XT. (2.2)

Proof. First we assume A ∈ (XT,Y). Then it follows from [6, Theorem 3.4] that Â ∈ (X,Y) and W(An)
∈ (X, c0)

for all N, and so W(An)
∈ (X, `∞).

Conversely we assume that Â ∈ (X,Y) and W(An)
∈ (X, `∞) for all n. Then the series ânk =

∑
∞

j=k anjs jk converge
for each k and n, and so

lim
m→∞

∞∑
j=m

anjs jk = lim
m→∞

w(An)
mk = 0 for each n and each fixed k,

and this and W(An)
∈ (X, `∞) together imply W(An)

∈ (X, c0) by [12, 8.3.6], since X is an FK space with AK and
c0 is a closed subspace of `∞. Now it follows from [6, Theorem 3.4] that A ∈ (XT,Y).
The last part is now obvious.

We also need the next result.

Lemma 2.4. ([6, Theorem 3.6]) Let X and Y be BK spaces and X have AK. If A ∈ (XT,Y) then we have

‖LA‖ = ‖LÂ‖ (2.3)

where Â is the matrix defined in Lemma 2.3.

Before characterizing the class ((`1)T, (`1)T̃), it is useful to observe the following.

Remark 2.5. Let X be a BK space with AK and Y be an arbitrary subset of ω. Applying Lemma 2.2 (a) first and then
Lemma 2.3, we obtain A ∈ (XT,XT̃) in and only ifB̂ ∈ (X,Y) and

W(Bn)
∈ (X, `∞) for all n,

(2.4)

where B = T̃A, b̂nk =
∑
∞

j=k s jkbnj for all n and k, and

w(Bn)
mk =


∞∑

j=m
s jkbnj (0 ≤ k ≤ m)

0 (k > m)
(m = 0, 1, . . . ).

On the other hand, applying Lemma 2.3 first and then Lemma 2.2 (a), we obtain A ∈ (XT,YT̃) if and only ifĈ = T̃Â ∈ (X,Y) and
W(An)

∈ (X, `∞) for all n,
(2.5)

Then the conditions in (2.4) and (2.5) are equivalent.

Proof. First we assume that the conditions in (2.4) are satisfied. Then the series

b̂nk =

∞∑
j=k

s jkbnj =

∞∑
j=k

s jk

n∑
i=0

t̃niai j converge for all n and k. (2.6)

If we fix k then it is easy to show by mathematical induction with respect to n that the series

ânk =

∞∑
j=k

s jkanj converge for each n ≥ 0. (2.7)
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It follows from (2.7) that

b̂nk =

∞∑
j=k

s jk

n∑
i=0

t̃niai j =

n∑
i=0

t̃ni

∞∑
j=k

s jkai j =

n∑
i=0

t̃niâik = ĉnk for all n and k,

and consequently the condition B̂ ∈ (X,Y) implies Ĉ ∈ (X,Y).
Similarly it can be shown that the convergence of

w(Bn)
mk =

∞∑
j=m

s jkbnj for all n, 0 ≤ k ≤ m and all m

implies that of

w(An)
mk =

∞∑
j=m

s jkanj for all n, 0 ≤ k ≤ m and all m

and that

w(Bn)
mk =

∞∑
j=m

s jkbnj =

∞∑
j=m

s jk

n∑
i=0

t̃niai j =

n∑
i=0

t̃ni

∞∑
j=m

s jkai j =

n∑
i=0

t̃niw
(Ai)
mk . (2.8)

Writing S̃ for the inverse of the triangle T̃ we obtain for all n, m and k with 0 ≤ k ≤ m

n∑
l=0

s̃nlw
(Bl)
mk =

n∑
l=0

s̃nl

l∑
i=0

t̃liw
(Ai)
mk =

n∑
i=0

w(Ai)
mk

n∑
l=i

s̃nl t̃li =

n∑
i=0

w(Ai)
mk δni = w(An)

mk ,

and so W(Bn)
∈ (X, `∞) for all n implies W(An)

∈ (X, `∞) for all n.
Thus we have established that the conditions in (2.4) imply those in (2.5).
Conversely we assume that the conditions in (2.5) are satisfied. Then the series in (2.7) converge for all n
and k, hence

b̂nk =

∞∑
j=k

s jkbnj =

∞∑
j=k

s jk

n∑
i=0

t̃niai j =

n∑
i=0

t̃ni

∞∑
j=k

s jkai j =

n∑
i=0

t̃niâik = ĉnk. (2.9)

Thus Ĉ ∈ (X,Y) implies B̂ ∈ (X,Y). Similarly it can be shown that (2.8) holds for all n, m and 0 ≤ k ≤ m, and
consequently An ∈ (X, `∞) for all n implies B(n)

∈ (X, `∞) for all n.

Now we prove our first main result.

Theorem 2.6. Let T and T̃ be triangles. Then we have A ∈ ((`1)T, (`1)T̃) if and only if

sup
k

∞∑
n=0

∣∣∣∣∣∣∣∣
∞∑
j=k

s jk

n∑
i=0

t̃niai j

∣∣∣∣∣∣∣∣ < ∞, (2.10)

and

sup
m,k

∣∣∣∣∣∣∣∣
∞∑

j=m

s jkanj

∣∣∣∣∣∣∣∣ < ∞ for all n = 0, 1, . . . (2.11)
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Proof. Since `1 is a BK space with AK, it follows from Lemma 2.3 that A ∈ ((`1)T, (`1)T̃) if and only if
Â ∈ (`1, (`1)T̃) and W(An)

∈ (`1, `∞) for all n. First, we have by Lemma 2.2 that Â ∈ (`1, (`1)T̃) if and only if
B = T̃Â ∈ (`1, `1) which is the case if and only if ([12, 8.4.1D])

sup
k

∞∑
n=0

|bnk| < ∞. (2.12)

It follows from the definition of the matrices B and Â that

bnk =

n∑
i=0

t̃niâik =

n∑
i=0

t̃ni

∞∑
j=k

s jkai j =

∞∑
j=k

s jk

n∑
i=0

t̃niai j,

and so the conditions in (2.12) and (2.10) are the same. Furthermore, we have W(An)
∈ (`1, `∞) by [12, 8.4.1A]

if and only if

sup
m,k

∣∣∣w(An)
mk

∣∣∣ = sup
m,k

∣∣∣∣∣∣∣∣
∞∑

j=m

anjs jk

∣∣∣∣∣∣∣∣ < ∞,
which is is (2.11).

The space c of convergent sequences is not an AK space, so we cannot apply Lemma 2.3 in the charac-
terization of the class (cT, cT̃). This is why we need the next result.

Lemma 2.7. ([6, Remark 3.5 (b)]) Let Y be a linear subspace of ω. Then we have A ∈ (cT,Y) if and only if

Â ∈ (c0,Y), W(An)
∈ (c, c) for all n (2.13)

and

Âe − (αn)∞n=0 ∈ Y where αn = ωn(A) = lim
m→∞

m∑
k=0

w(An)
mk for n = 0, 1, . . . . (2.14)

Remark 2.8. Let Y be an arbitrary subspace of ω. Applying Lemma 2.2 (a) first and then Lemma 2.7, we obtain
A ∈ (cT, cT̃) if and only if

B̂ ∈ (c0, c)
W(Bn)

∈ (c, c) for all n

B̂e − (βn)∞n=0 ∈ c where βn = ωn(B) = lim
m→∞

m∑
k=0

w(Bn)
mk for n = 0, 1, . . . .

(2.15)

On the other hand, applying Lemma 2.7 first and then Lemma 2.2 (a), we obtain A ∈ (cT, cT̃) if and only if
Ĉ = T̃Â ∈ (c0, c)
W(An)

∈ (c, c) for all n
T̃
(
Âe − (αn)∞n=0

)
∈ c with αn from (2.14) for n = 0, 1, . . . .

(2.16)

Then conditions in (2.15) and (2.16) are equivalent.

Proof. First we assume that the conditions in (2.15) are satisfied. Then it follows as in Remark 2.5 that the first
two conditions in (2.16) are satisfied and ĉnk = b̂nk for all n and k. Furthermore Ĉ ∈ (c0, c) ⊂ (c0, `∞) = (`∞, `∞),
that is, Â ∈ (`∞, (`∞)T̃), implies e ∈ ωÃ, and so by [12, Theorem 1.4.1 (i)]

Ĉe = (T̃A)e = T̃(Ae).



I. Djolović, E. Malkowsky / Filomat 30:5 (2016), 1327–1337 1332

Since W(An)
∈ (c, c) for all n, the limits αn exist for all n, and so we obtain by (2.8) for all n

T̃n

(
(α j)∞j=0

)
=

n∑
i=0

t̃niαi =

n∑
i=0

t̃ni lim
m→∞

m∑
k=0

w(Ai)
mk = lim

m→∞

m∑
k=0

n∑
i=0

t̃niw
(Ai)
mk

= lim
m→∞

m∑
k=0

w(Bn)
mk = βn.

Consequently it follows from the third condition in (2.15) that

T̃(Âe − (αn)) = T̃(Âe) − T̃(αn) = Ĉe − (βn) = B̂e − (βn) ∈ c.

Thus we have shown that the conditions in (2.15) imply those in (2.16).
Conversely we assume that the conditions in (2.16) are satisfied. Then it follows as above, that the first two
conditions in (2.15) are satisfied, and b̂nk = ĉk for all n and k. Also B̂ ∈ (c0, c) implies B̂ ∈ (`∞, `∞) and so
e ∈ ωB̂, and W(Bn)

∈ (c, c) for all n implies that the limits βn exist for all n. Again we have βn = T̃n((α j)∞j=0) for

all n and B̂e − (βn) = T̃(Âe − (αn)), and the third condition in (2.16) implies the third condition in (2.15).

Now, we can prove our results of the next theorem.

Theorem 2.9. Let T and T̃ be triangles. Then we have A ∈ (cT, cT̃) if and only if the following conditions hold:

sup
n

∞∑
k=0

∣∣∣b̂nk

∣∣∣ < ∞, (2.17)

lim
n→∞

b̂nk = β̂k exists for all k, (2.18)

sup
m

m∑
k=0

∣∣∣w(Bn)
mk

∣∣∣ < ∞ for each n, (2.19)

lim
m→∞

m∑
k=0

w(Bn)
mk = βn exists for each n, (2.20)

lim
n→∞

 ∞∑
k=0

b̂nk − βn

 = η exists. (2.21)

where the matrices B, B̂ and W(Bn) are defined as in Remark 2.5.

Proof. Applying Lemma 2.2 (a) we have A ∈ (cT, cT̃) if and only if B = T̃A ∈ (cT, c), which by Lemma 2.7 is
equivalent to B̂ ∈ (c0, c), W(Bn)

∈ (c, c) for all n and B̂e −
(
βn

)∞
n=0 ∈ c. Furthermore, we have B̂ ∈ (c0, c) if and

only if ([12, 8.4.5A])

sup
n

∞∑
k=0

|b̂nk| < ∞ and lim
n→∞

b̂nk = β̂k for all k = 0, 1, . . . , (2.22)

that is, (2.17) and (2.18). Also B̂e− (βn)∞n=0 ∈ c is the condition in (2.21). Furthermore, we have by [12, 8.4.5A]
that B̂ ∈ (c0, c) if and only if the conditions in (2.17) and (2.18) hold. Finally we have W(Bn)

∈ (c, c) by [12,
8.4.5A] if and only if the conditions in (2.19) and (2.20) hold and limm→∞ w(Bn)

mk exists for each k, the last
condition obviously being redundant.
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3. Compact Operators

We recall some definitions and results which are important for this section.
If X and Y are Banach spaces then a linear operator L : X → Y is said to be compact if its domain is all

of X and for every bounded sequence (xn)∞n=0 in X, the sequence (L(xn))∞n=0 has a convergent subsequence
in Y. We denote the class of such operators by C(X,Y). If X = Y, we write C(X), for short. The most
effective way to find conditions for a linear operator L to be compact is by applying the Hausdorff measure
of noncompactness.

Let (X, d) be a metric space,MX denote the class of bounded subsets of X and B(x, r) = {y ∈ X : d(x, y) < r}
be the open ball of radius r > 0 with its centre in x. Then the Hausdorff measure of noncompactness of the set
Q ∈ MX, denoted by χ(Q), is given by

χ(Q) = inf{ε > 0 : Q ⊂
n⋃

i=1

B(xi, ri), xi ∈ X, ri < ε (i = 1, . . . ,n), n ∈ IN};

the function χ is called the Hausdorff measure of noncompactness.
Let X and Y be Banach spaces and χ1 and χ2 be Hausdorff measures of noncompactness on X and Y.

Then the operator L : X → Y is called (χ1, χ2)-bounded if L(Q) ∈ MY for every Q ∈ MX and there exists a
positive constant C such that χ2(L(Q)) ≤ Cχ1(Q) for every Q ∈ MX. If an operator L is (χ1, χ2)–bounded
then the number ‖L‖(χ1,χ2) = inf{C > 0 : χ2(L(Q)) ≤ Cχ1(Q) for all Q ∈ MX} is called the (χ1, χ2)- measure of
noncompactness of L. In particular, if χ1 = χ2 = χ, then we write ‖L‖(χ,χ) = ‖L‖χ.

We need the following results.

Lemma 3.1. Let X and Y be Banach spaces and L ∈ B(X,Y), SX = {x ∈ X : ‖x‖ = 1} and B̄X = {x ∈ X : ‖x‖ ≤ 1}.
Then we have

‖L‖χ = χ(L(B̄X)) = χ(L(SX)) ([5, Theorem 2.25]); (3.1)

L ∈ C(X,Y) if anf only if ‖L‖χ = 0 ([5, Corollary 2.26 (2.58)]); (3.2)

Lemma 3.2 (Goldenštein, Gohberg, Markus). ([5, Theorem 2.23]) Let X be a Banach space with a Schauder
basis (bn)∞n=0, Q ∈ MX and Pn : X→ X be the projector onto the linear span of {b1, b2, ..., bn}. Then we have

1
a

lim sup
n→∞

sup
x∈Q
‖(I − Pn)(x)‖

 ≤ χ(Q) ≤ lim sup
n→∞

sup
x∈Q
‖(I − Pn)(x)‖

 , (3.3)

where a = lim supn→∞ ‖I − Pn‖. (Let us mention that if X = c then a = 2).

Lemma 3.3. ([8, Theorem 2.8.]) Let Q ∈ MX where X is `p for 1 ≤ p < ∞ or c0. If Pn : X → X is the operator
defined by Pn(x) = x[m] for all x = (xk)∞k=0 ∈ X, then

χ(Q) = lim
n→∞

(sup
x∈Q
‖(I − Pn)(x)‖).

Lemma 3.4. ([6, Theorem 4.2]) Let X be a normed sequence space and χT and χ denote the Hausdorff
measures of noncompactness onMXT andMX. Then we have χXT (Q) = χ(T(Q)) for all Q ∈ MXT .

Lemma 3.5. Let X and Y be Banach sequence spaces, T̃ be a triangle and L ∈ B(X,YT̃). Then we have

‖L‖(χ,χT̃) = ‖LT̃ ◦ L‖χ.

Proof. We have by (3.1) and Lemma 3.4

‖L‖(χ,χT̃) = χT̃(L(SX)) = χ
(
T̃(L(SX))

)
= χ

(
(LT̃ ◦ L)(SX)

)
= ‖LT̃ ◦ L‖χ.
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Now we establish an identity for the Hausdorff measure of noncompactness of matrix operators in
B((`1)T, (`1)T̃) and necessary and sufficient conditions for such operators to be compact.

Theorem 3.6. Let T and T̃ be triangles and the operator LA ∈ B((`1)T, (`1)T̃) be given by a matrix A ∈ ((`1)T, (`1)T̃).
Then we have

‖LA‖(χT ,χT̃) = lim
r→∞

sup
k

 ∞∑
n=r

|b̂nk|

 where b̂nk =
∞∑
j=k

s jk

n∑
i=0

t̃niai j for all n and k.

Furthermore, LA is compact if and only if

lim
r→∞

sup
k

 ∞∑
n=r

∣∣∣∣∣∣∣∣
∞∑
j=k

s jk

n∑
i=0

t̃niai j

∣∣∣∣∣∣∣∣

 = 0.

Proof. Applying Lemma 3.5, [1, 1, Corollary 3.6 (b), (3.14)] and (2.9), we obtain with B = T̃A

‖LA‖(χT ,χT̃) = ‖LT̃ ◦ LA‖(χT ,χ) = ‖LB‖(χT ,χ) = lim
r→∞

sup
k

 ∞∑
n=r

|b̂nk|

 ,
that is, the first identity of the theorem. The characterization of compact matrix operators now follows by
(3.2).

Now we establish an inequality for the Hausdorff measure of noncompactness of matrix operators in
B(cT, cT) and necessary and sufficient conditions for such operators to be compact.

Theorem 3.7. Let T and T̃ be triangles and the operator LA ∈ B(cT, cT̃) be given by a matrix A ∈ (cT, cT̃). Then we
have

1
2
·M ≤ ‖LA‖χ ≤M

where

M = lim
r→∞

sup
n>r

 ∞∑
k=0

∣∣∣b̂nk − β̂k

∣∣∣ +

∣∣∣∣∣∣∣
∞∑

k=0

β̂k − η − βn

∣∣∣∣∣∣∣


and b̂nk, βk, η and β̂k are defined in Theorem 2.9.
LA is compact if and only if

lim
r→∞

sup
n>r

 ∞∑
k=0

∣∣∣b̂nk − β̂k

∣∣∣ +

∣∣∣∣∣∣∣
∞∑

k=0

β̂k − η − βn

∣∣∣∣∣∣∣
 = 0.

Proof. We put for arbitrary matrices D

φn(D) =

∞∑
k=0

|d̂nk − δ̂k| +

∣∣∣∣∣∣∣
∞∑

k=0

δ̂k − η(D) − δn

∣∣∣∣∣∣∣ for n = 0, 1, . . . ,

where

δ̂k = lim
n→∞

d̂nk for k = 0, 1, . . . ,

δn = ωn(D) = lim
m→∞

m∑
k=0

w(Dn)
mk for n = 0, 1, . . .
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and

η(D) = lim
n→∞

 ∞∑
k=0

d̂nk − δn

 .
We obtain from Lemma 3.5 and [1, 1, Corollary 3.6 (b), (3.16)–(3.19)] that if A ∈ (cT, cT̃) then

1
2
· lim

r→∞

(
sup
r≥n

φn(C)
)
≤ ‖L‖χ ≤ lim

r→∞

(
sup
r≥n

φn(C)
)

, where C = T̃A.

We have ĉnk = b̂nk for all n and k by (2.9) and so γ̂k = limn→∞ ĉnk = limn→∞ b̂nk = β̂k for k = 0, 1, . . . ((2.18) in
Theorem 2.9). Furthermore, by definition,

w(Bn)
mk =

∞∑
j=m

s jkbnj =

∞∑
j=m

s jk

n∑
i=0

t̃niai j =

∞∑
j=m

s jkcnj = w(Cn)
mk for all n,m and k;

this implies

γn = lim
m→∞

m∑
k=0

w(Cn)
mk = lim

m→∞

m∑
k=0

w(Bn)
mk = βn ((2.20)) for all n,

and finally

η(C) = lim
n→∞

 ∞∑
k=0

ĉnk − γn

 = lim
n→∞

 ∞∑
k=0

b̂nk − βn

 = η ((2.21)).

Thus we have

M = lim
r→∞

(
sup
r≥n

φn(C)
)
,

and the statements of the theorem are an immediate consequence.

4. Fredholm Operators on cT and (`1)T

Now we establish sufficient conditions for an operator in B(X) = B(X,X) to be a Fredholm operator
when X = `1 or X = c.

We recall the definition of a Fredholm operator.

Definition 4.1. Let X and Y be Banach spaces and L ∈ B(X,Y). We denote the null and the range spaces of L by
N(L) and R(L). Then T is said to be a Fredholm operator if the following conditions hold:

(1) N(L) is finite dimensional;
(2) R(L) is closed;
(3) Y/R(L) is finite dimensional.

The set of Fredholm operators from X to Y is denoted by Φ(X,Y) and we write Φ(X) = Φ(X,X), for short.

The next result ([10], p.106) is of greater importance for our studies than the definition itself: if X = Y
and L ∈ C(X), then I − L is a Fredholm operator where I is the identity operator on X.

We establish sufficient conditions for an operator LA given by a matrix A ∈ (XT,XT) to be a Fredholm
operator when X = `1 or X = c. Again we use the Hausdorff measure of noncompactness.
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We consider infinite matrix C = (cnk)∞n,k=0 associated with infinite matrix A = (ank)∞n,k=0 and defined as
follows:

cnk =

−ank (n , k)
1 − ann (n = k).

(4.1)

Then we have that if the operator LC given by the infinite matrix C is compact then the operator LA given by
the infinite matrix A is a Fredholm operator. Taking this into account, we obtain the following new results:

Theorem 4.2. (a) Let LA ∈ B((`1)T) be given by a matrix A. We write D = TC and d̂nk =
∑
∞

j=k s jkdnj for all n and k.
If

lim
r→∞

sup
k

∞∑
n=r

|d̂nk|

 = lim
r→∞

sup
k

 ∞∑
n=r

∣∣∣∣∣∣∣∣
∞∑
j=k

s jk

tnj −

n∑
i=0

tniai j


∣∣∣∣∣∣∣∣

 = 0,

then we have LA ∈ Φ((`1)T).
(b) Let LA ∈ B(cT) be given by a matrix A and D = TC. If

lim
r→∞

sup
n≥r

φn(D) = lim
r→∞

sup
n>r

 ∞∑
k=0

∣∣∣d̂nk − δ̂k

∣∣∣ +

∣∣∣∣∣∣∣
∞∑

k=0

d̂nk − η(D) − δn

∣∣∣∣∣∣∣
 = 0,

then LA ∈ Φ(cT), where δ̂k (k = 0, 1, . . . ), δn (n = 0, 1, . . . ) and η(D) are defined as in the proof of Theorem 3.7.

Proof. Defining the matrix C as in (4.1), we obtain

n∑
i=0

tnici j = tnj(1 − a j j) −
n∑

i=0,i, j

tniai j = tnj −

n∑
i=0

tniai j.

Now, if we apply Theorem 3.6 in (a) and Theorem 3.7 in (b), the proof is obvious since the operator LA given
by the infinite matrix A is Fredholm if the operator LC given by the infinite matrix C is compact.

We close with an application of our results.

Example 4.3. We write bv = {x ∈ ω :
∑
∞

k=0|xk − xk−1| < ∞} for the set of all sequences of bounded variation. Let
T = T̃ = ∆ be the matrix of the operator of the first difference, that is, ∆nn = 1, ∆n,n−1 = −1 and ∆nk = 0 for
k , n,n − 1 (n = 0, 1, . . . ). Then we have S = Σ where Σnk = 1 for 0 ≤ k ≤ n and Σnk = 0 for k > n (n = 0, 1, . . . ),
and bv = (`1)∆. Now, applying Theorem 2.6 we obtain

A ∈ (bv, bv) if and only if sup
k

∞∑
n=0

∣∣∣∣∣∣∣∣
∞∑
j=k

(anj − an−1, j)

∣∣∣∣∣∣∣∣ < ∞ ([11, 99.(99.2)]),

since the condition in (2.11) becomes redundant in this case. Also applying Theorem 3.6, we obtain that the matrix
operator LA ∈ B((`1)T) is compact if and only if

lim
r→∞

sup
k

∞∑
n=r

∣∣∣∣∣∣∣∣
∞∑
j=k

(anj − an−1, j)

∣∣∣∣∣∣∣∣
 = 0.

Finally, applying and Theorem 4.2 (b), we obtain that LA ∈ Φ((`1)T) if

lim
r→∞

sup
k

∞∑
n=r

∣∣∣∣∣∣∣∣
∞∑
j=k

(
∆nj − (anj − an−1, j)

)∣∣∣∣∣∣∣∣
 = 0.
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[5] E. Malkowsky, V. Rakočević, An Introduction into the Theory of Sequence Spaces and Measures of Noncompactness, Zbornik
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