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Abstract. Let \((X,d)\) be a metric space, \(Y \subset X\) a nonempty closed subset of \(X\) and let \(f : Y \to X\) be a non self operator. In this paper we study the following problem: under which conditions on \(f\) we have all of the following assertions:

1. The operator \(f\) has a unique fixed point;
2. The operator \(f\) satisfies a retraction-displacement condition;
3. The fixed point problem for \(f\) is well posed;
4. The operator \(f\) has the Ostrowski property.

Some applications and open problems related to these questions are also presented.

1. Introduction and preliminaries

Let \((X,d)\) be a metric space. Denote by \(Y \in \mathcal{P}_{\text{cl}}(X)\) the family of closed subsets of \(X\), let \(Y \in \mathcal{P}_{\text{cl}}(X)\) and \(f : Y \to X\) be a nonself operator. Let us consider the fixed point equation corresponding to \(f\):

\[\begin{align*}
x &= f(x).
\end{align*}\]

Denote as usually the set of solutions of (1.1) by \(F_f\).

Starting problems on the existence theory for equation (1.1) read as follows:

**Problem 1.1.** Find \(x_0 \in Y\) and conditions on \(Y, X\) and \(f\) such that

\[f^n(x_0) \in Y\] for all \(n \in \mathbb{N}\) and \(f^n(x_0) \to x^* \in F_f\) as \(n \to \infty\).
If first part is solved, then find an invariant set $U$ under $f$ (i.e., a set satisfying $f(U) \subset U$) such that $x^* \in U$ and $f^n(x_0) \to x^*$, for all $x_0 \in U$.

**Problem 1.2.** Find $H : Y \times [0, 1] \to X$ with $H(\cdot, 1) = f$ and suitable conditions on $H$ such that

$$F_H(\cdot, 0) \neq \emptyset \implies F_f \neq \emptyset.$$ 

**Problem 1.3.** Find $h : Y \to Y$ with $F_f = F_h$ and appropriate conditions on $f, Y$ and $h$ such that

$$F_h \neq \emptyset.$$ 

**Problem 1.4.** If $Y \subset f(Y)$, under which conditions we have $F_f \neq \emptyset$?

As references for the above problems we mention the following:

- **Problem 1.1:** [11], [52], [25], [5], [23], [29], [42], [47], [58], [70], [71], [16], [17], [21], [26], [31], [37], [40], [49], [60], [4], [6], [7], [8], [9], . . .
- **Problem 1.2:** [20], [34], [50], [18], [30], [51], [57], [24], [27], . . .
- **Problem 1.3 and the retraction theory:** [19], [65], [64], [62], [14], [32], [33], [36], [35], [41], [42], [43], [10], [61], [74], [28], . . .
- **Problem 1.4:** [1], [73], [39], [61], [44], . . .

In connection with these problems the following well known results are significant for the present study.

**Theorem 1.5.** (Reich and Zaslavski [58]) Let $(X, d)$ be a complete metric space, $Y \in P_{cl}(X)$ and $f : Y \to X$ be an operator. We suppose that

1. $f$ is an l-contraction;
2. there exists a bounded sequence $\{x_n\}_{n \in \mathbb{N}}$ in $Y$ such that $f^n(x_n)$ is defined for all $n \in \mathbb{N}$.

Then

1. $F_f = \{x^*\}$;
2. $f^n(x_n) \to x^*$ as $n \to \infty$.

**Theorem 1.6.** (Granas, [34]; see also [30])

Let $(X, d)$ be a complete metric space, $U \subset X$ an open subset and let $h : \overline{U} \times [0, 1] \to X$ be such that

1. $h(\cdot, t) : \overline{U} \to X$, $t \in [0, 1]$, are l-contractions;
2. $h(x, \cdot) : [0, 1] \to X$, $x \in \overline{U}$, are L-Lipschitzian;
3. For all $x \in \partial U$ and $t \in [0, 1]$ we have that $x \neq h(x, t)$.

Then

1. $F_{h(\cdot, 0)} \neq \emptyset \implies F_{h(\cdot, t)} \neq \emptyset$, $\forall t \in [0, 1]$;
2. Let us denote by $x^*(t)$ the unique fixed point of $h(\cdot, t)$. Then the abstract function $x^* : [0, 1] \to X$ is Lipschitzian.

**Theorem 1.7.** (Brown, see [19] and [64]) Let $(X, d)$ be a complete metric space, $Y \in P_{cl}(X)$ and $f : Y \to X$ be an operator. We suppose that

1. $f$ is an l-contraction;
2. there exists a set retraction $r : X \to Y$ such that:
   (a) $f$ is retractible with respect to $r$, i.e., $F_f = F_{ref}$;
   (b) $r$ is L-Lipschitzian;
   (c) $IL < 1$. 

In the present study the above results are significant.
Then $F_f = \{x^*\}$.

**Theorem 1.8.** (Caristi [22], see also [65]) Let $(X, d)$ be a complete metric space, $Y \in P_{cl}(X)$ and $f : Y \to X$ be an operator. We suppose that
1. $f$ is an $l$-contraction;
2. $x \in Y$, $f(x) \in X \setminus Y \implies \{x, f(x)\} \cap Y \neq \emptyset$.

Then $F_f = \{x^*\}$.

**Note.** In Theorem 1.8 above, $\{x, f(x)\} \cap Y$ denotes the set of metrically inward points of $f$ with respect to $d$, i.e., see [22],

$$[x, f(x)] := \{y \in X : d(x, f(x)) = d(x, y) + d(y, f(x))\}.$$

**Theorem 1.9.** (Reich and Zaslavski [59]) Let $(X, d)$ be a complete metric space, $Y \in P_{cl}(X)$ and $f : Y \to X$ be an operator. We suppose that
1. $f$ is a contraction;
2. There exists a sequence $\{y_n\}_{n\in \mathbb{N}}$ in $Y$ such that
   $$d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty.$$

Then $y_n \to x^*$ as $n \to \infty$ and $F_f = \{x^*\}$.

**Theorem 1.10.** (Folklore) Let $(X, d)$ be a complete metric space, $Y \in P_{cl}(X)$ and $f : Y \to X$ be an operator. We suppose that
1. there exists $l > 1$ such that
   $$d(f(x), f(y)) \geq ld(x, y), \forall x, y \in Y.$$
2. $Y \subset f(Y)$;
3. $f$ is an injective operator.

Then $F_f = \{x^*\}$.

On the other hand, in [67], the following result has been proven for the case of self contractions.

**Theorem 1.11.** (Saturated principle of contraction) Let $(X, d)$ be a complete metric space and $f : X \to X$ be an $l$-contraction. Then:
(i) There exists $x^* \in X$ such that $F_{f^n} = \{x^*\}, \forall n \in \mathbb{N}^*$.
(ii) For all $x \in X$, $f^n(x) \to x^*$ as $n \to \infty$.
(iii) $d(x, x^*) \leq \psi(d(x, f(x)), \forall x \in X$, where $\psi(t) = \frac{1}{1+t}, t \geq 0$, i.e., $f$ is a $\Psi$-Picard operator.
(iv) If $\{y_n\}_{n\in \mathbb{N}}$ is a sequence in $X$ such that
   $$d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty$$
then, $y_n \to x^*$ as $n \to \infty$, i.e., the fixed point problem for $f$ is well posed.
(v) If $\{y_n\}_{n\in \mathbb{N}}$ is a sequence in $X$ such that
   $$d(y_{n+1}, f(y_n)) \to 0 \text{ as } n \to \infty$$
then, $y_n \to x^*$ as $n \to \infty$, i.e., the operator $f$ has the Ostrowski property.
(vi) If $Y \subset X$ is a closed subset such that $f(Y) \subset Y$, then $x^* \in Y$. Moreover, if, in addition, $Y$ is bounded, then
   $$\bigcap_{n \in \mathbb{N}} f^n(Y) = \{x^*\}.$$
Starting from this background, the aim of this paper is to extend Theorem 1.11 to the case of nonself operators. Some generalizations, applications and open problems are also presented. The structure of the remaining part of our paper is the following

- Saturated fixed point principles for non self operators in metric spaces
- Saturated fixed point principles for non self operators in Banach spaces
- Applications
- Demicontractive nonself mappings
- The estimation of local convergence radius
- Other research directions

2. Saturated principle of nonself contraction in metric spaces

We start this section with the following result on the existence of fixed points of non self contractions.

**Theorem 2.1.** (Theorem of equivalent statements for nonself contraction)

Let $(X,d)$ be a complete metric space, $Y \in P_d(X)$ and $f : Y \to X$ a contraction. Then the following statements are equivalent.

(a) There exists $x^* \in Y$ such that $F_f = \{x^*\}$;
(b) There exists a sequence $(y_n)_{n \in \mathbb{N}}$ in $Y$ such that
$$d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty.$$  
(c) There exists a bounded subset $Z \subset X$ such that, if we denote
$$Z_1 := f(Z), Z_2 = f(Z_1 \cap Y), \ldots, Z_{n+1} = f(Z_n \cap Y),$$
then $Z_n \neq \emptyset$, for all $n \in \mathbb{N}$.
(d) There exists a bounded sequence $(y_n)_{n \in \mathbb{N}}$ in $Y$ such that
$$d(y_{n+1}, f(y_n)) \to 0 \text{ as } n \to \infty.$$  
(e) There exists $U \in P_d(Y)$ such that $f(U) \subset U$.
(f) There exists $U \in P_d(Y)$ and a nonexpansive retraction $r : X \to U$ such that $f : U \to X$ is retractible with respect to $r$.

**Proof.** First, we remark that (a) implies all of the statements (b)-(f).

(b) $\implies$ (a). It follows by Theorem 1.9.

c) $\implies$ (a). It follows by Theorem 1.5.

It is also clear that (c) $\iff$ (d).

(d) $\implies$ (a). We have
$$d(y_{n+p+1}, y_{n+1}) \leq d(y_{n+p+1}, f(y_{n+p})) + d(f(y_{n+p}), f(y_n)) + d(y_{n+1}, f(y_n))$$
$$\leq d(y_{n+p+1}, f(y_{n+p})) + ld(y_{n+p}), f(y_n)) + d(y_{n+1}, f(y_n))$$
$$\leq d(y_{n+p+1}, f(y_{n+p})) + ld(y_{n+p}), f(y_{n+p-1})) + \cdots + l^n d(y_p), f(y_{p-1}))$$
$$+ l^{n+1} d(y_p), f(y_0)) + l^n d(y_1), f(y_0)) + \cdots + l d(y_n), f(y_{n-1})) + d(y_{n+1}, f(y_n)).$$
From Cauchy lemma (see, for example, [62]), it follows that
\[ d(y_{n+1}, y_{n+1}) \to 0 \text{ as } n \to \infty, \forall p \in \mathbb{N} \text{ or } p \to \infty. \]

Since \((X, d)\) is complete, it follows that \(\{y_n\}_{n \in \mathbb{N}}\) is convergent.
Let \(y_n \to y^*\) as \(n \to \infty\). By statement (d) and the continuity of the metric \(d\) and of the mapping \(f\), we now conclude that \(d(y^*, f(y^*)) = 0\), i.e., \(y^* \in F_f\).

(c) \(\implies\) (a). It follows from the contraction principle.

(f) \(\implies\) (a). Since \(f\) is contractible with respect to \(r\), it follows that \(F_{fU} = F_{fU}\). But \(r \circ f\) : \(U \to U\) is a contraction.

Now, using Theorem 1.11, we can give a first answer to our problems.

**Theorem 2.2.** (Saturated principle of nonself contraction)

Let \((X, d)\) be a metric space, \(Y \subset X\) and \(f : Y \to X\) an operator. We suppose that:

(i) \(f\) is an \(l\)-contraction.

(ii) \(F_f \neq \emptyset\).

Then:

(i) \(F_f = \{x^*\}\). Moreover, if for some \(y \in Y\) and \(n \in \mathbb{N}^*\), \(f^n(y)\) is defined and \(f^n(y) = y\), then \(y = x^*\).

(ii) \(d(x, x^*) \leq d(x, f(x))\), \(\forall x \in Y\), where \(\psi(t) = \frac{t}{1-t}, t \geq 0\).

(iii) For each sequence \(\{y_n\}_{n \in \mathbb{N}}\) in \(Y\) with
\[ d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty, \]
we have that, \(y_n \to x^*\) as \(n \to \infty\).

(iv) For each sequence \(\{y_n\}_{n \in \mathbb{N}}\) in \(Y\) with
\[ d(y_{n+1}, f(y_n)) \to 0 \text{ as } n \to \infty, \]
we have that
\[ y_n \to x^* \text{ as } n \to \infty. \]

(v) Let \(Z \subset Y\) be a bounded subset with \(x^* \in Z\). Let us denote
\[ Z_1 := f(Z), Z_2 = f(Z_1 \cap Y), \ldots, Z_{n+1} = f(Z_n \cap Y), \ldots. \]

Then
\[ \bigcap_{n=1}^{\infty} Z_n = \{x^*\}. \]

**Proof.** (i) The uniqueness of the fixed point follows by the contraction condition. Let \(y \in Y\) and \(n \in \mathbb{N}^*\) be such that \(f^n(y)\) is defined. Since \(f^n(y) = y\), we have \(f^{n+1}(y) = f(f^n(y)) = f(y)\) and \(f^{n+1}(y) = f^n(f(y))\) which imply \(y = f(y)\), i.e., \(y \in F_f = \{x^*\}\).

(ii) It follows by the fact that
\[ d(x, x^*) \leq d(x, f(x)) + d(f(x), x^*) \leq d(x, f(x)) + ld(x, x^*), \]
which yields the retraction-displacement condition.

(iii) It follows by (ii).

(iv) By (a), we obtain, in particular, that \(f\) is an \(l\)-quasicontraction, i.e.,
\[ d(f(x), f(x^*)) \leq ld(x, x^*), \forall x \in Y. \]

We have
\[ d(y_{n+1}, x^*) \leq d(y_{n+1}, f(y_n)) + d(f(y_n), x^*) \leq ld(y_n, x^*) + d(y_{n+1}, f(y_n)). \]
which, by Lemma 1.6, part (i) in [5], implies the conclusion. (An alternative proof can be given by using the Cauchy lemma, see [67].)

(v) This is a Reich-Za\l{}asvski theorem (see [58], pp. 308). We present the proof given by Rus-\c{S}erban ([70]). Let $Z \subset Y$ be a bounded closed subset such that $y_n \in Z$, $n \in \mathbb{N}$. We consider the following standard construction:

$$Z_1 := \overline{f(Z)}, \quad Z_2 := \overline{f(Z_1) \cap Z}, \ldots, \quad Z_{n+1} := \overline{f(Z_n) \cap Z}, \quad n \in \mathbb{N}'.$$

We remark that

a) $Z_{n+1} \subset Z_n$, $n \in \mathbb{N}$;

b) $f^n(y_n) \subset Z_n$, $n \in \mathbb{N}$, so, $Z_n \neq \emptyset$, $\forall n \in \mathbb{N}$.

On the other hand ($\delta$ denotes the diameter)

$$\delta(Z_{n+1}) = \delta(\overline{f(Z_n) \cap Z}) = \delta(f(Z_n) \cap Z) \leq \delta(f(Z_n)) \leq l \delta(Z_n) \leq \cdots \leq l^{n+1}(Z) \to 0, \text{ as } n \to \infty.$$

From Cantor intersection lemma we have

$$Z_{\infty} = \cap_{n \in \mathbb{N}} Z_n \neq \emptyset, \quad \delta(Z_{\infty}) = 0 \text{ and } f(Z_{\infty} \cap Z) \subset Z_{\infty}.$$

These imply that $Z_{\infty} = \{x^\ast\}$. Since $f^n(y_n) \in Z_n$ we have that

$$f^n(y_n) \to 0 \text{ as } n \to \infty.$$

A simpler proof of (v) reads as follows. Since $f$ is an $l$-quasicontraction, we have

$$\delta_d(Z_{n+1}, \{x^\ast\}) \leq l \delta_d(Z_n \cap Y, \{x^\ast\}) \leq l \delta_d(Z_n, \{x^\ast\}) \ldots \leq l^{n+1} \delta_d(Z, \{x^\ast\}) \to 0 \text{ as } n \to \infty,$$

where $\delta_d$ denotes the diameter functional with two arguments.

**Remark 2.3.**

1. If $(X, d)$ is a complete metric space and $Y \in P_d(X)$, then we can replace condition (b) in Theorem 2.2 by any of the statements (b)-(f) in Theorem 1.11 (see also condition (b) in Theorem 1.5, Theorem 1.7, Theorem 1.8 and Theorem 1.9). Of course, we can also use Theorem 1.6 and Theorem 1.10 in order to have condition (b) in Theorem 2.2 satisfied.

2. Apart of those cases, condition (b) in Theorem 2.2 can also be replaced by the so called metrically inward condition, due to Caristi [22];

(b') If $x \in Y$ is such that $f(x) \in X \setminus Y$, then there exists $y \in Y$, $y \neq x$, such that $d(x, y) + d(y, f(x)) = d(x, f(x))$.

The following variants of Theorem 2.2 are very useful in the case of generalized contractions and will be used in Section 3.

**Theorem 2.4.** Let $(X, d)$ be a complete metric space, $Y \subset X$ and $f : Y \to X$ an operator. We suppose that there exists a fixed point $x^\ast$ of $f$ and a constant $l$, $0 < l < 1$, such that

$$d(f(x), x^\ast) \leq ld(x, x^\ast), \quad \forall x \in Y. \tag{2.1}$$

Then all the conclusions in Theorem 2.2 hold.

**Theorem 2.5.** Let $(X, d)$ be a complete metric space, $Y \subset X$ and $f : Y \to X$ an operator with $F_f = \{x^\ast\}$. We suppose that for a metric $\rho$ on $X$ we have:

(a) there exists $c_1, c_2 > 0$ such that

$$c_1 d(x, y) \leq \rho(x, y) \leq c_2 d(x, y), \quad \forall x, y \in X.$$
(b) there exists a constant \(0 < l < 1\) such that
\[
\rho(f(x), x') \leq ld(x, x'), \forall x \in Y.
\]

Then, in \((X, d)\), we have all the conclusions of Theorem 2.2 satisfied with \(d(x, x') \leq \frac{\ell_2}{c_1(1 - l)}d(x, f(x)), \forall x \in Y\).

Proof. The conclusion follows by Theorem 2.4 in \((X, \rho)\) and then by assumption (a) on the strongly equivalence of the metrics \(d\) and \(\rho\). \(\square\)

Remark 2.6. For more considerations related to Theorem 2.5, see also [56] and [67].

In literature, we can find some papers devoted to the relevance of a metric condition in the fixed point theory, see for example [69], [10], [55], [67], [68]. Now, in view of the previous results, we can consider the relevance of a metric condition in the following sense. Let \((X, d)\) be a complete metric space, \(Y \subset X\) and \(f : Y \to X\) an operator.

We shall say that a metrical condition which implies the uniqueness of the fixed point of \(f\) is relevant if this condition also ensures all the conclusions in Theorem 2.2.

3. Saturated principles for nonself generalized contractions in Banach spaces

In this section we present three relevant metric conditions and the corresponding nonself saturated fixed point principles. For the sake of simplicity, the presentation should be given in the setting of a Banach space, but all results could be also established in convex metric spaces, too, see for example [72].

Let \(X\) be a Banach space, \(Y \in P_d(X)\), and \(f : Y \to X\) a non-self mapping. If \(x \in Y\) is such that \(f(x) \not\in Y\), then we suppose that we can choose an \(y \in \partial Y\) (the boundary of \(Y\)) such that \(y = (1 - \lambda)x + \lambda f(x) (0 < \lambda < 1)\), which actually expresses the fact that
\[
d(x, f(x)) = d(x, y) + d(y, f(x)), \quad y \in \partial Y,
\]
where we denoted \(d(x, y) = \|x - y\|\).

In general, the set \(K\) of all points \(y\) satisfying condition (3.1) above may contain more than one element. Note that \(K\) is included in the set of metrically inward points of \(f\) with respect to \(d\), see [22].

In order to state our main results in this section we need the following concept from [11].

Definition 3.1. Let \(X\) be a Banach space, \(Y\) a nonempty closed subset of \(X\) and \(f : Y \to X\) a non-self mapping. Let \(x \in Y\) with \(f(x) \not\in Y\) and let \(y \in \partial Y\) be the corresponding elements defined by (3.1). If, for any such elements \(x\), we have
\[
d(y, f(y)) \leq d(x, f(x)),
\]
for at least one corresponding element \(y \in K\), then we say that \(f\) has property \((M)\).

Theorem 3.2. (Saturated principle for nonself Kannan type contractions)
Let \((X, d)\) be a complete metric space, \(Y \in P_d(X)\) and \(f : Y \to X\) a Kannan non self mapping, i.e., a mapping for which there exists a constant \(a \in (0, 1/2)\) such that
\[
d(f(x), f(y)) \leq a[d(x, f(x)) + d(y, f(y))], \forall x, y \in Y.
\]
Suppose also that:
(a) \(f\) has property \((M)\);
(b) \(f\) satisfies Rothe’s boundary condition
\[
T(\partial Y) \subset Y.
\]

Then:
we have that, $y_n \to x^*$ as $n \to \infty$.

(iii) For each sequence $\{y_n\}_{n \in \mathbb{N}}$ in $Y$ with

$$d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty,$$

we have that, $y_n \to x^*$ as $n \to \infty$.

(iv) For each sequence $\{y_n\}_{n \in \mathbb{N}}$ in $Y$ with

$$d(y_{n+1}, f(y_n)) \to 0 \text{ as } n \to \infty,$$

we have that

$$y_n \to x^* \text{ as } n \to \infty.$$

(v) Let $Z \subset Y$ be a bounded subset with $x^* \in Z$. Let us denote

$$Z_1 := f(Z), Z_2 = f(Z_1 \cap Y), \ldots, Z_{n+1} = f(Z_n \cap Y), \ldots.$$ Then $Z_n \neq \emptyset$, for all $n \in \mathbb{N}$.

Proof. By (3.3) we obtain similarly to [3],

$$d(f(x), f(y)) \leq ld(x, y) + Ld(y, f(x)), \forall x, y \in Y$$

(3.5)

and

$$d(f(x), f(y)) \leq ld(x, y) + Ld(x, f(x)), \forall x, y \in Y.$$ (3.6)

with $l = \frac{a}{1-a} < 1$ and $L = \frac{2a}{1-a} > 0$.

Now, due to (3.5), by Theorem 3.3 in [11] we obtain that $F_f \neq \emptyset$, while, by (3.6) we obtain that the fixed point set of $f$ is a singleton. Denote $F_f = \{x^*\}$.

Next, by (3.6) with $x := x^*$ and $y := x$, we get the quasi-contraction condition (2.1). The rest of the proof follows by Theorem 2.4. □

For a result related to the one given by Theorem 3.2, established in the setting of a Banach space endowed with a graph, we refer to [2].

**Theorem 3.3.** (Saturated principle for nonself Chatterjea type contractions)

Let $(X, d)$ be a complete metric space, $Y \in P_c(X)$ and $f : Y \to Y$ a Chatterjea non self mapping, i.e., a mapping for which there exists a constant $b \in (0, 1/2)$ such that

$$d(f(x), f(y)) \leq b[d(x, f(y)) + d(x, f(y))], \forall x, y \in Y.$$ (3.7)

Suppose also that:

(a) $f$ has property (M);
(b) $f$ satisfies Rothe’s boundary condition (3.4)

Then:

(i) $F_f = \{x^*\}$. Moreover, if for some $y \in Y$ and $n \in \mathbb{N}^*$, $f^n(y)$ is defined and $f^n(y) = y$, then $y = x^*$.

(ii) $d(x, x^*) \leq \frac{1}{1-l}d(x, f(x)), \forall x \in Y$, where $l = \frac{b}{1-b};$

(iii) For each sequence $\{y_n\}_{n \in \mathbb{N}}$ in $Y$ with

$$d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty,$$

we have that, $y_n \to x^*$ as $n \to \infty.$
(iv) For each sequence \( \{y_n\}_{n \in \mathbb{N}} \) in \( Y \) with
\[
d(y_{n+1}, f(y_n)) \to 0 \text{ as } n \to \infty,
\]
we have that
\[
y_n \to x^* \text{ as } n \to \infty.
\]
(v) Let \( Z \subset Y \) be a bounded subset with \( x^* \in Z \). Let us denote
\[
Z_1 := f(Z), Z_2 = f(Z_1 \cap Y), \ldots, Z_{n+1} = f(Z_n \cap Y), \ldots.
\]
Then \( Z_n \neq \emptyset \), for all \( n \in \mathbb{N}^* \).

Proof. By (3.7) we obtain similarly to [3],
\[
d(f(x), f(y)) \leq ld(x, y) + Ld(y, f(x)), \forall x, y \in Y
\]
and
\[
d(f(x), f(y)) \leq ld(x, y) + Ld(x, f(x)), \forall x, y \in Y.
\]
with \( l = \frac{b}{1 - b} < 1 \) and \( L = \frac{2b}{1 - b} > 0 \).

Now, due to (3.8), by Theorem 3.3 in [11] we obtain that \( F_f \neq \emptyset \), while, by (3.9) we obtain the uniqueness of the fixed point. Denote \( F_f = \{x^*\} \).

Now by (3.9) with \( x := x^* \) and \( y := x \), we get the quasi-contraction condition (2.1). The rest of the proof follows by Theorem 2.4.

The previous two theorems could now be unified to get a more general saturated principle for the class of nonself strict almost contractions, see also [13], [14], [53], [54], for more related developments.

**Theorem 3.4.** (Saturated principle for nonself strict almost contractions)

Let \( (X, d) \) be a complete metric space, \( Y \in P_c(X) \) and \( f : Y \to X \) an nonself strict almost contraction, i.e., a mapping for which there exist the constants \( l, l_1 \in (0, 1) \) and \( L, L_1 \geq 0 \) such that
\[
d(f(x), f(y)) \leq ld(x, y) + Ld(y, f(x)), \forall x, y \in Y
\]
and
\[
d(f(x), f(y)) \leq l_1d(x, y) + L_1d(x, f(x)), \forall x, y \in Y.
\]

Suppose also that:
(a) \( f \) has property (M);
(b) \( f \) satisfies Rothe’s boundary condition (3.4)

Then:
(i) \( d(x, x^*) \leq \frac{1}{1 - l_1}d(x, f(x)), \forall x \in Y; \)
(ii) For each sequence \( \{y_n\}_{n \in \mathbb{N}} \) in \( Y \) with
\[
d(y_n, f(y_n)) \to 0 \text{ as } n \to \infty,
\]
we have that, \( y_n \to x^* \) as \( n \to \infty \).
(iv) For each sequence \( \{y_n\}_{n \in \mathbb{N}} \) in \( Y \) with
\[
d(y_{n+1}, f(y_n)) \to 0 \text{ as } n \to \infty,
\]
we have that 
\[ y_n \to x^* \text{ as } n \to \infty. \]

(\text{v}) Let \( Z \subset Y \) be a bounded subset with \( x^* \in Z \). Let us denote 
\[ Z_1 := f(Z), Z_2 = f(Z_1 \cap Y), \ldots, Z_{n+1} = f(Z_n \cap Y), \ldots. \]

Then \( Z_n \neq \emptyset \) for all \( n \in \mathbb{N}^* \).

\textbf{Proof.} We use Theorem 3.3 in [11] to obtain (i) and since, by (3.11) with \( x := x^* \) and \( y := x \), we get the quasi-contraction condition (2.1), the rest of the proof follows by Theorem 2.4.

\hfill \Box

4. Applications

It is clear that we have many abstract applications to operatorial equations and concrete applications to ODE, PDE, integral equations, ...

In general, in any case where one apply contraction principle, by means of saturated principle of contraction we get more information. On the other hand, we can study various problems like data dependence, Ulam stability etc. In what follows, we present only two such kind of applications.

4.1. Data dependence

Let \((X, d)\) be a metric space, \( Y \subset X \) a nonempty subset of \( X \) and \( f : Y \to X \) an operator like in Theorem 2.2. Let \( g : Y \to X \) be another operator (a perturbation of \( f \)) for which we suppose that \( F_g \neq \emptyset \) and there exists \( \eta > 0 \) such that 
\[
d(f(x), g(x)) \leq \eta, \text{ for all } x \in Y.
\]

By Theorem 2.2 we have

\textbf{Theorem 4.1.} Under the above conditions, we have that 
\[
d(x^*, y^*) \leq \frac{\eta}{1 - l'},
\]

for all \( y^* \in F_g \).

\textbf{Proof.} From conclusion (ii) in Theorem 2.2 we have 
\[
d(x^*, y^*) \leq \frac{1}{1 - l'}d(y^*, f(y^*)) = \frac{1}{1 - l'}d(g(y^*), f(y^*)) \leq \frac{\eta}{1 - l'}.
\]

\hfill \Box

For more considerations on data dependence problem, see also [5], [14], [21], [24], [53], [60], [62], [70], ...

4.2. Ulam stability of a fixed point equation

Let \((X, d)\) be a metric space, \( Y \subset X \) a nonempty subset of \( X \) and \( f : Y \to X \) an operator. By definition, see [66], the fixed point equation 
\[
x = f(x)
\]

is Ulam-Hyers stable if there exists a constant \( c_f > 0 \) such that, for each \( \varepsilon > 0 \) and any solution \( y^* \in X \) of the inequation 
\[
d(y, f(y)) \leq \varepsilon,
\]

there exists a solution \( x^* \) of (4.1) such that 
\[
d(y^*, x^*) \leq c_f\varepsilon.
\]

We have
Theorem 4.2. Let $f$ be as in Theorem 2.2. Then the equation (4.1) is Ulam-Hyers stable with

$$c_f = \frac{1}{1 - l}$$

Proof. From conclusion (ii) in Theorem 2.2 we have

$$d(x', y') \leq \frac{1}{1 - l} d(y', f(y')) = \frac{1}{1 - l} \varepsilon.$$

For more considerations on Ulam stability problem, see also [14], [56], [62], [66], [70]....

5. Demicontractive mappings in Hilbert spaces

All previous results were given for classes of non self mappings satisfying a certain relevant metric condition which ensured that the unique fixed point $x^*$ could be obtained as the limit of Picard iteration \{xn\}

$$x_{n+1} = f(x_n), \quad n \geq 0$$

with $x_0 \in Y$ the starting value.

By the results in this section, we would like to illustrate how, by weakening a relevant metric condition to a non relevant one in the sense given at the end of Section 2, most of the conclusions of the saturated principle of contraction for non self mappings are lost.

However, this drawback is compensated by the generality of such a weaker contraction condition. Moreover, in such situations, instead of the Picard type iteration (5.1) associated to $f$, which is generally not convergent or, even if it converges, its limit is not a fixed point of the operator $f$, we have to consider some more complex iterative methods, like Mann iteration, see [5]. These iterative methods can be constructed in the presence of a linear structure of the ambient space. This is one of the main reasons we shall work in a Hilbert space in this section.

Let $H$ be a real Hilbert space, with scalar product denoted by $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|$. Let $C$ be an open subset of $H$, and $f : C \rightarrow H$ a mapping (possible, non-self) with nonempty set of fixed points in $C$, that is, $F_f \neq \emptyset$.

Recall that, according to [38], $f$ is said to be demicontractive on $C$ if

$$\|f(x) - p\|^2 \leq \|x - p\|^2 + k\|x - f(x)\|^2, \quad \forall x \in C, \quad \forall p \in F_f, \quad 0 < k < 1.$$  \hspace{1cm} (5.2)

We notice that if $f$ is an $l$-quasicontraction or quasi-nonexpansive, then $f$ is demicontractive, but the reverse is no more true.

It is also well known, see [46, 48] that condition (5.2) is equivalent to the following one

$$\langle x - f(x), x - p \rangle \geq \lambda\|x - f(x)\|^2, \quad \forall x \in C, \quad \forall p \in F_f, \quad \lambda = (1 - k)/2.$$  \hspace{1cm} (5.3)

Note that the demicontractive condition in the form (5.3) has been introduced independently by the second author [45] in 1977, the same year in which the paper by Hicks and Kubicek [38] has been published, but under a different name: the mapping $f$ is said to satisfy condition (A).

Remind, see [45], that a self mapping $T : C \rightarrow C$ is said to be demiclosed at 0 if, for a sequence $\{u_n\}$ in $C$ which converges weakly to $u \in C$ and for which $\{Tu_n\}$ converges strongly to zero, we have $Tu = 0$.

Theorem 5.1. Suppose that $f : C \rightarrow H$ is demicontractive on $C$ and $l - f$ is demiclosed at zero. Let $p \in F_f$ be a fixed point of $f$ and $B(p, r)$ a closed ball belonging to $C$, $B(p, r) = \{x : \|x - p\| \leq r\} \subset C$. Then the sequence $\{x_n\}$ generated by Mann iteration

$$x_{n+1} = (1 - t_n)x_n + t_n f(x_n), \quad x_0 \in B(p, r),$$

...
where the control sequence \( \{t_n\} \) satisfies \( 0 < a \leq t_n \leq b < 2\lambda \), remains in \( B(p, r) \) and converges weakly to a fixed point of \( f \). If, in addition, \( f \) satisfies the quasi-expansive condition:

\[
\| x - p \| \leq \beta \| x - f(x) \|, \quad \forall x \in C, \beta > 0,
\]

then \( \{x_n\} \) converges in norm to the unique fixed point \( p \) of \( f \) in \( B(p, r) \).

The proof follows verbatim the proof of Theorem 1 in [45]. If, for a particular \( x_n \), we have \( f(x_n) \in H \setminus C \), then \( x_{n+1} \in C \) (actually \( x_{n+1} \in B(p, r) \)) and hence the sequence \( \{x_n\} \) is well defined.

Let us note that the retraction-displacement condition (5.4) is involved in Theorem 5.1 as an assumption and not as a conclusion, like in the case of Theorem 2.2.

Note also that, for a given numerical control sequence, the iteration function of Mann iteration, i.e., \( T_{t_n} = (1 - t_n)I + t_n f \), satisfies condition \((b)'\) in Remark 2.3 which, as it was noticed, can be used to replace condition \((b)\) in Theorem 2.2.

Indeed, take \( y = x - ml_n(x - f(x)) \) and find a value for \( m \) such that \( y \neq x \). Consider now the following generalized Mann iteration [47]:

\[
x_{n+1} = (I - D_n)x_n + D_n f(x_n),
\]

where \( I \) is the identity mapping and \( \{D_n\} \subset \mathcal{L}(H) \) is the “generalized control sequence” and consists of a sequence of linear bounded mappings. Usually this sequence is defined as a function of \( x, D_n = D(x) \), and we will use in the sequel the notation \( D_n = D(x_n) \).

Various known iterative methods are particular cases of (5.5). For example, if \( D_n = I \) (the identity mapping), then we obtain the Picard iteration; if \( F \) is a Fréchet differentiable mapping and \( D_n = F'(x_n)^{-1} \) and \( f(x) = x - F(x) \) then (5.5) reduces to the classical Newton method for the equation \( F(x) = 0 \); if \( D_n = F'(x_n)^{-1} \) and \( f(x) = x - F(x) - F(x - D_n f(x)) \) then we obtain a three order method of the form:

\[
x_{n+1} = x_n - F'(x_n)(F(x_n) + F(x - F'(x_n)^{-1}F(x_n))).
\]

In fact this is a modified Newton method in which the derivative is re-evaluated after two steps; often it is called “Potra-Ptak” method. Note that (5.6) is a particular case of a multipoint iterative processes with order three of convergence considered by Ezquerro and Hernandez [29].

The class of generalized demicontractive mappings is defined by

\[
(D_n(x - f(x)), x - p) \geq \lambda \|D_n(x - f(x))\|^2, \quad \forall x \in C, p \in F_f,
\]

where \( \lambda \) is a positive number.

**Theorem 5.2.** Let \( f : C \to H \) be a nonlinear mapping with nonempty set of fixed points, \( F_f \neq \emptyset \). Suppose the following conditions are satisfied:

(i) \( D_n \) is invertible and \( \|D_n^{-1}\| \leq M, \forall n; \)

(ii) for some fixed point \( p_0 \) of \( f \) and \( r > 0 \), \( B(p_0, r) \subset C; \)

(iii) \( f \) is demiclosed at zero and satisfies the generalized demicontractivity condition (5.6) with accretive coefficient \( 0.5 < \lambda \leq 1, \forall x \in B(p_0, r) \) and \( \forall p \in F_f \).

Then the sequence (5.5) generated by the generalized Mann iteration with starting point \( x_0 \in B(p_0, r) \) converges weakly to a fixed point of \( T \).

If, in addition, \( T \) satisfies the quasi-expansivity condition (5.4) on \( C \), then the sequence (5.5) converges strongly to the unique fixed point of \( f \) in \( B(p_0, r) \).

**Proof.** Suppose \( x_n \in B(p_0, r) \). We have, for any \( p \in F_f \),

\[
\|x_{n+1} - p\|^2 \leq \|x_n - p\|^2 - (2\lambda - 1)\|D_n(x_n - f(x_n))\|^2 \leq \|x_n - p\|^2.
\]

(5.8)
In particular (5.8) holds for $p_0$, therefore, $x_{n+1} \in B(p_0, r)$ and thus $\{x_n\} \subset B(p_0, r)$. From (5.8) it follows also that $\|x_n - p\| \to \eta_r$ (say). Hence 

$$M^{-1}\|x_n - f(x_n)\|^2 \leq \|D_n^{-1}\|^{-1}\|x_n - f(x_n)\|^2 \leq \|D_n(x_n - f(x_n))\|^2 \leq (2\lambda - 1)^{-1}(\|x_{n+1} - p\|^2 - \|x_n - p\|^2) \to 0,$$

and therefore $\|x_n - f(x_n)\| \to 0$. As $\{x_n\}$ is a bounded sequence, there exists a subsequence $\{x_{n_k}\}$ which converge weakly to some $q$. In particular $\|x_{n_k} - f(x_{n_k})\| \to 0$ and from the demiclosedness at zero of $f$ we deduce that $q \in F_f$.

Suppose there exist two sequences, say $\{u_k\}$ and $\{v_k\}$, which converge weakly to $u$ and $v$, respectively. As above, $u, v \in F_f$. From $\|x_n - u\| \to \eta_u$ and $\|x_n - v\| \to \eta_v$ it results that $\|u_k - u\| \to \eta_u$, $\|u_k - v\| \to \eta_u$, and $\|v_k - v\| \to \eta_u$. Let $c_k$ be defined by

$$c_k = \|u_k - u\|^2 - \|v_k - u\|^2 - \|u_k - v\|^2 - \|v_k - v\|^2.$$

It is obvious that $c_k \to 0$, as $n \to \infty$.

On the other hand, $c_k = -2\langle u_k - v_k, u - v \rangle \to -2\|u - v\|^2$ and so $u = v$. Hence, we deduce that the whole sequence $\{x_n\}$ converges weakly to some $q \in Fix(T)$.

Finally, if $f$ is quasi-expansive on $B(p_0, r)$ then, because $\|x_n - f(x_n)\| \to 0$, it results that $\|x_n - p\| \to 0$. □

**Remark 5.3.** As we can see from the last part of the proof of Theorem 5.2, conclusion (iii) in Theorem 2.2 holds in this context, too.

For an interesting recent study that illustrate the relationship between the class of demicontractive mappings involved in Theorem 5.1 and Theorem 5.2, on the one hand, and the class of Kannan contractions, involved in Theorem 2.2, on the other hand, we refer to [48].

For other iterative algorithms in the case of non self operators, see [10].

### 6. The estimation of local convergence radius

In the case of finite dimensional spaces, the condition (5.4) is superfluous. Therefore, in finite dimensional spaces, based on Theorem 5.2, see also [46], we can design the following algorithm for estimating the local convergence radius for the generalized Mann iteration. The main steps of the algorithm are:

1. Apply a search line algorithm (for example of the type half-step algorithm) on the positive real axis to find the largest value for $r$;
2. At every step 1, solve the following constraint optimization problem  

$$m = \min_{x \in B(p, r)} \frac{\langle D_r(x - T(x)), x - p \rangle}{\|D_r(x - T(x))\|^2},$$

and verify condition $m > 0.5$.

We applied this algorithm for various iterative methods and for a number of mappings in one or several variables. Interesting results were obtained in the case of (5.6) method. For example, for the following three mapping in two variables:

(a) $F(x) = \left( \begin{array}{c} 0.8x_1 - \cos(x_1) + x_2^2 + 1 \\ x_1^3 + 0.8x_2 \end{array} \right)$,

(b) $F(x) = \left( \begin{array}{c} 3x_1^2 - x_1x_2^3 + 3x_2 \\ 2x_1 + x_2^2 - 0.2x_2 \end{array} \right)$,

(c) $F(x) = \left( \begin{array}{c} x_1^2 + x_1 + 2x_2 \\ x_1^2 + \sin(x_2) \end{array} \right)$,

the results are given in Figure 1.
The black areas represent the whole attraction basins, while the white circles represents the local convergence balls. It can be seen that the proposed algorithm gives convergence radii very close to the maximum ones and sometimes it gives even the maximum convergence radii.

7. Other research directions

We end the paper by indicating some open problems suggested by the above presented results, to indicate some future directions of research.

1. Obtain saturated principles for non self mappings in the case \( d(x, y) \in \mathbb{R}^m_+ \);
2. Obtain saturated principles for non self mappings in the case \( d(x, y) \in s(\mathbb{R}_+) \);
3. Study the generalized retract of a non self operator (see [65]);
4. Study nonself Picard operators (see [60], [24]);
5. Obtain fiber contraction principles for non self operators;
6. Obtain saturated principles for nonself operators on ordered metric spaces.
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