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#### Abstract

Recently, Cui and Lu have introduced the constant $H_{p}(X)(p \in \mathbb{R})$ of a Banach space $X$ by using Hölder's means. In this paper, we determine and estimate the new constant under the absolute normalized norms on $\mathbb{R}^{2}$ by means of their corresponding continuous convex functions on $[0,1]$. Furthermore, the exact values of the constant are calculated in some concrete Banach spaces. In particular, we calculate the precise values of the constants $A_{2}(X)$ and $T(X)$ and the Gao constant $E(X)$ in these concrete spaces.


## 1. Introduction

There are many geometric constants defined on Banach spaces which play an important role in the description of various geometric structures of Banach spaces, and have been investigated in many papers. In particular, many authors have calculated and estimated constants for Banach spaces. It has been shown that these constants are very useful in geometric theory of Banach spaces, which enable us to classify several important concepts of Banach spaces, such as uniformly non-squareness and uniform normal structure. On the other hand, calculation of the constant for some concrete spaces attracted the interest of several authors, and many papers on this topic have appeared.

Recently, geometrical properties of absolute normalized norms have been studied by many authors. In [18] Saito, Kato and Takahashi calculated and estimated the von Neumann-Jordan constant of $\mathbb{C}^{2}$ with absolute normalized norms. The results obtained in [18] also hold on $\mathbb{R}^{2}$. In [14] Mitani and Saito computed the James constant for absolute normalized norms on $\mathbb{R}^{2}$. For further works and results concerning geometrical constants of $\mathbb{R}^{2}$ or $\mathbb{C}^{2}$ equipped with an absolute normalized norm, the reader can see, e.g., [ $8,16,17,24]$.

By using Hölder's means, the constant $H_{p}(X)$ of a Banach space $X$ was introduced by Cui and Lu recently. The main purpose of this paper is to determine the new constant $H_{p}(X)$ under the absolute normalized norms on $\mathbb{R}^{2}$. Thereafter, as an application, we calculate the exact values of this new constant in some concrete Banach spaces. In particular, the precise values Baronti-Casini-Papini's constant $A_{2}(X)$, Alonso-Llorens-Fuster's constant $T(X)$ and Gao's constant $E(X)$ are calculated in these concrete spaces.
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## 2. Preliminaries

We commence by reviewing some notations and basic concepts which are needed in the sequel.
Throughout this paper we assume that $X$ stands for a real nontrivial Banach space, that is, $\operatorname{dim}(X) \geq 2$. We denote the unit sphere and the closed unit ball of a Banach space $X$ by $S_{X}$ and $B_{X}$, respectively.

It can be recalled that the modulus of convexity of a Banach space $X$ is defined for $\varepsilon \in[0,2]$ as

$$
\delta_{X}(\varepsilon)=\inf \left\{1-\frac{\|x+y\|}{2}: x, y \in S_{X},\|x-y\|=\varepsilon\right\}
$$

The function $\delta_{X}(\varepsilon)$ is continuous on $[0,2)$, increasing on $[0,2]$, and strictly increasing on $\left[\epsilon_{0}(X), 2\right]$, where $\epsilon_{0}(X)=\sup \left\{\varepsilon \in[0,2]: \delta_{X}(\varepsilon)=0\right\}$ is the so-called characteristic (or coefficient) of convexity of $X$.

The James constant of $X$ was defined by Gao and Lau [11] as

$$
J(X)=\sup \left\{\min (\|x+y\|,\|x-y\|): x, y \in S_{X}\right\}
$$

We recall that Hölder's means (also called power means) between two positive numbers $a$ and $b$ are defined by

$$
\begin{gathered}
M_{p}(a, b)=\left(\frac{a^{p}+b^{p}}{2}\right)^{\frac{1}{p}} \quad \text { for } p \neq 0 \\
M_{0}(a, b)=\lim _{p \rightarrow 0} M_{p}(a, b)=\sqrt{a b}
\end{gathered}
$$

In particular, the arithmetic mean $A:=M_{1}$ and the geometric mean $G:=M_{0}$ are well known. We should note that Hölders means are symmetric and positively homogeneous, that is,

$$
M_{p}(a, b)=M_{p}(b, a) \quad \text { and } \quad M_{p}(t a, t b)=t M_{p}(a, b) \quad t \geq 0
$$

For two real numbers $p \leq q$,

$$
\min (a, b) \leq M_{p}(a, b) \leq M_{q}(a, b) \leq \max (a, b)
$$

where " $=$ " holds only for the case $a=b$.
In a recent paper [6], Cui and Lu have introduced the constant

$$
H_{p}(X)=\sup \left\{M_{p}(\|x+y\|,\|x-y\|): x, y \in S_{X}\right\}
$$

for a real number $p$, by considering Hölder's means of $\|x+y\|$ and $\|x-y\|$. It is obvious that the constant $H_{p}(X)$ include some known constants, such as Baronti-Casini-Papini's constant $A_{2}(X)$ (see [2]), Alonso-Llorens-Fuster's constant $T(X)$ (see [1]) and Gao's constant $E(X)$ (see [10]). These constants are defined by $A_{2}(X)=H_{1}(X), T(X)=H_{0}(X)$ and $E(X)=2 H_{2}^{2}(X)$. According to the above, the following constants:

$$
\begin{aligned}
& A_{2}(X)=\sup \left\{\frac{\|x+y\|+\|x-y\|}{2}: x, y \in S_{X}\right\} \\
& T(X)=\sup \left\{\sqrt{\|x+y\|\|x-y\|}: x, y \in S_{X}\right\} \\
& E(X)=\sup \left\{\|x+y\|^{2}+\|x-y\|^{2}: x, y \in S_{X}\right\}
\end{aligned}
$$

will be considered in this paper.
From [6], we have $\sqrt{2} \leq H_{p}(X) \leq 2$ for any Banach space $X$. Clearly, if $p \leq q$, then $H_{p}(X) \leq H_{q}(X)$. It is known that $H_{p}(X)<2$ if and only if $X$ is uniformly non-square, that is, there exists $\delta>0$ such that $x, y \in S_{X}$ and $\|x-y\| \geq 2(1-\delta)$ imply $\|x+y\| \leq 2(1-\delta)$. It has been shown in [6] that if $p \leq 2$, then $H_{p}\left(\ell_{r}\right)=\max \left\{2^{r}, 2^{1-\frac{1}{r}}\right\}$ for any $r \geq 1$, and if $2 \leq p \leq r$, then $H_{p}\left(\ell_{r}\right)=2^{1-\frac{1}{r}}$.

We recall some properties of absolute normalized norms on $\mathbb{R}^{2}$. The readers interested in this topic are referred to $[3,19,24]$. A norm $\|\cdot\|$ on $\mathbb{R}^{2}$ is said to be absolute if

$$
\|(x, y)\|=\|(|x|,|y|)\| \quad \text { for all }(x, y) \in \mathbb{R}^{2}
$$

and normalized if $\|(1,0)\|=\|(0,1)\|=1$. An absolute normalized norm on $\mathbb{R}^{2}$ is a norm that is both absolute and normalized. A simple example of absolute normalized norm is usual $\ell_{r}$-norms $\|\cdot\|_{r}(1 \leq r \leq \infty)$ on $\mathbb{R}^{2}$ defined by

$$
\|(x, y)\|_{r}= \begin{cases}\left(|x|^{r}+|y|^{r}\right)^{\frac{1}{r}}, & 1 \leq r<\infty \\ \max \{|x|,|y|\}, & p=\infty\end{cases}
$$

Let $N_{\alpha}$ be the set of all absolute normalized norms on $\mathbb{R}^{2}$, and let $\Psi$ be the set of all continuous convex functions $\psi$ on $[0,1]$ such that $\psi(0)=\psi(1)=1$ and $\max \{1-t, t\} \leq \psi(t) \leq 1$ for all $t \in[0,1]$. For $\varphi, \psi \in \Psi$, we denote $\varphi \leq \psi$ if $\varphi(t) \leq \psi(t)$ for all $0 \leq t \leq 1$. As in [3], it is well known that $N_{\alpha}$ and $\Psi$ can be identified by a one to one correspondence $\psi \rightarrow\|\cdot\|_{\psi}$ with the equation

$$
\begin{equation*}
\psi(t)=\|(1-t, t)\|_{\psi} \quad(0 \leq t \leq 1) \tag{1}
\end{equation*}
$$

Indeed, for any $\|\cdot\| \in N_{\alpha}$, the function $\psi(t)=\|(1-t, t)\|$ belongs to $\Psi$. Conversely, for all $\psi \in \Psi$, we define the norm $\|\cdot\|_{\psi}$ as

$$
\|(x, y)\|_{\psi}= \begin{cases}(|x|+|y|) \psi\left(\frac{|y|}{|x|+|y|}\right), & (x, y) \neq(0,0) \\ 0, & (x, y)=(0,0)\end{cases}
$$

Then $\|\cdot\|_{\psi} \in N_{\alpha}$, and $\|\cdot\|_{\psi}$ satisfies (1).
We recall that an absolute normalized norm $\|\cdot\|$ on $\mathbb{R}^{2}$ is symmetric in the sense that $\|(x, y)\|=\|(y, x)\|$ for all $x, y \in \mathbb{R}$ if and only if the corresponding function $\psi$ is symmetric with respect to $t=\frac{1}{2}$, that is, $\psi(1-t)=\psi(t)$ for all $t \in[0,1]$ (see [18]).

For $1 \leq r \leq \infty$, the function $\psi_{r}$ corresponding to the $\ell_{r}$-norms $\|\cdot\|_{r}$ on $\mathbb{R}^{2}$ are given by

$$
\psi_{r}(t)= \begin{cases}\left\{(1-t)^{r}+t^{r}\right\}^{\frac{1}{r}}, & 1 \leq r<\infty \\ \max \{1-t, t\}, & r=\infty\end{cases}
$$

Then $\psi_{r} \in \Psi$ and, as is easily seen, the $\ell_{r}$-norm $\|\cdot\|_{r}$ is associated with $\psi_{r}$. Also, the above correspondence enables us to get many non- $\ell_{r}$-norms on $\mathbb{R}^{2}$. One of the properties of these norms is stated in the following result.
Proposition 2.1. ([18]) Let $\varphi, \psi \in \Psi$ and $\varphi \leq \psi$. Put $N=\max _{0 \leq t \leq 1} \frac{\psi(t)}{\varphi(t)}$, then

$$
\|\cdot\|_{\varphi} \leq\|\cdot\|_{\psi} \leq N\|\cdot\|_{\varphi} .
$$

## 3. Absolute Normalized Norm

First, let us show some basic properties related to the constant $H_{p}(X)$. The following theorem can be found in [6].

Theorem 3.1. ([6]) For any Banach space X,

$$
H_{p}(X)= \begin{cases}\sup \left\{\left(\frac{\varepsilon^{p}+2^{p}\left(1-\delta_{X}(\varepsilon)\right)^{p}}{2}\right)^{\frac{1}{p}}: 0 \leq \varepsilon \leq 2\right\}, & p \neq 0 \\ \sup \left\{\sqrt{2 \varepsilon\left(1-\delta_{X}(\varepsilon)\right)}: 0 \leq \varepsilon \leq 2\right\}, & p=0\end{cases}
$$

Corollary 3.2. Let $H$ be a Hilbert space. Then $H_{p}(H)=\max \left\{\sqrt{2}, 2^{1-\frac{1}{p}}\right\}$.
Proof. Since $H$ is a Hilbert space, it follows that $\delta_{H}(\varepsilon)=1-\sqrt{1-\frac{\varepsilon^{2}}{4}}$. By using Theorem 3.1, we have

$$
H_{p}(H)=\sup \left\{\left(\frac{\varepsilon^{p}+2^{p}\left(1-\frac{\varepsilon^{2}}{4}\right)^{\frac{p}{2}}}{2}\right)^{\frac{1}{p}}: 0 \leq \varepsilon \leq 2\right\},
$$

where $p \neq 0$.
Now, by letting $f(\varepsilon)=\left(\frac{\varepsilon^{p}+2^{p}\left(1-\frac{\varepsilon^{2}}{4}\right)^{\frac{p}{2}}}{2}\right)^{\frac{1}{p}}$, we can consider the following two cases, (i) and (ii). By calculating, we obtain
(i) If $p \leq 2$, then $f_{\max }=f(\sqrt{2})=\sqrt{2}$, and if $p=0$, we can also get the same result.
(ii) If $p \geq 2$, then $f_{\max }=f(2)=2^{1-\frac{1}{p}}$.

Therefore, $H_{p}(H)=\max \left\{\sqrt{2}, 2^{1-\frac{1}{p}}\right\}$.
Remark 3.3. For any Banach space $X$, we have

$$
H_{p}(X) \geq H_{p}(H) \geq \max \left\{\sqrt{2}, 2^{1-\frac{1}{p}}\right\} .
$$

Note that the first inequality holds because $\delta_{X}(\varepsilon) \leq \delta_{H}(\varepsilon)$.
Theorem 3.4. For any Banach space $X, H_{p}(X) \leq M_{p}(J(X), 2)$.
Proof. Let $p \neq 0$. Since

$$
\left(\frac{\|x+y\|^{p}+\|x-y\|^{p}}{2}\right)^{\frac{1}{p}} \leq\left(\frac{\min ^{p}(\|x+y\|,\|x-y\|)+2^{p}}{2}\right)^{\frac{1}{p}},
$$

it follows that $H_{p}(X) \leq\left(\frac{J(X)^{p}+2^{p}}{2}\right)^{\frac{1}{p}}$. If $p=0$, we can also get the same result. Hence, we have $H_{p}(X) \leq$ $M_{p}(J(X), 2)$.

Next, we give a simple method to determine and estimate the constant $H_{p}(X)$ of a class of absolute normalized norms on $\mathbb{R}^{2}$. For a norm $\|\cdot\|$ on $\mathbb{R}^{2}$, we write $H_{p}(\|\cdot\|)$ for $H_{p}\left(\mathbb{R}^{2},\|\cdot\|\right)$.

The following Proposition is a direct result of [6, Theorem 4.1].
Proposition 3.5. Let $X$ be a Banach space. Then

$$
H_{p}(X)=\sup \left\{\frac{M_{p}(\|x+y\|,\|x-y\|)}{\max (\|x\|,\|y\|)}: x, y \in X,\|x\|+\|y\| \neq 0\right\}
$$

Proposition 3.6. Let $\varphi \in \Psi$ and $\psi(t)=\varphi(1-t)$. Then $H_{p}\left(\|\cdot\|_{\varphi}\right)=H_{p}\left(\|\cdot\|_{\psi}\right)$.
Proof. For any $x=(a, b) \in \mathbb{R}^{2}$ and $a \neq 0, b \neq 0$, put $\widetilde{x}=(b, a)$. Then

$$
\|x\|_{\varphi}=(|a|+|b|) \varphi\left(\frac{|b|}{|a|+|b|}\right)=(|b|+|a|) \psi\left(\frac{|a|}{|b|+|a|}\right)=\|\widetilde{x}\|_{\psi} .
$$

Consequently, we have

$$
\begin{aligned}
H_{p}\left(\|\cdot\|_{\varphi}\right) & =\sup \left\{\frac{M_{p}\left(\|x+y\|_{\varphi},\|x-y\|_{\varphi}\right)}{\max \left(\|x\|_{\varphi},\|y\|_{\varphi}\right)}: x, y \in X,\|x\|_{\varphi}+\|y\|_{\varphi} \neq 0\right\} \\
& =\sup \left\{\frac{M_{p}\left(\|\widetilde{x}+\widetilde{y}\|_{\psi},\|\widetilde{x}-\widetilde{y}\|_{\psi}\right)}{\max \left(\|\widetilde{x}\|_{\psi},\|\widetilde{y}\|_{\psi}\right)}: \widetilde{x}, \widetilde{y} \in X,\|\widetilde{x}\|_{\psi}+\|\widetilde{y}\|_{\psi} \neq 0\right\} \\
& =H_{p}\left(\|\cdot\|_{\psi}\right)
\end{aligned}
$$

We now consider the constant $H_{p}(X)$ of a class of absolute normalized norms on $\mathbb{R}^{2}$. Now, let us put

$$
N_{1}=\max _{0 \leq t \leq 1} \frac{\psi_{r}(t)}{\psi(t)} \quad \text { and } \quad N_{2}=\max _{0 \leq t \leq 1} \frac{\psi(t)}{\psi_{r}(t)}
$$

Theorem 3.7. Let $\psi \in \Psi$ and $\psi \leq \psi_{r}(2 \leq r<\infty)$. If the function $\Phi(t):=\frac{\psi_{r}(t)}{\psi(t)}$ attains its maximum at $t=\frac{1}{2}$ and $r \geq p$, then

$$
H_{p}\left(\|\cdot\|_{\psi}\right)=\frac{1}{\psi\left(\frac{1}{2}\right)}
$$

In particular,

$$
A_{2}\left(\|\cdot\|_{\psi}\right)=T\left(\|\cdot\|_{\psi}\right)=\frac{1}{\psi\left(\frac{1}{2}\right)} \quad \text { and } \quad E\left(\|\cdot\|_{\psi}\right)=\frac{2}{\psi^{2}\left(\frac{1}{2}\right)}
$$

Proof. By applying Proposition 2.1, we have $\|\cdot\|_{\psi} \leq\|\cdot\|_{r} \leq N_{1}\|\cdot\|_{\psi}$. Let $x, y \in X,(x, y) \neq(0,0)$, where $X=\mathbb{R}^{2}$. Thus, we obtain

$$
\begin{aligned}
M_{p}\left(\|x+y\|_{\psi},\|x-y\|_{\psi}\right) & \leq M_{p}\left(\|x+y\|_{r},\|x-y\|_{r}\right) \\
& \leq H_{p}\left(\|\cdot\|_{r}\right) \max \left\{\|x\|_{r},\|y\|_{r}\right\} \\
& \leq H_{p}\left(\|\cdot\|_{\psi}\right) N_{1} \max \left\{\|x\|_{\psi},\|y\|_{\psi}\right\}
\end{aligned}
$$

which, from the equivalent definition of $H_{p}(X)$, implies that

$$
H_{p}\left(\|\cdot\|_{\psi}\right) \leq H_{p}\left(\|\cdot\|_{r}\right) N_{1} .
$$

Note that $r \geq p$ and the function $\Phi(t)=\frac{\psi_{r}(t)}{\psi(t)}$ attains its maximum at $t=\frac{1}{2}$, i.e., $N_{1}=\frac{\psi_{r}\left(\frac{1}{2}\right)}{\psi\left(\frac{1}{2}\right)}$. Hence, we have

$$
\begin{equation*}
H_{p}\left(\|\cdot\|_{\psi}\right) \leq H_{p}\left(\|\cdot\|_{r}\right) N_{1}=\frac{1}{\psi\left(\frac{1}{2}\right)} \tag{2}
\end{equation*}
$$

On the other hand, by taking the points $x=(a, a)$ and $y=(a,-a)$ where $\frac{1}{a}=2 \psi\left(\frac{1}{2}\right)$, we obtain $\|x\|_{\psi}=\|y\|_{\psi}=1$ and

$$
\begin{equation*}
M_{p}\left(\|x+y\|_{\psi},\|x-y\|_{\psi}\right)=2 a=\frac{1}{\psi\left(\frac{1}{2}\right)} \tag{3}
\end{equation*}
$$

Therefore, by applying (2) and (3), we have

$$
H_{p}\left(\|\cdot\|_{\psi}\right)=\frac{1}{\psi\left(\frac{1}{2}\right)}
$$

Theorem 3.8. Let $\psi \in \Psi$ and $\psi \geq \psi_{r}(1 \leq r \leq 2)$. If the function $\Phi(t):=\frac{\psi(t)}{\psi_{r}(t)}$ attains its maximum at $t=\frac{1}{2}$ and $p \leq 2$, then

$$
H_{p}\left(\|\cdot\|_{\psi}\right)=2 \psi\left(\frac{1}{2}\right)
$$

In particular,

$$
A_{2}\left(\|\cdot\|_{\psi}\right)=T\left(\|\cdot\|_{\psi}\right)=2 \psi\left(\frac{1}{2}\right) \quad \text { and } \quad E\left(\|\cdot\|_{\psi}\right)=8 \psi^{2}\left(\frac{1}{2}\right)
$$

Proof. By applying Proposition 2.1, we have $\|\cdot\|_{r} \leq\|\cdot\|_{\psi} \leq N_{2}\|\cdot\|_{r}$. Let $x, y \in X,(x, y) \neq(0,0)$, where $X=\mathbb{R}^{2}$. Hence, we obtain

$$
\begin{aligned}
M_{p}\left(\|x+y\|_{\psi},\|x-y\|_{\psi}\right) & \leq N_{2} M_{p}\left(\|x+y\|_{r},\|x-y\|_{r}\right) \\
& \leq H_{p}\left(\|\cdot\|_{r}\right) N_{2} \max \left\{\|x\|_{r},\|y\|_{r}\right\} \\
& \leq H_{p}\left(\|\cdot\|_{\psi}\right) N_{2} \max \left\{\|x\|_{\psi},\|y\|_{\psi}\right\},
\end{aligned}
$$

which, from the equivalent definition of $H_{p}(X)$, implies that

$$
H_{p}\left(\|\cdot\|_{\psi}\right) \leq H_{p}\left(\|\cdot\|_{r}\right) N_{2} .
$$

Note that $p \leq 2$ and the function $\Phi(t)=\frac{\psi(t)}{\psi_{r}(t)}$ attains its maximum at $t=\frac{1}{2}$, i.e., $N_{2}=\frac{\psi\left(\frac{1}{2}\right)}{\psi_{r}\left(\frac{1}{2}\right)}$. Thus, we have

$$
\begin{equation*}
H_{p}\left(\|\cdot\|_{\psi}\right) \leq H_{p}\left(\|\cdot\|_{r}\right) N_{2}=2 \psi\left(\frac{1}{2}\right) \tag{4}
\end{equation*}
$$

On the other hand, by taking the points $x=(1,0)$ and $y=(0,1)$, we obtain $\|x\|_{\psi}=\|y\|_{\psi}=1$ and

$$
\begin{equation*}
M_{p}\left(\|x+y\|_{\psi},\|x-y\|_{\psi}\right)=2 \psi\left(\frac{1}{2}\right) . \tag{5}
\end{equation*}
$$

Therefore, by applying (4) and (5), we have

$$
H_{p}\left(\|\cdot\|_{\psi}\right)=2 \psi\left(\frac{1}{2}\right)
$$

## 4. Some Concrete Banach Spaces

As an application of Theorems 3.7 and 3.8, we present various examples by easy arguments which enable us to calculate the exact values of the constant $H_{p}(X)$ for some concrete Banach spaces.

To show the results, we make use of the following useful lemma.
Lemma 4.1. ([6]) Let $\|\cdot\|$ and $|\cdot|$ be two equivalent norms on a Banach space $X$. If

$$
a|\cdot| \leq\|\cdot\| \leq b|\cdot| \quad(b \geq a>0)
$$

then

$$
\frac{a}{b} H_{p}(|\cdot|) \leq H_{p}(\|\cdot\|) \leq \frac{b}{a} H_{p}(|\cdot|)
$$

Moreover, if $\|\cdot\|=a|\cdot|$, then $H_{p}(|\cdot|)=H_{p}(\|\cdot\|)$.

Example 4.2. Let $X=\mathbb{R}^{2}$ endowed with the norm

$$
\|x\|=\max \left\{\|x\|_{2}, \lambda\|x\|_{1}\right\} \quad\left(\frac{1}{\sqrt{2}} \leq \lambda \leq 1\right) .
$$

Then

$$
H_{p}(\|\cdot\|)=2 \lambda \quad(p \leq 2)
$$

In particular,

$$
A_{2}(\|\cdot\|)=T(\|\cdot\|)=2 \lambda \quad \text { and } \quad E(\|\cdot\|)=8 \lambda^{2}
$$

Proof. It is easy to see that $\|\cdot\|=\max \left\{\|\cdot\|_{2}, \lambda\|\cdot\|_{1}\right\} \in N_{\alpha}$ and so its corresponding function is

$$
\psi(t)=\|(1-t, t)\|=\max \left\{\psi_{2}(t), \lambda\right\} \geq \psi_{2}(t)
$$

Thus, we have

$$
\Phi(t):=\frac{\psi(t)}{\psi_{2}(t)}=\max \left\{1, \frac{\lambda}{\psi_{2}(t)}\right\}
$$

Note that $\psi_{2}(t)$ attains minimum at $t=\frac{1}{2}$, from which it follows that $\Phi(t)$ attains maximum at $t=\frac{1}{2}$. Therefore, by applying Theorem 3.8, we have

$$
H_{p}(\|\cdot\|)=2 \psi\left(\frac{1}{2}\right)=2 \lambda
$$

Example 4.3. Let $X=\mathbb{R}^{2}$ endowed with the norm

$$
\|x\|=\max \left\{\|x\|_{2}, \lambda\|x\|_{\infty}\right\} \quad(1 \leq \lambda \leq \sqrt{2}) .
$$

Then

$$
H_{p}(\|\cdot\|)=\sqrt{2} \lambda \quad(p \leq 2)
$$

In particular,

$$
A_{2}(\|\cdot\|)=T(\|\cdot\|)=\sqrt{2} \lambda \quad \text { and } \quad E(\|\cdot\|)=4 \lambda^{2}
$$

Proof. It is obvious that the norm $\|\cdot\|=\max \left\{\|\cdot\|_{2}, \lambda\|\cdot\|_{\infty}\right\}$ is absolute, but not normalized since $\|(1,0)\|=$ $\|(0,1)\|=\lambda$. Now, let us put

$$
|\cdot|=\frac{\|\cdot\|}{\lambda}=\max \left\{\frac{\|\cdot\|_{2}}{\lambda},\|\cdot\|_{\infty}\right\}
$$

which implies that $|\cdot| \in N_{\alpha}$ and its corresponding function is

$$
\psi(t)=|(1-t, t)|=\max \left\{\frac{\psi_{2}(t)}{\lambda}, \psi_{\infty}(t)\right\} \leq \psi_{2}(t)
$$

Thus, we have

$$
\Phi(t):=\frac{\psi_{2}(t)}{\psi(t)}=\min \left\{\lambda, \frac{\psi_{2}(t)}{\psi_{\infty}(t)}\right\} .
$$

Consider the increasing continuous function $f(t):=\frac{\psi_{2}(t)}{\psi_{\infty}(t)}\left(0 \leq t \leq \frac{1}{2}\right)$. Since $f(0)=1$ and $f\left(\frac{1}{2}\right)=\sqrt{2}$, there exists a unique point $0 \leq t_{0} \leq \frac{1}{2}$ such that $f\left(t_{0}\right)=\lambda$. Hence, from the fact that $\Phi(t)$ is symmetric with respect to $t=\frac{1}{2}$, we get

$$
\Phi(t)= \begin{cases}\frac{\psi_{2}(t)}{\psi_{\infty}(t)}, & t \in\left[0, t_{0}\right] \cup\left[1-t_{0}, 1\right] \\ \lambda, & t \in\left[t_{0}, 1-t_{0}\right]\end{cases}
$$

Note that $\Phi(t)$ attains its maximum at $t=\frac{1}{2}$. Therefore, by applying Theorem 3.7 and Lemma 4.1, we have

$$
H_{p}(\|\cdot\|)=H_{p}(|\cdot|)=\frac{1}{\psi\left(\frac{1}{2}\right)}=\sqrt{2} \lambda .
$$

Example 4.4. Let $X=\mathbb{R}^{2}$ endowed with the norm

$$
|x|_{\lambda}=\left(\|x\|_{2}^{2}+\lambda\|x\|_{\infty}^{2}\right)^{\frac{1}{2}} \quad(\lambda>0)
$$

Then

$$
H_{p}\left(|\cdot|_{\lambda}\right)=2 \sqrt{\frac{\lambda+1}{\lambda+2}} \quad(p \leq 2)
$$

In particular,

$$
A_{2}\left(|\cdot|_{\lambda}\right)=T\left(|\cdot|_{\lambda}\right)=2 \sqrt{\frac{\lambda+1}{\lambda+2}} \quad \text { and } \quad E\left(|\cdot|_{\lambda}\right)=\frac{8(\lambda+1)}{\lambda+2}
$$

Proof. It is easy to see that the norm $|\cdot|_{\lambda}=\left(\|\cdot\|_{2}^{2}+\lambda\|\cdot\|_{\infty}^{2}\right)^{\frac{1}{2}}$ is absolute, but not normalized because $|(1,0)|_{\lambda}=|(0,1)|_{\lambda}=\sqrt{1+\lambda}$. Now, let us put

$$
\|\cdot\|=\frac{|\cdot|_{\lambda}}{\sqrt{1+\lambda}}
$$

which implies that $\|\cdot\| \in N_{\alpha}$ and its corresponding function is

$$
\psi(t)= \begin{cases}{\left[(1-t)^{2}+t^{2} /(1+\lambda)\right]^{\frac{1}{2}},} & t \in\left[0, \frac{1}{2}\right] \\ {\left[t^{2}+(1-t)^{2} /(1+\lambda)\right]^{\frac{1}{2}},} & t \in\left[\frac{1}{2}, 1\right] .\end{cases}
$$

Obviously, $\psi(t) \leq \psi_{2}(t)$. Since $\lambda>0$, it follows that $\Phi(t):=\frac{\psi_{2}(t)}{\psi(t)}$ is symmetric with respect to $t=\frac{1}{2}$ and then it suffices to consider $\Phi(t)$ for $t \in\left[0, \frac{1}{2}\right]$. Note that for any $t \in\left[0, \frac{1}{2}\right]$,

$$
\Phi^{2}(t)=\frac{(1+\lambda)\left[(1-t)^{2}+t^{2}\right]}{(1+\lambda)(1-t)^{2}+t^{2}}=\frac{u(t)}{v(t)}
$$

Some elementary computation show that $u(t)-v(t)=\lambda t^{2}$ attains its maximum at $t=\frac{1}{2}$ and $v(t)=(1+\lambda)(1-$ $t)^{2}+t^{2}$ attains its minimum at $t=\frac{1}{2}$. This implies that

$$
\Phi^{2}(t)=\frac{u(t)-v(t)}{v(t)}+1
$$

attains its maximum at $t=\frac{1}{2}$ and so does $\Phi(t)$. Therefore, by applying Theorem 3.7 and Lemma 4.1, we have

$$
H_{p}\left(|\cdot|_{\lambda}\right)=H_{p}(\|\cdot\|)=\frac{1}{\psi\left(\frac{1}{2}\right)}=2 \sqrt{\frac{\lambda+1}{\lambda+2}} .
$$

In the next example, we calculate the constant $H_{p}(X)$ in the case when $X$ is a two-dimensional Lorentz sequence space $d^{(2)}(w, q)$ with $2 \leq q<\infty$.

Let $w=\left(w_{1}, w_{2}\right)$ with $w_{1} \geq w_{2}>0$. For $2 \leq q<\infty$, the two-dimensional Lorentz sequence space $d^{(2)}(w, q)$ is defined as the space $\mathbb{R}^{2}$ endowed with the norm

$$
\|(x, y)\|_{w, q}=\left\{w_{1}|x|^{* q}+w_{2}|y|^{* q}\right\}^{\frac{1}{q}}
$$

where $\left(|x|^{*},|y|^{*}\right)$ is the rearrangement of $(|x|,|y|)$ satisfying $|x|^{*} \geq|y|^{*}$. For more detailed discussion and some results concerning Lorentz sequence spaces, we refer the reader to [12, 15, 22].

Example 4.5. (Lorentz sequence space). Let $X$ be a two-dimensional Lorentz space $d^{(2)}(w, q)$. Then

$$
H_{p}\left(\|\cdot\|_{w, q}\right)=2\left(\frac{w_{1}}{w_{1}+w_{2}}\right)^{\frac{1}{q}} \quad(p \leq q)
$$

In particular,

$$
A_{2}\left(\|\cdot\|_{w, q}\right)=T\left(\|\cdot\|_{w, q}\right)=2\left(\frac{w_{1}}{w_{1}+w_{2}}\right)^{\frac{1}{q}} \quad \text { and } \quad E\left(\|\cdot\|_{w, q}\right)=8\left(\frac{w_{1}}{w_{1}+w_{2}}\right)^{\frac{2}{q}}
$$

Proof. It is easy to check that $|\cdot|=\left(\|\cdot\|_{w, q}\right) / w_{1}^{\frac{1}{q}} \in N_{\alpha}$, and its corresponding convex function is given by

$$
\psi(t)= \begin{cases}\left((1-t)^{q}+\frac{w_{2}}{w_{1}} t^{q}\right)^{\frac{1}{q}}, & t \in\left[0, \frac{1}{2}\right] \\ \left(t^{q}+\frac{w_{2}}{w_{1}}(1-t)^{q}\right)^{\frac{1}{q}}, & t \in\left[\frac{1}{2}, 1\right] .\end{cases}
$$

Obviously, $\psi(t) \leq \psi_{q}(t)$. Since $\Phi(t):=\frac{\psi_{q}(t)}{\psi(t)}$ is symmetric with respect to $t=\frac{1}{2}$, it then suffices to consider $\Phi(t)$ for $t \in\left[0, \frac{1}{2}\right]$. Note that for any $t \in\left[0, \frac{1}{2}\right]$,

$$
\Phi^{q}(t)=\frac{\psi_{q}^{q}(t)}{\psi^{q}(t)}=\frac{(1-t)^{q}+t^{q}}{(1-t)^{q}+\frac{w_{2}}{w_{1}} t^{q}}=\frac{u(t)}{v(t)}
$$

Some elementary computation show that $u(t)-v(t)=\left(1-\left(\frac{w_{2}}{w_{1}}\right)\right) t^{q}$ attains its maximum at $t=\frac{1}{2}$ and $v(t)=(1-t)^{q}+\frac{w_{2}}{w_{1}} t^{q}$ attains its minimum at $t=\frac{1}{2}$. This implies that

$$
\Phi^{q}(t)=\frac{u(t)-v(t)}{v(t)}+1
$$

attains its maximum at $t=\frac{1}{2}$ and so does $\Phi(t)$. Therefore, by applying Theorem 3.7 and Lemma 4.1, we have

$$
H_{p}\left(\|\cdot\|_{w, q}\right)=H_{p}(|\cdot|)=\frac{1}{\psi\left(\frac{1}{2}\right)}=2\left(\frac{w_{1}}{w_{1}+w_{2}}\right)^{\frac{1}{q}} .
$$

We now compute the constant $H_{p}(X)$ in the case when $X$ is a two-dimensional Cesàro sequence space $\operatorname{ces}_{2}^{(2)}$. The Cesàro sequence space was defined by Shue [21] in 1970. It is very useful in the theory of matrix operators and others.

Let $\ell$ be the space of real sequences. For $1<p<\infty$, the Cesàro sequence space ces ${ }_{p}$ is defined by

$$
\operatorname{ces}_{p}=\left\{x \in \ell:\|x\|=\|(x(i))\|=\left(\sum_{n=1}^{\infty}\left(\frac{1}{n} \sum_{i=1}^{n}|x(i)|\right)^{p}\right)^{\frac{1}{p}}<\infty\right\} .
$$

The geometry of Cesàro sequence spaces and their generalizations have been extensively studied in $[4,5,7,9,13,20,21]$. Let us restrict ourselves to the two-dimensional Cesàro sequence space ces ${ }_{p}^{(2)}$ which is just $\mathbb{R}^{2}$ equipped with the norm defined by

$$
\|(x, y)\|=\left(|x|^{p}+\left(\frac{|x|+|y|}{2}\right)^{p}\right)^{\frac{1}{p}}
$$

for all $(x, y) \in \mathbb{R}^{2}$.
Example 4.6. (Cesàro sequence space). Let $X$ be a two-dimensional Cesàro space ces ${ }_{2}^{(2)}$. Then

$$
H_{p}\left(\operatorname{ces}_{2}^{(2)}\right)=\sqrt{2+\frac{2 \sqrt{5}}{5}}, \quad(p \leq 2)
$$

In particular,

$$
A_{2}\left(\operatorname{ces}_{2}^{(2)}\right)=T\left(\operatorname{ces}_{2}^{(2)}\right)=\sqrt{2+\frac{2 \sqrt{5}}{5}} \quad \text { and } \quad E\left(\operatorname{ces}_{2}^{(2)}\right)=4+\frac{4 \sqrt{5}}{5} .
$$

Proof. We first define

$$
|(x, y)|=\left\|\left(\frac{2 x}{\sqrt{5}}, 2 y\right)\right\|_{\operatorname{ces}_{2}^{(2)}}
$$

for $(x, y) \in \mathbb{R}^{2}$. It follows that $\operatorname{ces}_{2}^{(2)}$ is isometrically isomorphic to $\left(\mathbb{R}^{2},|\cdot|\right)$ and $|\cdot|$ is an absolute normalized norm on $\mathbb{R}^{2}$, and the corresponding convex function is given by

$$
\psi(t)=\left(\frac{4(1-t)^{2}}{5}+\left(\frac{1-t}{\sqrt{5}}+t\right)^{2}\right)^{\frac{1}{2}}
$$

Indeed, $g: \operatorname{ces}_{2}^{(2)} \rightarrow\left(\mathbb{R}^{2},|\cdot|\right)$ defined by

$$
g(x, y)=\left(\frac{x}{\sqrt{5}}, 2 y\right)
$$

is an isometric isomorphism. We prove that $\psi \geq \psi_{2}$. Note that

$$
\left(\frac{1-t}{\sqrt{5}}+t\right)^{2} \geq\left(\frac{1-t}{\sqrt{5}}\right)^{2}+t^{2}
$$

Consequently,

$$
\psi(t) \geq\left((1-t)^{2}+t^{2}\right)^{\frac{1}{2}}=\psi_{2}(t)
$$

Some elementary computation show that $\frac{\psi(t)}{\psi_{2}(t)}$ attains its maximum at $t=\frac{1}{2}$. Therefore, by applying Theorem 3.8, we have

$$
H_{p}\left(\operatorname{ces}_{2}^{(2)}\right)=2 \psi\left(\frac{1}{2}\right)=\sqrt{2+\frac{2 \sqrt{5}}{5}}
$$
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