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Abstract. We introduce special Hermite-Fejér and Grünwald operators at the zeros of the generalized
Laguerre polynomials. We will prove that these interpolation processes are uniformly convergent in
suitable weighted function spaces.

1. Introduction

The Hermite-Fejér and Grünwald operators based at Jacobi zeros have been extensively studied. We
recall among the others [1, 2, 4, 8, 16, 18]. By contrast, in particular the Grünwald operator based at the zeros
of orthonormal polynomials w.r.t. exponential weights has received few attention in literature [3, 13, 17].

In this paper we introduce a special Grünwald operator and a related Hermite-Fejér operator based at
the zeros of orthonormal polynomials w.r.t. a weight of the following kind

w(x) = xαe−Q(x), x > 0, α > −1,

where Q satisfies suitable conditions. As a main result we will prove the convergence of the above
interpolation processes in suitable function spaces equipped with weighted uniform norm. We will also
give some error estimate.

The paper is organized as follows. In Section 2 some notations and basic results are collected and the
Hermite-Fejér and Grünwald operators are introduced. In Section 3 we first define the function spaces
where the operators are studied and then state our main results. Section 4 contains the proofs of the main
results.
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2. Preliminaries and basic facts

We will say that w is a generalized Laguerre weight if it can be written as follows

w(x) = xαe−Q(x), x > 0, α > −1,

where, letting Q∗(x) := Q(x2),Q∗ : IR→ IR is even and continuous, Q∗′′ (x) is continuous in (0,+∞), Q∗′ (x) > 0
in (0,+∞), and, for some A,B > 1, we have

A ≤
(xQ∗′ (x))′

Q∗′ (x)
≤ B, x ≥ 1.

By the latter relation it follows that the function Q′(x) has an algebraic increasing behaviour [7, Lemma 4.1
(a)].

If {pm(w)}m is the sequence of the orthonormal polynomials w.r.t. w having positive leading coefficients,
then the zeros xm,k, k = 1, . . . ,m, of pm(w) satisfy the following bounds

0 < C
am

m2 < xm,1 < . . . < xm,m < am

(
1 −

C

m2/3

)
,

where here and in the sequel C is a positive constant which may assume different values in different
formulas.

Concerning the so-called Mhaskar-Rahmanov-Saff number (M-R-S number) am = am(
√

w), we note that

if bm is the Freud number of the weight |x|α+1e−
Q(x2)

2 , then am = b2
m. Moreover, in the sequel we will use the

relation

2 amQ′(am) = m, (1)

which follows from the analogous one for the Freud weights. In fact, denoting by ām := ām(w̄) the M-R-S
number related to the generalized Freud weight w̄(x) = |x|2α+1e−Q∗(x), we have

āmQ∗
′

(ām) = m,

see [6, p. 184]. Since Q∗(x) = Q(x2), we have Q∗′ (x) = 2xQ′(x2) and then the above equality becomes

2ā2
mQ′(ā2

m) = m.

On the other hand, taking into account that am ∼ ā2
m, we get (1).

Now we introduce our Hermite-Fejér and Grünwald interpolation processes. Consider the points

x1, x2, . . . , xm, xm+1,

with xk := xm,k and xm+1 = am. Letting

`k(x) =
P(x)

P′(xk)(x − xk)
, P(x) = pm(w, x)(am − x), k = 1, . . . ,m + 1,

and

νk(x) = 1 − 2 `′k(xk)(x − xk), k = 1, . . . ,m + 1, (2)

for every continuous function f on IR+ ( f ∈ C0(IR+)), we define the Hermite-Fejér and Grünwald operators
as follows

Fm(w, f , x) =
∑

x1≤xk≤θam

`2
k (x)νk(x) f (xk) (3)

and

Gm(w, f , x) =
∑

x1≤xk≤θam

`2
k (x) f (xk), (4)

respectively, for a fixed parameter 0 < θ < 1.
In the sequel we will give a theoretical justification for the previous definitions.
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3. Function spaces and main results

With u(x) = xγe−Q(x), γ ≥ 0, we introduce the function space

Cu =

{
f ∈ C0(IR+) : lim

x→+∞
x→0

f (x)u(x) = 0
}
, (5)

endowed with the norm

‖ f ‖Cu = sup
x≥0
| f (x)|u(x) = ‖ f u‖. (6)

We will write ‖ f ‖A := supx∈A | f (x)|, A ⊂ IR+. An important property of the weight function u is the following:
for every polynomial Pm of degree at most m (Pm ∈ IPm) the inequalities [9–12]:

‖Pmu‖ ≤ C‖Pmu‖Im , Im =
[ am

m2 , am

]
(7)

and

‖Pmu‖{x : x>(1+δ)am} ≤ Ce−Am
‖Pmu‖ (8)

hold true, where δ > 0 and C,A are independent of m and Pm.
Concerning am, here am = am(u) is the square of the Freud number of the weight u∗(x) = |x|2γ+1e−Q(x2).

Since am(w) ∼ am(
√

w) ∼ am(u), with a slight abuse of notation, we used and we will use in the sequel, the
symbol am.

Now we are able to motivate the definitions (3) and (4) of the operators Fm and Gm, respectively.
As a consequence of (8), for all f ∈ Cu and 0 < θ < 1 fixed, the weight function u satisfies the following

property:

‖ f u‖ ≤ C
[
‖ f u‖[0,θam] + EM( f )u

]
, (9)

where EM( f )u is the error of best approximation of f in Cu by means of polynomials of degree at most
M = b θm

1+θ c ∼ m and C is independent of f . Therefore ‖ f u‖[0,θam] is the dominant part of ‖ f u‖. This fact
suggests that one can approximate only the finite section χ f of f , being χ the characteristic function of the
interval [0, θam], 0 < θ < 1.

Now we introduce another weight function. The weight ū(x) = u(x) logλ(2 + x), λ ≥ 1. We define the
function space Cū as Cu. Obviously Cū ⊂ Cu.

With τ∗ defined by τQ(τ∗2) = 1, let t∗ = τ∗2 (For example, if u∗(x) = e−xα , x ∈ IR+, then τ∗ = 1
τ1/(2α) and

t∗ = 1
τ1/α ). With this notation, we define a suitable modulus of smoothness as follows

ωϕ( f , t)ū = Ωϕ( f , t)ū + inf
P∈IP0

‖( f − P)ū‖[0,At2] + inf
P∈IP0

‖( f − P)ū‖[At∗,+∞),

being ϕ(x) =
√

x and
Ωϕ( f , t)ū = sup

0<h≤t
‖(
−→
∆ h f )ū‖[Ah2,Ah∗],

with
−→
∆ h f (x) = f

(
x +

h
2
ϕ(x)

)
− f (x) .

The following inequality

Em( f )ū = inf
P∈IPm

‖( f − P)ū‖ ≤ Cωϕ

(
f ,
√

am

m

)
ū

(10)
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holds true and

lim
m→∞

ωϕ

(
f ,
√

am

m

)
ū

= 0.

The above relations are not available in the literature but they can be easily deduced following [5, 6, 14].
We omit the proof.

Next lemma shows that Fm(w) : Cū → Cu is a bounded map.

Lemma 3.1. Assume that the parameters α, γ and λ of the weights w and ū satisfy the condition

α > −1, γ ≥ 0, 0 ≤ γ − α −
1
2
< 1, λ = 1, (11)

then, for any f ∈ Cū,

‖Fm(w, f )u‖ ≤ C‖ f ū‖[0,θam], (12)

where C is independent of m and f .

Now, the following theorem states the convergence of the operator Fm(w, f ) in Cū.

Theorem 3.2. Under the assumptions of Lemma 3.1 on the parameters α, γ and λ, for any f ∈ Cū we get

‖( f − Fm(w, f ))u‖ ≤ C
[
ωϕ

(
f ,
√

am

m
log m

)
ū

+ e−Am
‖ f ū‖

]
,

where C andA are independent of m and f .

As a consequence of Theorem 3.2, we are able to prove the following theorem dealing with the conver-
gence of the Grünwald polynomial.

Theorem 3.3. Assume that the parameters α, γ and λ of the weights w and ū satisfy the conditions

α > −1, γ ≥ 0, 0 ≤ γ − α −
1
2
< 1, λ > 1.

Then, for any f ∈ Cū we have

lim
m
‖( f − Gm(w, f ))u‖ = 0.

4. Proofs

The following inequalities, useful in the sequel, can be easily deduced following from [5, 6, 14]:∣∣∣∣∣∣p2
m(w, x)w(x)ϕ(x)

√
am − x +

am

m2/3

∣∣∣∣∣∣ ≤ C, x ∈ Im, (13)

1
|p′2m (w, xk)|w(xk)

∼ ∆2xkϕ(xk)
√

am − xk, x1 ≤ xk ≤ θam, (14)

and

∆xk ∼

√
am

m
√

xk ∼
am

m
, x1 ≤ xk ≤ θam. (15)
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Proof. [Proof of Lemma 3.1] We first note that, for x1 ≤ xk ≤ θam,

`k(x) =
P(x)

P′(xk)(x − xk)
= lk(x)

am − x
am − xk

, (16)

where

lk(x) =
pm(w, x)

p′m(w, xk)(x − xk)
.

Using (13) and (14), for am
m2 ≤ x ≤ am and k = 1, . . . , j, we get

`2
k (x)u(x)

ū(xk)
≤ C

( x
xk

)γ−α− 1
2 ∆2xk

log(2 + xk)(x − xk)2 . (17)

Moreover, since by definition (16), we have

`′k(xk) = −
1

am − xk
+

p′′m(w, xk)
p′m(w, xk)

,

by (2) we get

νk(x) = 1 + 2
[

1
am − xk

−
p′′m(w, xk)
p′m(w, xk)

]
(x − xk) =: 1 − ν̄k(x). (18)

Let us consider the sequence {qm(w̄)}m of orthonormal polynomials w.r.t. the generalized Freud weight
w̄(x) = |x|2α+1e−Q(x2) and let us denote by yk, k = 1, . . . ,m, the zeros of qm(w̄). We have q2m(w̄, x) = pm(w, x2)
and then

q′′2m(w̄, x)
q′2m(w̄, x)

=
1
x

+ 2x
p′′m(w, x2)
p′m(w, x2)

,

i.e.,

p′′m(w, x2)
p′m(w, x2)

=
1

2x
q′′2m(w̄, x)
q′2m(w̄, x)

−
1

2x2 . (19)

Now, using [9, Theorem 3.6, p. 42], we get∣∣∣∣∣∣q′′2m(w̄, yk)
q′2m(w̄, yk)

∣∣∣∣∣∣ ≤ C
[
|yk|

a2
m(
√

w̄)
+ |yk|Q′(y2

k) +
1
|yk|

]
and, therefore, by (19)∣∣∣∣∣∣p′′m(w, x2

k)

p′m(w, x2
k)

∣∣∣∣∣∣ ≤ C
 1

a2
m(
√

w̄)
+ Q′(y2

k) +
1
y2

k

 .
Consequently,∣∣∣∣∣p′′m(w, xk)

p′m(w, xk)

∣∣∣∣∣ ≤ C [
1 + Q′(xk) +

1
xk

]
(20)

and then

|νk(x)| ≤ C

[
1 + |x − xk| + Q′(xk)|x − xk| +

|x − xk|

xk

]
. (21)
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Moreover, in virtue of (15), (1) and (21), it is easy to verify that

∆xk

xk
≤ C,

am

m2 < x ≤ am, (22)

Q′(xk)∆xk

log(2 + xk)
≤ C

Q′(am)∆xk

log(2 + am)
≤ C

m
am log(2 + am)

am

m
≤
C

log m
, x1 ≤ xk ≤ θam, (23)

and

`2
d(x)u(x)

u(xd)
|νd(x)| ≤ C

|νd(x)|
log(xd + 2)

≤ C, (24)

xd being a zero closest to x and Q′(x)
log(2+x) an increasing function.

Now, in order to estimate (12), we first note that by (7), we have

‖Fm(w, f )u‖ ≤ C‖Fm(w, f )u‖Im .

Recalling (3) and taking into account (17) and (24), for am
m2 < x ≤ am, we get

u(x)|Fm(w, f , x)| ≤ C ‖ f ū‖[0,θam]


∑

x1≤xk≤θam
k,d−1,d,d+1

( x
xk

)γ−α− 1
2 ∆2xk

(x − xk)2

ν̄k(x)
log(2 + xk)

+ 1

 . (25)

We estimate the sum in (25) only in the case x > 2, being the case 0 < x ≤ 2 similar. We write

u(x)|Fm(w, f , x)| ≤ C ‖ f ū‖[0,θam]

 ∑
x1≤xk≤1

+
∑

1<xk≤
x
2

+
∑

x
2<xk<xd−2

+
∑

xd+2≤xk<θam

+1


=: C ‖ f ū‖[0,θam] [σ1(x) + σ2(x) + σ3(x) + σ4(x) + 1] .

For x1 ≤ xk ≤ 1, (21) becomes

|νk(x)| ≤ C
x
xk

+ CQ′(xk)x.

Then, taking into account that x − xk >
x
2 and (22), we deduce

σ1(x) ≤ Cxγ−α−
3
2

∑
x1≤xk≤1

xα−γ+ 1
2

k ∆xk ≤ Cxγ−α−
3
2

∫ 1

0
tα−γ+ 1

2 dt ≤ C,

being γ − α − 1
2 < 1 and γ − α − 3

2 ≤ 0. We note that, for 1 < xk ≤ θam, (21) becomes

|ν̄k(x)| ≤ 1 + CQ′(xk)|x − xk|, (26)

and, then,

σ2(x) ≤

∑
1<xk≤

x
2

( x
xk

)γ−α− 1
2 ∆2xk

(x − xk)2

[
1 + C

Q′(xk)
log(2 + xk)

|x − xk|

]
.

Thus, using x − xk >
x
2 , (22) and (23), we get

σ2(x) ≤ Cxγ−α−
5
2

∑
1<xk≤

x
2

xα−γ−
1
2

k ∆xk + C
∑

1<xk≤
x
2

( x
xk

)γ−α− 1
2 ∆xk

(x − xk)

≤ C
am

m
xγ−α−

5
2

∫ x
2

1
tα−γ−

1
2 dt + C

∫ x
2

1

(x
t

)γ−α− 1
2 dt

(x − t)

≤ C + C

∫ 1
2

0
yα−γ+ 1

2
dy

(1 − y)
≤ C,
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being α − γ + 1
2 > −1. Moreover, taking into account (26), (23) and x ∼ xk, we obtain

σ3(x) ≤

∑
x
2<xk<xd−2

∆2xk

(x − xk)2

[
1 + C

Q′(xk)
log(2 + xk)

|x − xk|

]
≤ C +

C

log m

∑
x
2<xk<xd−2

∆xk

|x − xk|
≤ C.

Finally, proceeding as done for the estimate of σ3(x), we obtain

σ4(x) ≤ C.

Summing up, for x ≥ 2,

‖Fm(w, f )u‖ ≤ C‖ f ū‖[0,θam].

In order prove Theorem 3.2, we introduce the Hermite polynomial based at the zeros xk, k = 1, . . . ,m + 1,
interpolating a function 1which is continuous with its first derivative:

Hm(w, 1, x) =

m+1∑
k=1

`2
k (x)νk(x)1(xk) +

m+1∑
k=1

`2
k (x)(x − xk)1′(xk)

=: F∗m(w, 1, x) + T∗m(w, 1, x).

Note that Fm(w, 1, x) = F∗m(w, χ1, x). Letting Tm(w, 1, x) = T∗m(w, χ1, x), the proposition that follows will be
useful to our aims.

Proposition 4.1. Assuming that the parameters α and γ satisfy (11), then, for every 1 s.t. ‖1′ϕu‖ < +∞, we have

‖Tm(w, 1)u‖ ≤ C
√

am

m
log m‖1′ϕu‖[0,θam], (27)

where C is independent of m and f . Moreover, for every polynomial PM ∈ IPM, with M =
⌊
θm
1+θ

⌋
, 0 < θ < 1, we get

‖Hm(w, (1 − χ)PM)u‖ ≤ Ce−Am
‖PMu‖, (28)

where C andA are independent of m and QM.

Proof. In order to prove the inequality (27) we recall (17). Then, using (15), we get

|Tm(w, 1, x)|u(x) ≤ C

√
am

m
‖1′ϕu‖[0,θam]

∑
x1≤xk≤θam

( x
xk

)γ−α− 1
2 ∆xk

|x − xk|
.

Now, by similar arguments to those used for the proof of Lemma 3.1, it is possible to prove that

j∑
k=1

( x
xk

)γ−α− 1
2 ∆xk

|x − xk|
≤ C log m.

Then, (27) easily follows.
In order to prove (28) we need to estimate ‖F∗m(w, (1 − χ)PM)u‖ and ‖T∗m(w, (1 − χ)PM)u‖. We give the

details only for the bound of the latter norm, since the estimate of the former is similar.
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Using (17) and (15), we get

|T∗m(w, (1 − χ)PM, x)|u(x) ≤ C

√
am

m
‖P′Mϕu‖[θam,+∞)

∑
θam<xk≤xm

( x
xk

)γ−α− 1
2 ∆xk

log(2 + xk)|x − xk|

≤ C

√
am

m
mτ
‖P′Mϕu‖[θam,+∞),

for some τ > 0. Finally, by (8) and the Bernstein inequality [11], we obtain
√

am

m
mτ
‖P′Mϕu‖[θam,+∞) ≤ C

√
am

m
mτe−Am

‖P′Mϕu‖ ≤ Cmτe−Am
‖PMu‖

≤ Ce−Am
‖PMu‖

and, then

‖T∗m(w, (1 − χ)PM)u‖ ≤ Ce−Am
‖PMu‖

easily follows.

Now we can prove Theorem 3.2.

Proof. [Proof of Theorem 3.2] Denoting by PN ∈ IPN, N =
⌊

M
log M

⌋
, M =

⌊
θm
1+θ

⌋
, the polynomial of best

approximation of f ∈ Cū, we can write

f − Fm(w, f ) = f − PN + Hm(w,PN) − Fm(w, f )
= f − PN + Fm(w,PN − f ) + Tm(w,PN) + Hm(w, (1 − χ)PN),

using Lemma 3.1 and Proposition 4.1, we get

‖( f − Fm(w, f ))u‖ ≤ C
[
‖( f − PN)ū‖ +

√
aN

N
‖P′Nϕū‖ + e−Am

‖PNū‖
]
.

Recalling (10) we have

‖( f − PN)ū‖ ≤ Cωϕ

(
f ,
√

aN

N

)
ū
∼ ωϕ

(
f ,
√

am

m
log m

)
ū
.

Moreover, since (see [15] for a similar argument)
√

aN

N
‖P′Nϕū‖ ≤ Cωϕ

(
f ,
√

aN

N

)
ū
∼ ωϕ

(
f ,
√

am

m
log m

)
ū

and

‖PNū‖ ≤ 2‖ f ū‖,

the theorem follows.

Proof. [Proof of Theorem 3.3] By (3)-(4) and (18) we have

f − Gm(w, f ) = [ f − Fm(w, f )] + F̄m(w, f ),

where

F̄m(w, f ) =
∑

x1≤xk≤θam

`2
k (x)v̄k(x) f (xk).
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Using (18) and (20), we deduce that |v̄k(x)| satisfies the same bound of |vk(x)| (see (21)), i.e.

|v̄k(x)| ≤ C

[
1 + |x − xk| + Q′(xk)|x − xk| +

|x − xk|

xk

]
. (29)

Then, following step by step the proof of (12) with λ > 1, we deduce that

‖F̄m(w, f )u‖ ≤
C

logλ−1 m
‖ f ū‖.

Using the above bound and taking into account Theorem 3.2, we get

‖( f − Gm(w, f ))u‖ ≤ C

ωϕ (
f ,
√

am

m
log m

)
ū

+ e−Am
‖ f ū‖ +

‖ f ū‖

logλ−1 m

 .
The proof is then complete.
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