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Abstract

Bisimulations have been widely used in many areas of computer science to model equivalence between various systems, and to reduce the number of states of these systems, whereas uniform fuzzy relations have recently been introduced as a means to model the fuzzy equivalence between elements of two possible different sets. Here we use the conjunction of these two concepts as a powerful tool in the study of equivalence between fuzzy automata. We prove that a uniform fuzzy relation between fuzzy automata $A$ and $B$ is a forward bisimulation if and only if its kernel and co-kernel are forward bisimulation fuzzy equivalences on $A$ and $B$ and there is a special isomorphism between factor fuzzy automata with respect to these fuzzy equivalences. As a consequence we get that fuzzy automata $A$ and $B$ are UFB-equivalent, i.e., there is a uniform forward bisimulation between them, if and only if there is a special isomorphism between the factor fuzzy automata of $A$ and $B$ with respect to their greatest forward bisimulation fuzzy equivalences. This result reduces the problem of testing UFB-equivalence to the problem of testing isomorphism of fuzzy automata, which is closely related to the well-known graph isomorphism problem. We prove some similar results for backward-forward bisimulations, and we point to fundamental differences. Because of the duality with the studied concepts, backward and forward-backward bisimulations are not considered separately. Finally, we give a comprehensive overview of various concepts on deterministic, nondeterministic, fuzzy, and weighted automata, which are related to bisimulations.
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1. Introduction

Bisimulations are generally considered as one of the most important contributions of concurrency theory to computer science, although they have been discovered not only in computer science, but also (and roughly at the same time) in modal logic and set theory. They are employed today in a number of areas of computer science, such as functional languages, object-oriented languages, types, data types, domains, databases, compiler optimizations, program analysis, verification tools, etc. For more information about bisimulations we refer to [27, 30, 55, 59, 60, 74, 77].

In concurrency theory, bisimulations were introduced by Milner [58] and Park [63] as a means for testing behavioural equivalence among processes, but they have been also very successfully exploited to reduce the state-space of processes. The most common structures on which bisimulations have been studied are labelled transition systems. They are essentially labelled directed graphs, or nondeterministic automata, when initial and terminal states are added. Bisimulations have been mostly used to model equivalence between states of the same system, and to reduce the number of states of this system. In particular, many algorithms have been proposed to compute the greatest bisimulation equivalence on a given labelled graph or a labeled transition system, and the faster ones are based on the crucial equivalence between the greatest bisimulation equivalence and the relational coarsest partition problem (cf. [27, 30, 44, 62, 73]). Bisimulations between...
states of two distinct systems have been much less studied, probably due to lack of an appropriate concept of
a relation between two distinct sets which would behave like an equivalence. The most often, bisimulations
have been considered either as arbitrary relations (which have shown oneself to be too general), or as
functions (which are too special). However, a more suitable concept has appeared recently in [19], the concept
of a uniform relation, and in the fuzzy framework the concept of a uniform fuzzy relation.

The original intention of the authors in [19] was to introduce uniform fuzzy relations as a basis for defin-
ing such concept of a fuzzy function which would provide a correspondence between fuzzy functions and
fuzzy equivalences, analogous to the correspondence between crisp functions and crisp equivalences. This
was done, but also, it turned out that uniform fuzzy relations establish natural relationships between fuzzy
partitions of two sets, some kind of “uniformity” between these fuzzy partitions. Roughly speaking, uniform
fuzzy relations can be conceived as fuzzy equivalences which relate elements of two possibly different sets.
In [19], uniform fuzzy relations were employed to solve some systems of fuzzy relation equations, systems
that have important applications in approximate reasoning, especially in fuzzy control. Then in [37], they
were used to define and study fuzzy homomorphisms and fuzzy relational morphisms of algebras, and
to establish relationships between fuzzy homomorphisms, fuzzy relational morphisms, and fuzzy congru-
ences, analogous to relationships between homomorphisms, relational morphisms, and congruences in
classical algebra. In the same paper, fuzzy relational morphisms were also applied to deterministic fuzzy
automata. We will see later that fuzzy relational morphisms are the same as forward bisimulations (in the
terminology used in this paper) when these two concepts are considered in the context of deterministic fuzzy
automata.

The main aim of this paper is to show that the conjunction of two concepts, uniform fuzzy relations and
bisimulations, provides a very powerful tool in the study of equivalence between fuzzy automata, as well
as between some related structures. In this symbiosis, uniform fuzzy relations serve as fuzzy equivalences
which relate elements of two possibly different sets, while bisimulations ensure compatibility with the tran-
sitions, initial and terminal states of fuzzy automata. Our second goal is to try to propose some names that
could better regulate very confused terminology in dealing with simulations and bisimulations. And third,
we want to demonstrate the algebraic way of looking at this issue, and to connect the basic concepts of our
study with the fundamental algebraic concepts of a homomorphism, congruence and relational morphism.

Our main results are the following. We define two kinds of simulations, forward and backward simu-
lations, and considering four possible cases when a fuzzy relation and its inverse are forward or backward
simulations, we define four types of bisimulations. Two types of bisimulations are homotypic, where both
the considered fuzzy relation and its inverse are forward or backward simulations (forward and back-
ward bisimulations), and two types are heterotypic, where one of them is a forward and the other is a
backward simulation (backward-forward and forward-backward bisimulations). As forward and back-
ward bisimulations, and backward-forward and forward-backward bisimulations, are dual concepts, our
article deals only with forward and backward-forward bisimulations. First we examine forward bisimu-
lations. We prove that if there is a forward bisimulation between two fuzzy automata, then there is the
greatest one and it is a partial fuzzy function (cf. Theorem 5.6). This result emphasizes the importance
of bisimulations that are uniform fuzzy relations, and we turn to uniform forward bisimulations. Given any
uniform fuzzy relation \( \phi \) between fuzzy automata \( A \) and \( B \), we prove that \( \phi \) is a forward simulation if and
only if its kernel \( E^{\phi}_A \) and co-kernel \( E^{\phi}_B \) are forward bisimulation fuzzy equivalences on \( A \) and \( B \), and there is
a special isomorphism between related factor fuzzy automata (cf. Theorem 6.3). In addition, we prove other
results that relate bisimulations, bisimulation fuzzy equivalences and factor fuzzy automata, and resemble
to homomorphism and isomorphism theorems, and other algebraic results connecting homomorphisms,
congruences, and relational morphisms (cf. Theorems 7.1 and 7.3). We also provide another way to define
uniform forward bisimulations, where the inequalities that appear in the original definition are replaced
by equalities (cf. Theorem 6.2), and determine necessary and sufficient conditions for the existence of a
uniform forward bisimulation with a given kernel and co-kernel (cf. Theorem 6.4).

Further, two automata \( A \) and \( B \) are defined to be UFB-equivalent if there is a uniform forward bisimu-
lation between \( A \) and \( B \). Our main result asserts that if two fuzzy automata \( A \) and \( B \) are UFB-equivalent,
then there is a uniform forward bisimulation between them whose kernel and co-kernel are the greatest
forward bisimulations on \( A \) and \( B \) (cf. Theorem 7.4). This result and its consequences provide a way to test
whether two given fuzzy automata \( \mathcal{A} \) and \( \mathcal{B} \) are UFB-equivalent. First, we have to compute the greatest forward bisimulation fuzzy equivalences \( E \) on \( \mathcal{A} \) and \( F \) on \( \mathcal{B} \). In numerous cases this can be done effectively using the algorithm developed in [21]. After that, we construct factor fuzzy automata \( \mathcal{A}/E \) and \( \mathcal{B}/F \), and check if there is an isomorphism between them that satisfies certain condition. But, even when we are able to effectively compute the greatest forward bisimulations \( E \) and \( F \) and construct the factor fuzzy automata \( \mathcal{A}/E \) and \( \mathcal{B}/F \), it may be a very hard problem to determine whether there is an isomorphism between \( \mathcal{A}/E \) and \( \mathcal{B}/F \). This problem is closely related to the well-known graph isomorphism problem.

In our discussion of backward-forward bisimulations we emphasize the similarities and fundamental differences between them and forward bisimulations. Finally, we give a comprehensive overview of various concepts on deterministic, nondeterministic, fuzzy, and weighted automata, which are related to the algebraic concepts of a homomorphism, congruence and relational morphism. In particular, we discuss relationships between these concepts and the concepts of bisimulations.

The paper is organized as follows. In Section 2 we give definitions of basic notions and notation concerning fuzzy sets and relations, and in Section 3 we define basic notions and notation concerning fuzzy automata. Section 4 contains a different presentation of some results from [19] on uniform fuzzy relations, as well as some new results on these relations. In Section 5 we define four types of bisimulations and we discuss the main properties of forward bisimulations. Section 6 provides characterization results for uniform forward bisimulations. Then, in Section 7 we define UFB-equivalence between fuzzy automata, prove the main characterization result for UFB-equivalent fuzzy automata, and consider the problem of testing UFB-equivalence. Section 8 discuss basic properties of backward-forward bisimulations and points to similarities and fundamental differences between them and forward bisimulations. Finally, Section 9 gives an overview of various concepts related to bisimulations.

2. Preliminaries

The terminology and basic notions in this section are according to [7, 9, 48].

We will use complete residuated lattices as the structures of membership values. A residuated lattice is an algebra \( \mathcal{L} = (L, \land, \lor, \otimes, \to, 0, 1) \) such that

\[
\begin{align*}
\text{(L1)} & \quad (L, \land, \lor, 0, 1) \text{ is a lattice with the least element } 0 \text{ and the greatest element } 1, \\
\text{(L2)} & \quad (L, \otimes, 1) \text{ is a commutative monoid with the unit } 1, \\
\text{(L3)} & \quad \otimes \text{ and } \to \text{ form an adjoint pair, i.e., they satisfy the adjunction property: for all } x, y, z \in L, \\
& \quad x \otimes y \leq z \iff x \leq y \to z. 
\end{align*}
\]

If, in addition, \( (L, \land, \lor, 0, 1) \) is a complete lattice, then \( \mathcal{L} \) is called a complete residuated lattice. Emphasizing their monoidal structure, in some sources residuated lattices are called integral, commutative, residuated \( \ell \)-monoids [34].

The operations \( \otimes \) (called multiplication) and \( \to \) (called residual) are intended for modeling the conjunction and implication of the corresponding logical calculus, and supremum (\( \lor \)) and infimum (\( \land \)) are intended for modeling of the existential and general quantifier, respectively. An operation \( \leftrightarrow \) defined by

\[ x \leftrightarrow y = (x \to y) \land (y \to x), \]

called biresiduum (or biimplication), is used for modeling the equivalence of truth values.

It can be easily verified that with respect to \( \leq, \otimes \) is isotonic in both arguments, \( \to \) is isotonic in the second and antitonic in the first argument, and for any \( x, y, z \in L \) and any \( \{x_i\}_{i \in I}, \{y_i\}_{i \in I} \subseteq L \), the following hold:

\[
\begin{align*}
\text{(3)} & \quad x \leftrightarrow y \leq x \otimes z \leftrightarrow y \otimes z, \\
\text{(4)} & \quad \bigvee_{i \in I} x_i \otimes x = \bigvee_{i \in I} (x_i \otimes x), \\
\text{(5)} & \quad \bigwedge_{i \in I} (x_i \leftrightarrow y_i) \leq \left( \bigwedge_{i \in I} x_i \right) \leftrightarrow \left( \bigwedge_{i \in I} y_i \right) \\
\text{(6)} & \quad \bigwedge_{i \in I} (x_i \leftrightarrow y_i) \leq \left( \bigvee_{i \in I} x_i \right) \leftrightarrow \left( \bigvee_{i \in I} y_i \right).
\end{align*}
\]
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For other properties of complete residuated lattices we refer to [7, 9].

The most studied and applied structures of truth values, defined on the real unit interval \([0, 1]\) with \(x \land y = \min(x, y)\) and \(x \lor y = \max(x, y)\), are the Łukasiewicz structure (where \(x \otimes y = \max(x + y - 1, 0)\), \(x \rightarrow y = \min(1 - x + y, 1)\), the Goguen (product) structure \((x \otimes y = x \cdot y\), \(x \rightarrow y = 1\) if \(x \leq y\), and \(y \leq x\) otherwise), and the Gödel structure \((x \otimes y = \min(x, y), x \rightarrow y = 1\) if \(x \leq y\), and \(y\) otherwise). More generally, an algebra \((\{0, 1\}, \land, \lor, \otimes, \rightarrow, 0, 1)\) is a complete residuated lattice if and only if \(\otimes\) is a left-continuous t-norm and the residuum is defined by \(x \rightarrow y = \vee\{u \in [0, 1] \mid u \otimes x \leq y\}\) (cf. [9]). Another important set of truth values is the set \([a_0, a_1, \ldots, a_n]\), \(0 = a_0 < \cdots < a_n = 1\), with \(a_k \otimes a_l = a_{\max(k+1-n,0)}\) and \(a_k \rightarrow a_l = a_{\min(n-k+1,n)}\). A special case of the latter algebras is the two-element Boolean algebra of classical logic with the support \([0, 1]\). The only adjoint pair on the two-element Boolean algebra consists of the classical conjunction and implication operations. This structure of truth values we call the Boolean structure.

In the further text \(\mathcal{L}\) will be a complete residuated lattice. A fuzzy subset of a set \(A\) over \(\mathcal{L}\), or simply a fuzzy subset of \(A\), is any function from \(A\) into \(L\). Ordinary crisp subsets of \(A\) are considered as fuzzy subsets of \(A\) taking membership values in the set \([0, 1]\) \(\subseteq L\). Let \(f\) and \(g\) be two fuzzy subsets of \(A\). The equality of \(f\) and \(g\) is defined as the usual equality of functions, i.e., \(f = g\) if and only if \(f(x) = g(x)\), for every \(x \in A\). The inclusion \(f \subseteq g\) is also defined pointwise: \(f \subseteq g\) if and only if \(f(x) \leq g(x)\), for every \(x \in A\). For non-empty sets \(A\) and \(B\) we will also consider \(\hat{f}: A \rightarrow L\) defined by \(\hat{f}(a) = 1\), if \(f(a) = 1\), and \(\hat{f}(a) = 0\), if \(f(a) < 1\).

Let \(A\) and \(B\) be non-empty sets. A fuzzy relation between sets \(A\) and \(B\) is any function from \(A \times B\) into \(L\), that is to say, any fuzzy subset of \(A \times B\), and the equality, inclusion (ordering), joins and meets of fuzzy relations are defined as for fuzzy sets. In particular, a fuzzy relation on a set \(A\) is any function from \(A \times A\) into \(L\), i.e., any fuzzy subset of \(A \times A\). To highlight the difference between fuzzy relations between two sets and those on a set, fuzzy relations between two sets will be usually denoted by small Greek letters, and fuzzy relations on a set by capital Latin letters. The inverse of a fuzzy relation \(\varphi \in \mathcal{F}(A \times B)\) is a fuzzy relation \(\varphi^{-1} \in \mathcal{F}(B \times A)\) defined by \(\varphi^{-1}(b,a) = \varphi(a,b)\), for all \(a \in A\) and \(b \in B\). A crisp relation is a fuzzy relation which takes values only in the set \([0, 1]\), and if \(\varphi\) is a crisp relation of \(A\) to \(B\), then expressions \("\varphi(a,b) = 1\)" and \("(a,b) \in \varphi\)" will have the same meaning.

For non-empty sets \(A\), \(B\) and \(C\), and fuzzy relations \(\varphi \in \mathcal{F}(A \times B)\) and \(\psi \in \mathcal{F}(B \times C)\), their composition \(\varphi \circ \psi\) is an fuzzy relation from \(\mathcal{F}(A \times C)\) defined by

\[
(\varphi \circ \psi)(a,c) = \bigvee_{b \in B} \varphi(a,b) \otimes \psi(b,c),
\]

for all \(a \in A\) and \(c \in C\). If \(\varphi\) and \(\psi\) are crisp relations, then \(\varphi \circ \psi\) is an ordinary composition of relations, i.e.,

\[
\varphi \circ \psi = \{(a,c) \in A \times C \mid (\exists b \in B) \ (a,b) \in \varphi \& (b,c) \in \psi\},
\]

and if \(\varphi\) and \(\psi\) are functions, then \(\varphi \circ \psi\) is an ordinary composition of functions, i.e., \((\varphi \circ \psi)(a) = \psi(\varphi(a))\), for every \(a \in A\). Next, if \(f \in \mathcal{F}(A)\), \(\varphi \in \mathcal{F}(A \times B)\) and \(g \in \mathcal{F}(B)\), the compositions \(f \circ \varphi\) and \(\varphi \circ g\) are fuzzy subsets of \(B\) and \(A\), respectively, which are defined by

\[
(f \circ \varphi)(b) = \bigvee_{a \in A} f(a) \otimes \varphi(a,b), \quad (\varphi \circ g)(a) = \bigvee_{b \in B} \varphi(a,b) \otimes g(b),
\]

for every \(a \in A\) and \(b \in B\).
In particular, for \( f, g \in \mathcal{F}(A) \) we write
\[
f \circ g = \bigvee_{a \in A} f(a) \otimes g(a). \tag{9}\]
The value \( f \circ g \) can be interpreted as the "degree of overlapping" of \( f \) and \( g \). In particular, if \( f \) and \( g \) are crisp sets and \( \varphi \) is a crisp relation, then
\[
f \circ \varphi = \{ b \in B \mid (\exists a \in f) (a, b) \in \varphi \}, \quad \varphi \circ g = \{ a \in A \mid (\exists b \in g) (a, b) \in \varphi \}.
\]

Let \( A, B, C \) and \( D \) be non-empty sets. Then for any \( \varphi_1 \in \mathcal{F}(A \times B) \), \( \varphi_2 \in \mathcal{F}(B \times C) \) and \( \varphi_3 \in \mathcal{F}(C \times D) \) we have
\[
(\varphi_1 \circ \varphi_2) \circ \varphi_3 = \varphi_1 \circ (\varphi_2 \circ \varphi_3), \tag{10}
\]
and for \( \varphi_0 \in \mathcal{F}(A \times B) \), \( \varphi_1, \varphi_2 \in \mathcal{F}(B \times C) \) and \( \varphi_3 \in \mathcal{F}(C \times D) \) we have that
\[
\varphi_1 \leq \varphi_2 \text{ implies } \varphi_1^{-1} \leq \varphi_2^{-1}, \quad \varphi_0 \circ \varphi_1 \leq \varphi_0 \circ \varphi_2, \quad \text{and } \varphi_1 \circ \varphi_3 \leq \varphi_2 \circ \varphi_3. \tag{11}
\]
Further, for any \( \varphi \in \mathcal{F}(A \times B) \), \( \psi \in \mathcal{F}(B \times C) \), \( f \in \mathcal{F}(A) \), \( g \in \mathcal{F}(B) \) and \( h \in \mathcal{F}(C) \) we can easily verify that
\[
(f \circ \varphi) \circ \psi = f \circ (\varphi \circ \psi), \quad (f \circ \varphi) \circ g = f \circ (\varphi \circ g), \quad (\varphi \circ \psi) \circ h = \varphi \circ (\psi \circ h) \tag{12}
\]
and consequently, the parentheses in (12) can be omitted, as well as the parentheses in (10).

Finally, for all \( \varphi, \varphi_i \in \mathcal{F}(A \times B) \) (\( i \in I \)) and \( \psi, \psi_i \in \mathcal{F}(B \times C) \) (\( i \in I \)) we have that
\[
(\varphi \circ \varphi_i)^{-1} = \psi^{-1} \circ \varphi^{-1}, \tag{13}
\]
\[
\varphi \circ \left( \bigvee_{i \in I} \psi_i \right) = \bigvee_{i \in I} (\varphi \circ \psi_i), \quad \left( \bigvee_{i \in I} \varphi_i \right) \circ \psi = \bigvee_{i \in I} (\varphi_i \circ \psi), \tag{14}
\]
\[
\left( \bigvee_{i \in I} \varphi_i \right)^{-1} = \bigvee_{i \in I} \varphi_i^{-1}. \tag{15}
\]

We note that if \( A, B \) and \( C \) are finite sets of cardinality \( |A| = k, |B| = m \) and \( |C| = n \), then \( \varphi \in \mathcal{F}(A \times B) \) and \( \psi \in \mathcal{F}(B \times C) \) can be treated as \( k \times m \) and \( m \times n \) fuzzy matrices over \( \mathcal{L} \), and \( \varphi \circ \psi \) is the matrix product. Analogously, for \( f \in \mathcal{F}(A) \) and \( g \in \mathcal{F}(B) \) we can treat \( f \circ \varphi \) as the product of a \( 1 \times k \) matrix \( f \) and a \( k \times m \) matrix \( \varphi \), and \( \varphi \circ g \) as the product of an \( k \times m \) matrix \( R \) and an \( m \times 1 \) matrix \( g^t \) (the transpose of \( g \)).

A fuzzy relation \( E \) on a set \( A \) is

\begin{itemize}
  \item [(R)] \text{ reflexive if } E(a, a) = 1, \text{ for every } a \in A;
  \item [(S)] \text{ symmetric if } E(a, b) = E(b, a), \text{ for all } a, b \in A;
  \item [(T)] \text{ transitive if } E(a, b) \otimes E(b, c) \leq E(a, c), \text{ for all } a, b, c \in A.
\end{itemize}

If \( E \) is reflexive and transitive, then \( E \circ E = E \). A fuzzy relation on \( A \) which is reflexive, symmetric and transitive is called a \textit{fuzzy equivalence}. With respect to the ordering of fuzzy relations, the set \( \mathcal{E}(A) \) of all fuzzy equivalence relations on a set \( A \) is a complete lattice, in which the meet coincide with the ordinary intersection of fuzzy relations, but in the general case, the join in \( \mathcal{E}(A) \) does not coincide with the ordinary union of fuzzy relations.

For a fuzzy equivalence \( E \) on \( A \) and \( a \in A \) we define a fuzzy subset \( E_a \) of \( A \) by:
\[
E_a(x) = E(a, x), \quad \text{for every } x \in A.
\]
We call \( E_a \) an \textit{equivalence class} of \( E \) determined by \( a \). The set \( A/E = \{ E_a \mid a \in A \} \) is called the \textit{factor set} of \( A \) with respect to \( E \) (cf. [7, 18]). Cardinality of the factor set \( A/E \), in notation \( \text{ind}(E) \), is called the \textit{index} of \( E \). The same notation we use for crisp equivalences, i.e., for an equivalence \( \pi \) on \( A \), the related factor set is denoted by \( A/\pi \), the equivalence class of an element \( a \in A \) is denoted by \( \pi_a \), and the index of \( \pi \) is denoted by \( \text{ind}(\pi) \).

The following properties of fuzzy equivalence relations will be useful in the later work.
Lemma 2.1. Let $E$ be a fuzzy equivalence on a set $A$ and let $\hat{E}$ be its crisp part. Then $\hat{E}$ is a crisp equivalence on $A$, and for every $a, b \in A$ the following conditions are equivalent:

(i) $E(a, b) = 1$;
(ii) $E_a = E_b$;
(iii) $\hat{E}_a = \hat{E}_b$;
(iv) $E(a, c) = E(b, c)$, for every $c \in A$.

Consequently, $\text{ind}(E) = \text{ind}(\hat{E})$.

Note that $\hat{E}_a$ denotes the crisp equivalence class of $\hat{E}$ determined by $a$.

A fuzzy equivalence $E$ on a set $A$ is called a fuzzy equality if for all $x, y \in A$, $E(x, y) = 1$ implies $x = y$. In other words, $E$ is a fuzzy equality if and only if its crisp part $\hat{E}$ is a crisp equality. For a fuzzy equivalence $E$ on a set $A$, a fuzzy relation $\hat{E}$ defined on the factor set $A/E$ by

$$\hat{E}(E_x, E_y) = E(x, y),$$

for all $x, y \in A$, is well-defined, and it is a fuzzy equality on $A/E$.

3. Fuzzy automata

In this paper we study fuzzy automata with membership values in complete residuated lattices. This kind of fuzzy automata, as well as fuzzy automata with membership values in some related types of lattices, have recently attracted the attention of numerous authors. For more information on fuzzy automata with membership values in complete residuated lattices we refer to [20, 21, 35–37, 39, 70–72, 80, 82–86], and for information on fuzzy automata over related types of lattices we refer to [52, 64–67]. The most complete overview of the results concerning the “classical” fuzzy automata taking membership values in the Gödel or the Goguen structure can be found in the book [61].

In the rest of the paper, if not noted otherwise, let $\mathcal{L}$ be a complete residuated lattice and let $X$ be an (finite) alphabet. A fuzzy automaton over $\mathcal{L}$ and $X$, or simply a fuzzy automaton, is a quadruple $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$, where $A$ is a non-empty set, called the set of states, $\delta^A : A \times X \times A \to L$ is a fuzzy subset of $A \times X \times A$, called the fuzzy transition function, and $\sigma^A : A \to L$ and $\tau^A : A \to L$ are the fuzzy subsets of $A$, called the fuzzy set of initial states and the fuzzy set of terminal states, respectively. We can interpret $\delta^A(a, x, b)$ as the degree to which an input letter $x \in X$ causes a transition from a state $a \in A$ into a state $b \in A$, whereas we can interpret $\sigma^A(a)$ and $\tau^A(a)$ as the degrees to which $a$ is respectively an initial state and a terminal state. For methodological reasons we sometimes allow the set of states $A$ to be infinite. A fuzzy automaton whose set of states is finite is called a fuzzy finite automaton.

Let $X^*$ denote the free monoid over the alphabet $X$, and let $e \in X^*$ be the empty word. The function $\delta^A$ can be extended up to a function $\delta^A : A \times X^* \times A \to L$ as follows: If $a, b \in A$, then

$$\delta^A(a, e, b) = \begin{cases} 1, & \text{if } a = b, \\ 0, & \text{otherwise}, \end{cases} \quad (16)$$

and if $a, b \in A$, $u \in X^*$ and $x \in X$, then

$$\delta^A(a, ux, b) = \bigvee_{c \in A} \delta^A(a, u, c) \otimes \delta^A(c, x, b). \quad (17)$$

By (4) and Theorem 3.1 [52] (see also [70–72]), we have that

$$\delta^A(a, uv, b) = \bigvee_{c \in A} \delta^A(a, u, c) \otimes \delta^A(c, v, b), \quad (18)$$
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Intuitively, the product $\delta^A(a, x_1, c_1) \otimes \delta^A(c_1, x_2, c_2) \otimes \cdots \otimes \delta^A(c_{n-1}, x_n, b)$ represents the degree to which the input word $w$ causes a transition from a state $a$ into a state $b$ through the sequence of intermediate states $c_1, \ldots, c_{n-1} \in A$, and $\delta^A_a(a, w, b)$ represents the supremum of degrees of all possible transitions from $a$ into $b$ caused by $w$. Also, we can visualize a fuzzy finite automaton $A$ representing it as a labelled directed graph where the nodes are states of $A$, and an edge from a node $a$ into a node $b$ is labelled by pairs of the form $x/\delta^A(a, x, b)$, for any $x \in X$.

If $\delta^A_a$ is a crisp subset of $A \times X \times A$, that is, $\delta^A_a : A \times X \times A \rightarrow \{0, 1\}$, and $\sigma^A$ and $\tau^A$ are crisp subsets of $A$, then $A$ is an ordinary nondeterministic automaton. In other words, nondeterministic automata are fuzzy automata over the Boolean structure. If $\delta^A$ is a function of $A \times X$ into $A$, then $\delta^A_a$ is a one-element crisp subset of $A$, that is, $\sigma^A = \{a_0\}$, for some $a_0 \in A$, and $\tau^A$ is a fuzzy subset of $A$, then $A$ is called a deterministic fuzzy automaton, and it is denoted by $A = (A, \delta^A, a_0, \tau^A)$. In [17, 28] the name crisp-deterministic was used. For more information on deterministic fuzzy automata we refer to [8, 35, 36, 39, 52]. Evidently, if $\delta^A_a$ is a crisp subset of $A \times X \times A$, or a function of $A \times X$ into $A$, then $\delta^A_a$ is also a crisp subset of $A \times X^* \times A$, or a function of $A \times X^*$ into $A$, respectively. A deterministic fuzzy automaton $A = (A, \delta^A, a_0, \tau^A)$, where $\tau^A$ is a crisp subset of $A$, is an ordinary deterministic automaton.

If for any $u \in X^*$ we define a fuzzy relation $\delta^A_u$ on $A$ by

$$\delta^A_u(a, b) = \delta^A_a(a, u, b),$$

for all $a, b \in A$, called the fuzzy transition relation determined by $u$, then (18) can be written as

$$\delta^A_{uv} = \delta^A_u \circ \delta^A_v,$$

for all $u, v \in X^*$.

The reverse fuzzy automaton of a fuzzy automaton $A = (A, \delta^A, \sigma^A, \tau^A)$ is defined as the fuzzy automaton $A = (A, \delta^A, \sigma^A, \tau^A)$ whose fuzzy transition function and fuzzy sets of initial and terminal states are defined by $\delta^A_a(a_1, x, a_2) = \delta^A_a(a_2, x, a_1)$ for all $a_1, a_2 \in A$ and $x \in X$, $\sigma^A = \tau^A$ and $\tau^A = \sigma^A$. In other words, $\delta^A_{rev} = (\delta^A)^{-1}$, for each $x \in X$.

A fuzzy language in $X^*$ over $\mathcal{L}$, or briefly a fuzzy language, is any fuzzy subset of $X^*$, i.e., any function from $X^*$ into $L$. A fuzzy language recognized by a fuzzy automaton $A = (A, \delta^A, \sigma^A, \tau^A)$, denoted as $L(A)$, is a fuzzy language in $\mathcal{P}(X^*)$ defined by

$$L(A)(u) = \bigvee_{a,b \in A} \sigma^A(a) \otimes \delta^A_a(a, u, b) \otimes \tau^A(b),$$

or equivalently,

$$L(A)(u) = \sigma^A \circ \tau^A,$$

$$L(A)(u) = \sigma^A \circ \delta^A_a \circ \delta^A_v \circ \cdots \circ \delta^A_{x_n} \circ \tau^A,$$

for any $u = x_1 x_2 \ldots x_n \in X^*$, where $x_1, x_2, \ldots, x_n \in X$. In other words, the equality (22) means that the membership degree of the word $u$ to the fuzzy language $L(A)$ is equal to the degree to which $A$ recognizes or accepts the word $u$. Using notation from (8), and the second equality in (10), we can state (22) as

$$L(A)(u) = \sigma^A \circ \delta^A_a \circ \tau^A.$$
Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ be a fuzzy automaton and let $E$ be a fuzzy equivalence on $A$. Without any restriction on the fuzzy equivalence $E$, we can define a fuzzy transition function $\delta^{A/E} : (A/E) \times X \times (A/E) \rightarrow L$ by

$$\delta^{A/E}(E_a, x, E_b) = \bigvee_{a', b' \in A} E(a, a') \otimes \delta^A(a', x, b') \otimes E(b', b)$$

(25)

or equivalently,

$$\delta^{A/E}(E_a, x, E_b) = (E \circ \delta^A_a \circ E)(a, b) = E_a \circ \delta^A_a \circ E_b,$$

(26)

for any $a, b \in A$ and $x \in X$.

We can also define a fuzzy set $\sigma^{A/E} \in \mathcal{F}(A/E)$ of initial states and a fuzzy set $\tau^{A/E} \in \mathcal{F}(A/E)$ of terminal states by

$$\sigma^{A/E}(E_a) = \bigvee_{a' \in A} \sigma^A(a') \otimes E(a', a) = (\sigma^A \circ E)(a) = \sigma^A \circ E_a,$$

(27)

$$\tau^{A/E}(E_a) = \bigvee_{a' \in A} E(a, a') \otimes \tau^A(a') = (E \circ \tau^A)(a) = E_a \circ \tau^A,$$

(28)

for any $a \in A$.

Evidently, $\delta^{A/E}, \sigma^{A/E}$ and $\tau^{A/E}$ are well-defined and $\mathcal{A}/E = (A/E, \delta^{A/E}, \sigma^{A/E}, \tau^{A/E})$ is a fuzzy automaton, called the factor fuzzy automaton of $\mathcal{A}$ with respect to $E$.

Let us note that the fuzzy language $L(\mathcal{A}/E)$ recognized by the factor fuzzy automaton $\mathcal{A}/E$ is given by

$$L(\mathcal{A}/E)(e) = \sigma^A \circ E \circ \tau^A,$$

(29)

$$L(\mathcal{A}/E)(u) = \sigma^A \circ E \circ \delta^A \circ E \circ \delta^A \circ E \circ \cdots \circ E \circ \delta^A \circ E \circ \tau^A,$$

(30)

whereas the fuzzy language $L(\mathcal{A})$ recognized by the fuzzy automaton $\mathcal{A}$ is given by

$$L(\mathcal{A})(e) = \sigma^A \circ \tau^A,$$

(31)

$$L(\mathcal{A})(u) = \sigma^A \circ \delta^A \circ \delta^A \circ \cdots \circ \delta^A \circ \tau^A,$$

(32)

for any $u = x_1 x_2 \ldots x_n \in X^n$, where $x_1, x_2, \ldots, x_n \in X$. Therefore, fuzzy automata $\mathcal{A}$ and $\mathcal{A}/E$ recognize the same fuzzy language if and only if the fuzzy equivalence $E$ is a solution to a system of fuzzy relation equations

$$\sigma^A \circ \tau^A = \sigma^A \circ E \circ \tau^A,$$

$$\sigma^A \circ \delta^A \circ \delta^A \circ \cdots \circ \delta^A \circ \tau^A = \sigma^A \circ E \circ \delta^A \circ E \circ \delta^A \circ E \circ \cdots \circ E \circ \delta^A \circ E \circ \tau^A,$$

(33)

for all $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n \in X$. We call (33) the general system.

Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata. A function $\varphi : A \rightarrow B$ is called an isomorphism between $\mathcal{A}$ and $\mathcal{B}$ if it is bijective and for all $a, a_1, a_2 \in A$ and $x \in X$, the following is true:

$$\delta^A_1(a_1, a_2) = \delta^B_1(\varphi(a_1), \varphi(a_2)),$$

(34)

$$\sigma^A(a) = \sigma^B(\varphi(a)),$$

(35)

$$\tau^A(a) = \tau^B(\varphi(a)).$$

(36)

If there exists an isomorphism between $\mathcal{A}$ and $\mathcal{B}$, then we say that $\mathcal{A}$ and $\mathcal{B}$ are isomorphic fuzzy automata. Clearly, the inverse of an isomorphism of fuzzy automata is also an isomorphism, as well as the composition of two isomorphisms.

Cardinality of a fuzzy automaton $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$, in notation $|\mathcal{A}|$, is defined as the cardinality of its set of states $A$. A fuzzy automaton $\mathcal{A}$ is called minimal fuzzy automaton of a language $f \in \mathcal{F}$ if it recognizes $f$ and $|\mathcal{A}| \leq |\mathcal{A}'|$, for any fuzzy automaton $\mathcal{A}'$ recognizing $f$. A minimal fuzzy automaton recognizing a given fuzzy language $f$ is not necessarily unique up to an isomorphism (cf. Example 7.7). This is also true for nondeterministic automata. Further, minimization of fuzzy automata, as well as of nondeterministic ones, is computationally hard. For that reason, we will be interested in constructing minimal automata in some special subclasses of the class of all fuzzy automata recognizing a given fuzzy language $f$. 

8
4. Uniform fuzzy relations

In this section we recall some notions, notation and results from [19], concerning uniform fuzzy relations and related concepts.

Let $A$ and $B$ be non-empty sets and let $E$ and $F$ be fuzzy equivalences on $A$ and $B$, respectively. If a fuzzy relation $\varphi \in \mathcal{F}(A \times B)$ satisfies

\[(EX1) \quad \varphi(a_1, b) \otimes E(a_1, a_2) \leq \varphi(a_2, b), \text{ for all } a_1, a_2 \in A \text{ and } b \in B,\]

then it is called \textit{extensional with respect to} $E$, and if it satisfies

\[(EX2) \quad \varphi(a, b_1) \otimes F(b_1, b_2) \leq \varphi(a, b_2), \text{ for all } a \in A \text{ and } b_1, b_2 \in B,\]

then it is called \textit{extensional with respect to} $F$. If $\varphi$ is extensional with respect to $E$ and $F$, and it satisfies

\[(PFF) \quad \varphi(a, b_1) \otimes \varphi(a, b_2) \leq F(b_1, b_2), \text{ for all } a \in A \text{ and } b_1, b_2 \in B,\]

then it is called a \textit{partial fuzzy function} with respect to $E$ and $F$.

Partial fuzzy functions were introduced by Klawonn [47], and studied also by Demirci [22, 23]. By the adjunction property and symmetry, conditions (EX1) and (EX2) can be also written as

\[(EX1') \quad E(a_1, a_2) \leq \varphi(a_1, b) \leftrightarrow \varphi(a_2, b), \text{ for all } a_1, a_2 \in A \text{ and } b \in B;\]

\[(EX2') \quad F(b_1, b_2) \leq \varphi(a, b_1) \leftrightarrow \varphi(a, b_2), \text{ for all } a \in A \text{ and } b_1, b_2 \in B.\]

For any fuzzy relation $\varphi \in \mathcal{F}(A \times B)$ we can define a fuzzy equivalence $E^\varphi_A$ on $A$ by

\[
E^\varphi_A(a_1, a_2) = \bigwedge_{b \in B} \varphi(a_1, b) \leftrightarrow \varphi(a_2, b), \quad (37)
\]

for all $a_1, a_2 \in A$, and a fuzzy equivalence $E^\varphi_B$ on $B$ by

\[
E^\varphi_B(b_1, b_2) = \bigwedge_{a \in A} \varphi(a, b_1) \leftrightarrow \varphi(a, b_2), \quad (38)
\]

for all $b_1, b_2 \in B$. They will be called \textit{fuzzy equivalences on} $A$ and $B$ \textit{induced by} $\varphi$, and in particular, $E^\varphi_A$ will be called the \textit{kernel} of $\varphi$, and $E^\varphi_B$ the \textit{co-kernel} of $\varphi$. According to (EX1') and (EX2'), $E^\varphi_A$ and $E^\varphi_B$ are the greatest fuzzy equivalences on $A$ and $B$, respectively, such that $\varphi$ is extensional with respect to them.

A fuzzy relation $\varphi \in \mathcal{F}(A \times B)$ is called just a \textit{partial fuzzy function} if it is a partial fuzzy function with respect to $E^\varphi_A$ and $E^\varphi_B$ [19]. Partial fuzzy functions were characterized in [19] as follows:

**Theorem 4.1.** Let $A$ and $B$ be non-empty sets and let $\varphi \in \mathcal{F}(A \times B)$ be a fuzzy relation. Then the following conditions are equivalent:

(i) $\varphi$ is a partial fuzzy function;

(ii) $\varphi^{-1}$ is a partial fuzzy function;

(iii) $\varphi^{-1} \circ \varphi \leq E^\varphi_B$;

(iv) $\varphi \circ \varphi^{-1} \leq E^\varphi_B$;

(v) $\varphi \circ \varphi^{-1} \circ \varphi \leq \varphi$.

**Proof.** All conditions of this theorem are just another formulation of the conditions of Theorem 3.1 [19].
A fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) is called an \( \mathcal{L} \)-function if for each \( a \in A \) there exists \( b \in B \) such that \( \varphi(a, b) = 1 \) [24], and it is called surjective if for each \( b \in B \) there exists \( a \in A \) such that \( \varphi(a, b) = 1 \), i.e., if \( \varphi^{-1} \) is an \( \mathcal{L} \)-function. For a surjective fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) we also say that it is a fuzzy relation of \( A \) onto \( B \). If \( \varphi \) is an \( \mathcal{L} \)-function and it is surjective, i.e., if both \( \varphi \) and \( \varphi^{-1} \) are \( \mathcal{L} \)-functions, then \( \varphi \) is called a surjective \( \mathcal{L} \)-function.

Let us note that a fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) is an \( \mathcal{L} \)-function if and only if there exists a function \( \psi : A \to B \) such that \( \varphi(a, \psi(a)) = 1 \), for all \( a \in A \) (cf. [23, 24]). A function \( \psi \) with this property we will call a crisp description of \( \varphi \), and we will denote by \( \text{CR}(\varphi) \) the set of all such functions.

An \( \mathcal{L} \)-function which is a partial fuzzy function with respect to \( E \) and \( F \) is called a perfect fuzzy function with respect to \( E \) and \( F \). Perfect fuzzy functions were introduced and studied by Demirci [22, 23]. A fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) which is a perfect fuzzy function with respect to \( E^\varphi_A \) and \( E^\varphi_B \) will be called just a perfect fuzzy function.

Let \( A \) and \( B \) be non-empty sets and let \( E \) be a fuzzy equivalence on \( B \). An ordinary function \( \psi : A \to B \) is called \( E \)-surjective if for any \( b \in B \) there exists \( a \in A \) such that \( E(\psi(a), b) = 1 \). In other words, \( \psi \) is an \( E \)-surjective function if and only if \( \psi \circ E^\varphi_1 \) is an ordinary surjective function of \( A \) onto \( B/E \), where \( E^\varphi_1 : A \to B/E \) is a function given by \( E^\varphi_1(b) = E_b \), for each \( b \in B \). It is clear that \( \psi \) is an \( E \)-surjective function if and only if its image \( \text{Im} \psi \) has a non-empty intersection with every equivalence class of the crisp equivalence \( \ker(E) \).

Let \( A \) and \( B \) be non-empty sets and let \( \varphi \in \mathcal{F}(A \times B) \) be a partial fuzzy function. If, in addition, \( \varphi \) is a surjective \( \mathcal{L} \)-function, then it will be called a uniform fuzzy relation [19]. In other words, a uniform fuzzy relation is a perfect fuzzy function having the additional property that it is surjective. A uniform fuzzy relation that is also a crisp relation is called a uniform relation. The following characterizations of uniform fuzzy relations provided in [19] will be used in the further text.

**Theorem 4.2.** Let \( A \) and \( B \) be non-empty sets and let \( \varphi \in \mathcal{F}(A \times B) \) be a fuzzy relation. Then the following conditions are equivalent:

1. \( \varphi \) is a uniform fuzzy relation;
2. \( \varphi^{-1} \) is a uniform fuzzy relation;
3. \( \varphi \) is a surjective \( \mathcal{L} \)-function and
   \[ \varphi \circ \varphi^{-1} \circ \varphi = \varphi; \] (39)
4. \( \varphi \) is a surjective \( \mathcal{L} \)-function and
   \[ E^\varphi_A = \varphi \circ \varphi^{-1}; \] (40)
5. \( \varphi \) is a surjective \( \mathcal{L} \)-function and
   \[ E^\varphi_B = \varphi^{-1} \circ \varphi; \] (41)
6. \( \varphi \) is an \( \mathcal{L} \)-function, and for all \( \psi \in \text{CR}(\varphi) \), \( a \in A \) and \( b \in B \) we have that \( \psi \) is \( E^\varphi_B \)-surjective and
   \[ \varphi(a, b) = E^\varphi_B(\psi(a), b); \] (42)
7. \( \varphi \) is an \( \mathcal{L} \)-function, and for all \( \psi \in \text{CR}(\varphi) \) and \( a_1, a_2 \in A \) we have that \( \psi \) is \( E^\varphi_A \)-surjective and
   \[ \varphi(a_1, \psi(a_2)) = E^\varphi_A(a_1, a_2). \] (43)

**Proof.** Conditions (i), (ii), (vi) and (vii) are the same as in Theorem 3.3 [19], whereas (iv) and (v) are just another formulation of conditions (v) and (vi) of Theorem 3.3 [19]. The implication (iii) \( \Rightarrow \) (i) follows directly by Theorem 4.1. Thus, we have to prove only (i) \( \Rightarrow \) (iii).
If \( \varphi \) is a uniform fuzzy relation, then it is a surjective \( \mathcal{L} \)-function, and by Theorem 4.1 we obtain that \( \varphi \circ \varphi^{-1} \varphi \varphi \leq \varphi \), so it remains to prove the opposite inequality. Consider arbitrary \( \psi \in \mathcal{CR}(\varphi) \), \( a \in A \) and \( b \in B \). Then \( \varphi(a, \psi(a)) = \varphi^{-1}(\psi(a), a) = 1 \), and

\[
\varphi(a, b) = \varphi(a, \psi(a)) \otimes \varphi^{-1}(\psi(a), a) \otimes \varphi(a, b)
\]

\[
\leq \bigvee_{a' \in A, b' \in B} \varphi(a, b') \otimes \varphi^{-1}(b', a') \otimes \varphi(a', b) = (\varphi \circ \varphi^{-1} \circ \varphi)(a, b).
\]

Therefore, \( \varphi \leq \varphi \circ \varphi^{-1} \circ \varphi \), and we have proved that \( \varphi \circ \varphi^{-1} \circ \varphi = \varphi \). \( \square \)

**Corollary 4.3.** [19] Let \( A \) and \( B \) be non-empty sets, and let \( \varphi \in \mathcal{F}(A \times B) \) be a uniform fuzzy relation. Then for all \( \psi \in \mathcal{CR}(\varphi) \) and \( a_1, a_2 \in A \) we have that

\[
\mathcal{E}^\psi_A(a_1, a_2) = \mathcal{E}^\psi_B(\psi(a_1), \psi(a_2)).
\]

**Remark 4.4.** Let \( A \) and \( B \) be non-empty sets. According to Theorem 4.2, a fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) is a uniform fuzzy relation if and only if its inverse relation \( \varphi^{-1} \) is a uniform fuzzy relation.

Moreover, by (iv) and (v) of Theorem 4.2, we have that the kernel of \( \varphi^{-1} \) is the co-kernel of \( \varphi \), and conversely, the co-kernel of \( \varphi^{-1} \) is the kernel of \( \varphi \), that is

\[
\mathcal{E}^{\varphi^{-1}}_B = \mathcal{E}^\varphi_B \quad \text{and} \quad \mathcal{E}^{\varphi^{-1}}_A = \mathcal{E}^\varphi_A.
\]

The next lemmas will be very useful in our further work.

**Lemma 4.5.** Let \( A \) and \( B \) be non-empty sets, let \( \varphi \in \mathcal{F}(A \times B) \) be a uniform fuzzy relation, let \( \mathcal{E} = \mathcal{E}^\varphi_A \) and \( \mathcal{F} = \mathcal{E}^\varphi_B \), and let a function \( \tilde{\varphi} : A/E \to B/F \) be defined by

\[
\tilde{\varphi}(E_a) = F_{\varphi(a)} \quad \text{for any} \quad a \in A \quad \text{and} \quad \psi \in \mathcal{CR}(\varphi).
\]

Then \( \tilde{\varphi} \) is a well-defined function (it does not depend on the choice of \( \psi \in \mathcal{CR}(\varphi) \) and \( a \in A \)), it is a bijective function of \( A/E \) onto \( B/F \), and \( (\tilde{\varphi})^{-1} = \varphi^{-1} \).

**Proof.** Let \( a_1, a_2 \in A \) such that \( E_{a_1} = E_{a_2} \) and let \( \psi \in \mathcal{CR}(\varphi) \). By Corollary 4.3 we have \( \mathcal{F}(\psi(a_1), \psi(a_2)) = \mathcal{E}(a_1, a_2) = 1 \), so \( F_{\varphi(a_1)} = F_{\varphi(a_2)} \). On the other hand, let \( a \in A \) and \( \psi_1, \psi_2 \in \mathcal{CR}(\varphi) \). Then by Theorem 4.2 it follows that \( \mathcal{F}(\psi_1(a), \psi_2(a)) \geq \mathcal{E}(a, \psi_1(a)) \otimes \mathcal{E}(a, \psi_2(a)) = 1 \), and again, we obtain \( F_{\varphi(a_1)} = F_{\varphi(a_2)} \). Hence, \( \tilde{\varphi} \) is well-defined, i.e., it does not depend on the choice of \( \psi \in \mathcal{CR}(\varphi) \) and a representative of a fuzzy equivalence class of \( E \).

Next, for any \( \psi \in \mathcal{CR}(\varphi) \), \( \xi \in \mathcal{CR}(\varphi^{-1}) \), \( a \in A \) and \( b \in B \), by (vi) and (vii) of Theorem 4.2 we obtain

\[
\mathcal{E}(a, \xi(\psi(a))) = \varphi^{-1}(\psi(a), a) = \varphi(a, \psi(a)) = 1, \quad \mathcal{F}(b, \psi(\xi(b))) = \varphi(\xi(b), b) = \varphi^{-1}(b, \xi(b)) = 1,
\]

and hence, \( E_a = E_{\xi(\psi(a))} \) and \( F_b = E_{\psi(\xi(b))} \). By this it follows that \( (\tilde{\varphi})^{-1} = \varphi^{-1} \). \( \square \)

**Lemma 4.6.** Let \( A \) and \( B \) be non-empty sets, and let \( \varphi_1, \varphi_2 \in \mathcal{F}(A \times B) \) be uniform fuzzy relations. Then the following conditions are equivalent:

(i) \( \varphi_1 \leq \varphi_2 \);
(ii) \( \varphi_1^{-1} \leq \varphi_2^{-1} \);
(iii) \( \mathcal{CR}(\varphi_1) \subseteq \mathcal{CR}(\varphi_2) \) and \( \mathcal{E}^{\varphi_1}_A \leq \mathcal{E}^{\varphi_2}_A \);
(iv) \( \mathcal{CR}(\varphi_1) \subseteq \mathcal{CR}(\varphi_2) \) and \( \mathcal{E}^{\varphi_1}_B \leq \mathcal{E}^{\varphi_2}_B \).
We conclude that \( \varphi \) by the same arguments used in the proof of (iv). Proof. and for \( \varphi \in CR(\varphi_1) \subseteq CR(\varphi_2) \) we have that

\[
E_A^{\varphi_1}(a_1, a_2) = \varphi_1(a_1, \psi(a_2)) \leq \varphi_2(a_1, \psi(a_2)) = E_A^{\varphi_2}(a_1, a_2),
\]

and therefore, \( E_A^{\varphi_1} \leq E_A^{\varphi_2} \).

(iv) \( \Rightarrow \) (i). Consider arbitrary \( a \in A, b \in B \), and \( \psi \in CR(\varphi_1) \subseteq CR(\varphi_2) \). According to (vi) of Theorem 4.2, we have that

\[
\varphi_1(a, b) = E_B^{\varphi_1}(\psi(a), b) \leq E_B^{\varphi_2}(\psi(a), b) = \varphi_2(a, b),
\]

and we conclude that \( \varphi_1 \leq \varphi_2 \).

In view of Remark 4.4, by the same arguments used in the proof of (i) \( \Rightarrow \) (iii) we can prove (ii) \( \Rightarrow \) (iv), and by the same arguments used in the proof of (iv) \( \Rightarrow \) (i) we can prove (iii) \( \Rightarrow \) (ii).

As a direct consequence of the previous lemma we obtain the following corollary which shows that a uniform fuzzy relation is uniquely determined by its crisp representation and kernel, as well as by its crisp representation and co-kernel.

**Corollary 4.7.** Let \( A \) and \( B \) be non-empty sets, and let \( \varphi_1, \varphi_2 \in \mathcal{F}(A \times B) \) be uniform fuzzy relations. Then the following conditions are equivalent:

(i) \( \varphi_1 = \varphi_2 \);  
(ii) \( \varphi_1^{-1} = \varphi_2^{-1} \);  
(iii) \( CR(\varphi_1) = CR(\varphi_2) \) and \( E_A^{\varphi_1} = E_A^{\varphi_2} \);  
(iv) \( CR(\varphi_1) = CR(\varphi_2) \) and \( E_B^{\varphi_1} = E_B^{\varphi_2} \).

We know that the composition of two uniform fuzzy relations need not be a uniform fuzzy relation (cf. Example 6.1 [19]). However, if the co-kernel of the first factor of the composition is contained in the kernel of the second factor, then the composition is uniform, as the following lemma shows.

**Lemma 4.8.** Let \( A, B \) and \( C \) be non-empty sets, and let \( \varphi_1 \in \mathcal{F}(A \times B) \) and \( \varphi_2 \in \mathcal{F}(B \times C) \).

(a) If \( \varphi_1 \) and \( \varphi_2 \) are surjective \( \mathcal{L} \)-functions, then \( \varphi_1 \circ \varphi_2 \) is also a surjective \( \mathcal{L} \)-function.

(b) If \( \varphi_1 \) and \( \varphi_2 \) are uniform fuzzy relations such that \( E_B^{\varphi_1} \leq E_B^{\varphi_2} \), then \( \varphi_1 \circ \varphi_2 \) is also a uniform fuzzy relation.

**Proof.** (a) This is a simple consequence of the fact that for arbitrary \( \psi_1 \in CR(\varphi_1) \) and \( \psi_2 \in CR(\varphi_2) \) we have \( \psi_1 \circ \psi_2 \in CR(\varphi_1 \circ \varphi_2) \).

(b) The assumption \( E_B^{\varphi_1} \leq E_B^{\varphi_2} \) and Theorem 4.2 yield

\[
\varphi_2 \circ \varphi_1^{-1} \circ \varphi_1 = E_B^{\varphi_2} \circ E_B^{\varphi_1} = E_B^{\varphi_2} = \varphi_2 \circ \varphi_1^{-1},
\]

and for \( \varphi = \varphi_1 \circ \varphi_2 \) we have

\[
\varphi \circ \varphi^{-1} \circ \varphi = \varphi_1 \circ \varphi_2 \circ \varphi_2^{-1} \circ \varphi_1^{-1} \circ \varphi_1 = \varphi_1 \circ \varphi_2 \circ \varphi_2^{-1} \circ \varphi_2 = \varphi_1 \circ \varphi_2 \circ \varphi_2^{-1} = \varphi_1 \circ \varphi_2 = \varphi.
\]

Together with (a) this implies that \( \varphi = \varphi_1 \circ \varphi_2 \) is a uniform fuzzy relation. \( \square \)
5. Bisimulations for fuzzy automata

Now we are ready to move to consideration of bisimulations for fuzzy automata. In this section we give definitions and discuss the basic properties of bisimulations.

Let $A = (A, \delta^A, \sigma^A, \tau^A)$ and $B = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata. A fuzzy relation $\varphi \in \mathcal{F}(A \times B)$ is called a forward simulation if

\begin{align*}
\sigma^A &\leq \sigma^B \circ \varphi^{-1}, \\
\varphi^{-1} \circ \delta^A &\leq \delta^B \circ \varphi^{-1}, & \text{for every } x \in X, \\
\varphi^{-1} \circ \tau^A &\leq \tau^B,
\end{align*}

(46)–(48)

and a backward simulation if

\begin{align*}
\sigma^A \circ \varphi &\leq \sigma^B, \\
\delta^A \circ \varphi &\leq \varphi \circ \delta^B, & \text{for every } x \in X, \\
\tau^A &\leq \varphi \circ \tau^B.
\end{align*}

(49)–(51)

Furthermore, $\varphi$ is called forward bisimulation if both $\varphi$ and $\varphi^{-1}$ are forward simulations, that is, if $\varphi$ satisfies (46)–(48) and

\begin{align*}
\sigma^B \leq \sigma^A \circ \varphi, \\
\varphi \circ \delta^B \leq \delta^A \circ \varphi, & \text{for every } x \in X, \\
\varphi \circ \tau^B \leq \tau^A.
\end{align*}

(52)–(54)

and a backward bisimulation, if both $\varphi$ and $\varphi^{-1}$ are backward simulations, i.e., if $\varphi$ satisfies (49)–(51) and

\begin{align*}
\sigma^B \circ \varphi^{-1} \leq \sigma^A, \\
\delta^B \circ \varphi^{-1} \leq \varphi^{-1} \circ \delta^A, & \text{for every } x \in X, \\
\tau^B \leq \varphi^{-1} \circ \tau^A.
\end{align*}

(55)–(57)

Also, if $\varphi$ is a forward simulation and $\varphi^{-1}$ is a backward simulation, i.e., if

\begin{align*}
\sigma^A &= \sigma^B \circ \varphi^{-1}, \\
\varphi^{-1} \circ \delta^A &= \delta^B \circ \varphi^{-1}, & \text{for every } x \in X, \\
\varphi^{-1} \circ \tau^A &= \tau^B,
\end{align*}

(58)–(60)

then $\varphi$ is called a forward-backward bisimulation, or briefly a $FB$-bisimulation, and if $\varphi$ is a backward simulation and $\varphi^{-1}$ is a forward simulation, i.e., if

\begin{align*}
\sigma^A \circ \varphi &= \sigma^B, \\
\delta^A \circ \varphi &= \varphi \circ \delta^B, & \text{for every } x \in X, \\
\tau^A &= \varphi \circ \tau^B.
\end{align*}

(61)–(63)

then $\varphi$ is called a backward-forward bisimulation, or briefly a $BF$-bisimulation. For the sake of simplicity, we will call $\varphi$ just a simulation if $\varphi$ is either a forward or a backward simulation, and just a bisimulation if $\varphi$ is any of the four types of bisimulations defined above. Moreover, forward and backward bisimulations will be called homotypic, whereas backward-forward and forward-backward bisimulations will be called heterotypic.

In numerous papers dealing with simulations and bisimulations mostly forward simulations and forward bisimulations have been studied. They have been usually called just simulations and bisimulations, or strong simulations and strong bisimulations (cf. [59, 60, 74]), and the greatest bisimulation equivalence has
been usually called a bisimilarity. Distinction between forward and backward simulations, and forward and backward bisimulations, has been made, for instance, in [12, 31, 55] (for various kinds of automata), but less or more these concepts differ from the concepts having the same name which are considered here. More similar to our concepts of forward and backward simulations and bisimulations are those studied in [11], and in [32, 33] (for tree automata).

The following lemma can be easily proved by induction.

**Lemma 5.1.** If condition (47) or condition (50) holds for every letter $x \in X$, then it also holds if we replace the letter $x$ by an arbitrary word $u \in X^*$.

The following theorem presents some of the most important properties of simulations and bisimulations.

**Theorem 5.2.** Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata and let $\varphi \in \mathcal{F}(A \times B)$ be a fuzzy relation. Then

(A) If $\varphi$ is a simulation, then $L(\mathcal{A}) \subseteq L(\mathcal{B})$.

(B) If $\varphi$ is a bisimulation, then $L(\mathcal{A}) = L(\mathcal{B})$.

**Proof.** (A) Let $\varphi$ be a forward simulation. Then by (46)–(48) and Lemma 5.1, for arbitrary $u \in X^*$, we obtain

$$L(\mathcal{A})(u) = \sigma^A \circ \delta^A \circ \tau^A \subseteq \sigma^B \circ \varphi^{-1} \circ \delta^B \circ \tau^A \subseteq \sigma^B \circ \varphi^{-1} \circ \tau^A \subseteq \sigma^B \circ \delta^B \circ \tau^B = L(\mathcal{B})(u).$$

Therefore, $L(\mathcal{A})(u) \subseteq L(\mathcal{B})(u)$. Similarly we prove the case when $\varphi$ is a backward simulation.

(B) This statement is a direct consequence of the definition of four types of bisimulations and the statement (A).

The proof of the next lemma follows directly by definitions of forward and backward simulations and the dual fuzzy automaton.

**Lemma 5.3.** Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata. A fuzzy relation $\varphi \in \mathcal{F}(A \times B)$ is a backward simulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ if and only if it is a forward simulation between the reverse fuzzy automata $\overline{\mathcal{A}}$ and $\overline{\mathcal{B}}$.

The preceeding lemma remain true if we replace all occurrences of the term simulation with bisimulation. In view of this lemma, for any statement on forward simulatinos or bisimulations which is universally valid (valid for all fuzzy automata) there is the corresponding universally valid statement on backward simulations or bisimulations. For that reason, in the sequel we deal only with forward bisimulations.

The next two lemmas can be easily proved using the definition of a forward bisimulation and conditions (11), (13), (14), and (15). Note that these lemmas also hold for all types of simulations and bisimulations.

**Lemma 5.4.** Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$, $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ and $\mathcal{C} = (C, \delta^C, \sigma^C, \tau^C)$ be fuzzy automata and let $\varphi_1 \in \mathcal{F}(A \times B)$ and $\varphi_2 \in \mathcal{F}(B \times C)$ be forward bisimulations.

Then $\varphi_1 \circ \varphi_2 \in \mathcal{F}(A \times C)$ is also a forward bisimulation.

**Lemma 5.5.** Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata and let $\{\varphi_i\}_{i \in I} \subseteq \mathcal{F}(A \times B)$ be a non-empty family of forward bisimulations between $\mathcal{A}$ and $\mathcal{B}$.

Then $\bigvee_{i \in I} \varphi_i$ is also a forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$.

Now we are ready to state and prove the following fundamental result.

**Theorem 5.6.** Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata such that there exists at least one forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$. Then there exist the greatest forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$.

Moreover, the greatest forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$ is a partial fuzzy function.
Proof. By the hypothesis of the theorem, the collection of all forward bisimulations between $\mathcal{A}$ and $\mathcal{B}$ is non-empty. Let $\varphi$ be the join (union) of all members of this collection. According to Lemma 5.5, $\varphi$ is a forward bisimulation, and hence, it is the greatest forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$.

Further, according to Lemma 5.4, $\varphi \circ \varphi^{-1} \circ \varphi$ is also a forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$, and since $\varphi$ is the greatest one, we conclude that $\varphi \circ \varphi^{-1} \circ \varphi \leq \varphi$. Now, by Theorem 4.1 we obtain that $\varphi$ is a partial fuzzy function.

The previous theorem points to the importance of studying those bisimulations which are partial fuzzy functions. However, bisimulations are intended to model the equivalence between automata (or some related systems), and two automata are considered to be equivalent (as a whole) if every state of the first automaton is equivalent to some state of the second automaton, and vice versa. In the context of fuzzy automata this means that a fuzzy relation which we use to model the equivalence has to be a surjective $\mathcal{L}$-function (cf. Section 4). Seeing that partial fuzzy functions which are surjective $\mathcal{L}$-functions are exactly uniform fuzzy relations, we can say that the whole discussion points to the significance of studying those bisimulations which are uniform fuzzy relations. Just this kind of bisimulations is the main subject in most of this paper.

In numerous articles bisimulations were studied in the context of automata (or similar systems) without fixed initial states, or the definition of a bisimulation did not include any requirement concerning the initial states. In such cases there is a bisimulation between any two automata, the empty relation between them. However, here the empty relation is not a forward bisimulation, because it does not satisfy conditions (46) and (52) (except if $\sigma^A$ and $\sigma^B$ are empty). For that reason, in the formulation of Theorem 5.6 we were forced to assume that there is at least one forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$.

At the beginning of this section we have defined the concepts of simulations and bisimulations between two fuzzy automata which are generally different. In the rest of the section we consider the case when the two fuzzy automata are the same, i.e., we discuss bisimulations between a fuzzy automaton and itself.

Let $(A, \delta^A, \sigma^A, \tau^A)$ be an arbitrary fuzzy automaton. If a fuzzy relation $\varphi \in \mathcal{F}(AXA)$ is a forward bisimulation between $\mathcal{A}$ and itself, it will be called a forward bisimulation on $\mathcal{A}$ (analogously we define backward bisimulations on $\mathcal{A}$). Forward bisimulations on $\mathcal{A}$ which are fuzzy equivalences will be called forward bisimulation fuzzy equivalences.

Seeing that any fuzzy equivalence satisfies condition (46) (because of reflexivity and symmetry), we have that a fuzzy equivalence $E$ on $\mathcal{A}$ is a forward bisimulation on $\mathcal{A}$ if and only if

$$E \circ \delta^A \leq \delta^A \circ E, \quad \text{for each } x \in X,$$

$$E \circ \tau^A \leq \tau^A. \quad \text{(64)}$$

(condition (65) can be replaced with $E \circ \tau^A = \tau^A$). According to Theorem 4.1 [21] (see also Theorem 1 [20]), condition (64) is equivalent to

$$E \circ \delta^A \circ E = \delta^A \circ E, \quad \text{for each } x \in X. \quad \text{(66)}$$

Similarly, an equivalence $E$ on $\mathcal{A}$ is a backward bisimulation on $\mathcal{A}$ if and only if

$$\delta^A \circ E \leq E \circ \delta^A, \quad \text{for each } x \in X,$$

$$\sigma^A \circ E \leq \sigma^A. \quad \text{(67)}$$

(again we can replace (68) with $\sigma^A \circ E = \sigma^A$), and we also have that condition (67) is equivalent to

$$E \circ \delta^A \circ E = E \circ \delta^A, \quad \text{for each } x \in X. \quad \text{(69)}$$

Let us note that forward and backward bisimulation fuzzy equivalences on fuzzy automata were studied in [20, 21, 80], where they were called right and left invariant fuzzy equivalences. In a more general context, some related fuzzy equivalences, called right and left regular fuzzy equivalences, were studied in [38].

According to the results proved in [20, 21, 80] (see also [38]), any fuzzy automaton has the greatest forward and backward simulations, which are fuzzy quasi-orders, and the greatest forward and backward bisimulations, which are fuzzy equivalences. Algorithms for their computing were provided in the
same papers. It is worth noting that many efficient algorithms were also provided for computing the greatest bisimulation equivalence and the greatest simulation quasi-order on a labeled transition system or a nondeterministic automaton. The faster algorithms for computing the greatest bisimulation equivalence are based on the crucial equivalence between this problem and the relational coarsest partition problem (cf. [27, 30, 44, 62, 73]).

6. Uniform forward bisimulations

In the previous section we pointed out the importance of uniform forward bisimulations. However, the true picture of their significance give the results proved in this and the next section.

Theorem 6.1. Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata and let $\varphi \in \mathcal{F}(A \times B)$ be an arbitrary fuzzy relation. Then the following is true:

(A) $\varphi \circ \varphi^{-1}$ is a forward bisimulation on $\mathcal{A}$ and $\varphi^{-1} \circ \varphi$ is a forward bisimulation on $\mathcal{B}$, and

\[
\begin{align*}
\varphi \circ \varphi^{-1} &\leq E_A^\varphi \\
\varphi^{-1} \circ \varphi &\leq E_B^{\varphi^{-1}} \circ \varphi
\end{align*}
\]

for every $x \in X$, (70)

(B) If $\varphi$ is a uniform forward bisimulation, then $\varphi \circ \varphi^{-1}$ is a forward bisimulation fuzzy equivalence on $\mathcal{A}$ and $\varphi^{-1} \circ \varphi$ is a forward bisimulation fuzzy equivalence on $\mathcal{B}$.

Proof. (A) The inequalities (70) and (71) follow directly by definition of a forward bisimulation and compatibility of the ordering of fuzzy relations with respect to the composition of fuzzy relations (cf. Equation (11)).

By (70) and (71) it also follows that $\varphi \circ \varphi^{-1}$ and $\varphi^{-1} \circ \varphi$ are forward bisimulations on $\mathcal{A}$ and $\mathcal{B}$.

(B) If $\varphi$ is a uniform forward bisimulation, then by Theorem 4.2 it follows $\varphi \circ \varphi^{-1} = E_A^\varphi$ and $\varphi^{-1} \circ \varphi = E_B^{\varphi^{-1}}$, and therefore, $\varphi \circ \varphi^{-1} = E_A^\varphi$ and $\varphi^{-1} \circ \varphi = E_B^{\varphi^{-1}}$ are fuzzy equivalences on $\mathcal{A}$ and $\mathcal{B}$, respectively. The rest of the claim follows from (A).

It is worth to repeat that $\varphi \in \mathcal{F}(A \times B)$ is a uniform fuzzy relation if and only if it is a surjective $L$-function and $E_A^\varphi = \varphi \circ \varphi^{-1}$, or equivalently, if it is a surjective $\mathcal{L}$-function and $E_B^{\varphi^{-1}} = \varphi \circ \varphi^{-1}$ (cf. Theorem 4.2).

Remind that forward and backward bisimulations were defined in Section 5 by means of inequalities. But, it is often much easier to work with equalities than with inequalities, and the following theorem shows that uniform forward bisimulations can be also defined by means of equalities.

Theorem 6.2. Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata and let $\varphi \in \mathcal{F}(A \times B)$ be a uniform fuzzy relation. Then $\varphi$ is a forward bisimulation if and only if the following hold:

\[
\begin{align*}
\sigma^A \circ \varphi \circ \varphi^{-1} &\leq \sigma^B \circ \varphi, \\
\delta^A_x \circ \varphi \circ \varphi^{-1} &\leq \delta^B_x \circ \varphi, \\
\tau^A &\leq \tau^B,
\end{align*}
\]

for every $x \in X$, (73)

\[
\begin{align*}
\sigma^A \circ \varphi &\leq \sigma^B \circ \varphi, \\
\delta^A_x \circ \varphi &\leq \delta^B_x \circ \varphi, \\
\tau^A &\leq \tau^A \circ \tau^B, \\
\varphi \circ \tau^A &\leq \varphi \circ \tau^B, \\
\varphi^{-1} \circ \varphi &\leq \varphi^{-1} \circ \varphi
\end{align*}
\]

(74)

Proof. Let $\varphi$ be a forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$. Then $\sigma^A \leq \sigma^B \circ \varphi^{-1}$ implies

\[
\sigma^A \circ \varphi \circ \varphi^{-1} \leq \sigma^B \circ \varphi \circ \varphi^{-1} = \sigma^B \circ \varphi^{-1},
\]

and $\sigma^B \circ \varphi$ implies $\sigma^B \circ \varphi^{-1} \leq \sigma^A \circ \varphi \circ \varphi^{-1}$. Thus, we have $\sigma^A \circ \varphi \circ \varphi^{-1} = \sigma^B \circ \varphi^{-1}$. Moreover, we have $\sigma^A \circ \varphi = \sigma^A \circ \varphi \circ \varphi^{-1} \circ \varphi = \sigma^B \circ \varphi \circ \varphi^{-1} \circ \varphi = \sigma^B \circ \varphi$.

By (A) of Theorem 6.1, for each $x \in X$ we have that

\[
\varphi \circ \delta^B_x \circ \varphi^{-1} \leq \delta^A_x \circ \varphi \circ \varphi^{-1} = \varphi \circ \varphi^{-1} \circ \delta^A_x \circ \varphi \circ \varphi^{-1} \leq \varphi \circ \delta^B_x \circ \varphi \circ \varphi^{-1} \circ \varphi \circ \varphi^{-1} = \varphi \circ \delta^B_x \circ \varphi \circ \varphi^{-1},
\]

whence $\varphi \circ \delta^B_x \circ \varphi^{-1} = \delta^A_x \circ \varphi \circ \varphi^{-1}$, and similarly, $\varphi^{-1} \circ \delta^A_x \circ \varphi \circ \varphi^{-1} = \delta^B_x \circ \varphi \circ \varphi^{-1} \circ \varphi$. On the other hand, by (B) of Theorem 6.1 we obtain that $\tau^A = \varphi \circ \varphi^{-1} \circ \tau^A \leq \varphi \circ \tau^B \leq \tau^A$, so $\tau^A = \varphi \circ \tau^B$, and similarly $\tau^B = \varphi^{-1} \circ \tau^A$.
Conversely, let (72)–(74) hold. Then $\sigma^A \leq \sigma^A \circ \varphi \circ \varphi^{-1} = \sigma^B \circ \varphi^{-1}$, and for every $x \in X$, we have

$\varphi^{-1} \circ \delta^A_x \leq \varphi^{-1} \circ \delta^A_x \circ \varphi \circ \varphi^{-1} = \delta^B_x \circ \varphi \circ \varphi^{-1} = \delta^C_x \circ \varphi^{-1}$. 

Clearly, $\varphi^{-1} \circ \tau^A \leq \tau^B$, so $\varphi$ is a forward simulation between $\mathcal{A}$ and $\mathcal{B}$. Further, $\sigma^B \leq \sigma^B \circ \varphi^{-1} \circ \varphi = \sigma^A \circ \varphi$, and for every $x \in X$, we have

$\varphi \circ \delta^B_x \leq \varphi \circ \delta^B_x \circ \varphi^{-1} \circ \varphi = \delta^A_x \circ \varphi \circ \varphi^{-1} = \delta^A_x \circ \varphi$. 

Also, $\varphi \circ \tau^A \leq \tau^B$, whence it follows that $\varphi^{-1}$ is a forward simulation between $\mathcal{B}$ and $\mathcal{A}$. Therefore, $\varphi$ is a forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$. □

The following theorem is one of the main results of this article.

**Theorem 6.3.** Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata and let $\varphi \in \mathcal{F}(A \times B)$ be a uniform fuzzy relation. Then $\varphi$ is a forward bisimulation if and only if the following is true:

(i) $E^P_A$ is a forward bisimulation on $\mathcal{A}$;

(ii) $E^P_B$ is a forward bisimulation on $\mathcal{B}$;

(iii) $\overline{\varphi}$ is an isomorphism of factor fuzzy automata $\mathcal{A}/E^P_A$ and $\mathcal{B}/E^P_B$.

**Proof.** For the sake of simplicity set $E = E^P_A$ and $F = E^P_B$.

Let $\varphi$ be a forward bisimulation. The assertions (i) and (ii) follow directly by (iv) and (v) of Theorem 4.2 and Theorem 6.1. According to Lemma 4.5, $\overline{\varphi}$ is a bijective function of $A/E$ onto $B/F$.

Next, consider arbitrary $a, a_1, a_2 \in A, x \in X$ and $\psi \in CR(\varphi)$. According to Theorem 6.2, we have that

$$
\sigma^{A/E}(E_a) = \left(\sigma^A \circ E\right)(a) = \left(\sigma^B \circ \varphi^{-1}\right)(a) = \bigvee_{b \in B} \sigma^B(b) \otimes \varphi(a, b) = \bigvee_{b \in B} \sigma^B(b) \otimes F(\psi(a), b)
$$

$$
= \bigvee_{b \in B} \sigma^B(b) \otimes F(b, \psi(a)) = \left(\sigma^B \circ F\right)(\psi(a)) = \sigma^{B/F}(F(\psi(a))) = \sigma^{B/F}(\overline{\varphi}(E_a)),
$$

$$
\tau^{A/E}(E_a) = \left(\tau^A \circ E\right)(a) = \left(\tau^B\right)(a) = \bigvee_{b \in B} \varphi(a, b) \otimes \tau^B(b) = \bigvee_{b \in B} F(\psi(a), b) \otimes \tau^B(b)
$$

$$
= \left(\tau^B\right)(\psi(a)) = \tau^{B/F}(F(\psi(a))) = \tau^{B/F}(\overline{\varphi}(E_a))
$$

Further, by (i), (70) and (39) we obtain that

$$
\delta^A_x \circ E = E \circ \delta^A_x \circ E = \varphi \circ \varphi^{-1} \circ \delta^A_x \circ \varphi \circ \varphi^{-1} \leq \varphi \circ \delta^B \circ \varphi^{-1} \circ \varphi = \varphi \circ \delta^B \circ \varphi^{-1} \leq \delta^A_x \circ E,
$$

and hence, $E \circ \delta^A_x \circ E = \delta^A_x \circ E = \varphi \circ \delta^B \circ \varphi^{-1}$. By this and by (42) it follows that

$$
\delta^{A/E}(E_{a_1}, x, E_{a_2}) = \left(E \circ \delta^A_x \circ E\right)(a_1, a_2)
$$

$$
= \left(\varphi \circ \delta^B \circ \varphi^{-1}\right)(a_1, a_2)
$$

$$
= \bigvee_{b_1, b_2 \in B} F(\psi(a_1), b_1) \otimes \delta^B_x(b_1, b_2) \otimes F(\psi(a_2), b_2)
$$

$$
= \left(\tau^B\right)(\psi(a_1), \psi(a_2)) = \tau^{B/F}(F(\psi(a_1), \psi(a_2)))
$$

$$
= \delta^{B/F}(\overline{\varphi}(E_{a_1}), x, \overline{\varphi}(E_{a_2})),
$$

Therefore, $\overline{\varphi}$ is an isomorphism between fuzzy automata $\mathcal{A}/E$ and $\mathcal{B}/F$. 17
Conversely, let (i), (ii) and (iii) hold. For arbitrary \( \psi \in \text{CR}(\varphi) \), \( \xi \in \text{CR}(q^{-1}) \), \( a, a_1, a_2 \in A \), \( b_1, b_2 \in B \) and \( x \in X \) we have that
\[
\sigma^A(a) \leq (\sigma^A \circ E)(a) = \sigma^{A/F}(E_a) = \sigma^{B/F}(\bar{\varphi}(E_a)) = \sigma^{B/F}(F_\psi(a)) = (\sigma^B \circ F)(\psi(a))
\]
\[
= \bigvee_{b \in B} \sigma^B(b) \otimes F(b, \psi(a)) = \bigvee_{b \in B} \sigma^B(b) \otimes F(\psi(a), b) = \bigvee_{b \in B} \sigma^B(b) \otimes \varphi(a, b)
\]
so, \( \sigma^A \leq (\sigma^B \circ \varphi)^{-1} \), and in a similar way we prove that \( \sigma^B \leq (\sigma^A \circ \varphi) \). Further,
\[
(E \circ \delta^A \circ E)(a_1, a_2) = \delta^{A/E}(E_{a_1}, x, E_{a_2}) = \delta^{B/E}(\bar{\varphi}(E_{a_1}), x, \bar{\varphi}(E_{a_2}))
\]
\[
= \delta^{B/F}(F_\psi(a_1), x, F_\psi(a_2)) = (F \circ \delta^B \circ F)(\psi(a_1), \psi(a_2)),
\]
and similarly,
\[
(F \circ \delta^B \circ F)(b_1, b_2) = (E \circ \delta^A \circ E)(\xi(b_1), \xi(b_2)).
\]
According to (i) and (ii), \( \varphi^{-1} \circ \delta^A \leq \varphi^{-1} \circ E \circ \delta^A \leq \varphi^{-1} \circ \delta^A \circ E \), and now, by (42) and (43), for all \( a \in A \) and \( b \in B \) we obtain that
\[
(\varphi^{-1} \circ \delta^A)(b, a) \leq (\varphi^{-1} \circ \delta^A \circ E)(b, a) = \bigvee_{a_1 \in A} \varphi^{-1}(b, a_1) \otimes (\delta^A \circ E)(a_1, a)
\]
\[
= \bigvee_{a_1 \in A} E(\xi(b), a_1) \otimes (\delta^A \circ E)(a_1, a) = (E \circ \delta^A \circ E)(\xi(b), a)
\]
\[
= (F \circ \delta^B \circ F)(\psi(\xi(b)), \psi(a)) = \bigvee_{b_1 \in B} F(\psi(\xi(b)), b_1) \otimes (\delta^B \circ F)(b_1, \psi(a))
\]
\[
= \bigvee_{b_1 \in B} F(b, b_1) \otimes (\delta^B \circ F)(b_1, \psi(a)) = (F \circ \delta^B \circ F)(b, \psi(a)) = (\delta^B \circ F)(b, \psi(a))
\]
\[
= \bigvee_{b_2 \in B} \delta^B(b, b_2) \otimes F(b_2, \psi(a)) = \bigvee_{b_2 \in B} \delta^B(b, b_2) \otimes \varphi(a, b_2) = (\delta^B \circ \varphi^{-1})(b, a),
\]
so \( \varphi^{-1} \circ \delta^A \leq \delta^B \circ \varphi^{-1} \). Here we have used the fact that \( F(\psi(\xi(b)), b) = \varphi(\xi(b), b) = \varphi^{-1}(b, \xi(b)) = 1 \), whence \( F_\psi(\xi(b)) = F_b \) and
\[
F(\psi(\xi(b)), b_1) = F(\psi(\xi(b)), b_1) = F_\psi(b_1) = F(b, b_1).
\]
In a similar way we show that \( \varphi \circ \delta^B \leq \delta^A \circ \varphi \). Further,
\[
\tau^A(a) = (E \circ \tau^A)(a) = \tau^{A/F}(E_a) = \tau^{B/F}(\bar{\varphi}(E_a)) = \tau^{B/F}(F_\psi(a)) = \bigvee_{b \in B} F(\psi(a), b) \otimes \tau^B(b)
\]
\[
= \bigvee_{b \in B} \varphi(a, b) \otimes \tau^B(b) = (\varphi \circ \tau^B)(a),
\]
so \( \tau^A = \varphi \circ \tau^B \), and similarly we get \( \varphi^{-1} \circ \tau^A \leq \tau^B \). Therefore, \( \varphi \) is a uniform forward bisimulation between fuzzy automata \( \mathcal{A} \) and \( \mathcal{B} \). \( \square \)

**Theorem 6.4.** Let \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, \sigma^B, \tau^B) \) be fuzzy automata, and let \( E \) be a forward bisimulation on \( \mathcal{A} \) and \( F \) a forward bisimulation on \( \mathcal{B} \).

Then there exists a uniform forward bisimulation \( \varphi \in \mathcal{F}(A \times B) \) such that
\[
E^\varphi_A = E \text{ and } E^\varphi_B = F,
\]
if and only if there exists an isomorphism \( \psi : \mathcal{A} \to \mathcal{B} \) such that for all \( a_1, a_2 \in A \) we have
\[
\bar{E}(E_{a_1}, E_{a_2}) = \bar{F}(\phi(E_{a_1}), \phi(E_{a_2})).
\]
Proof. Let \( \varphi \) be a uniform forward bisimulation satisfying (93), and let \( \psi \in \text{CR}(\varphi) \). By definition of \( \tilde{E}, \tilde{F} \) and \( \tilde{\varphi} \), and Corollary 4.5, we obtain that

\[
\tilde{E}(E_{a_1}, E_{a_2}) = E(a_1, a_2) = F(\psi(a_1), \psi(a_2)) = \tilde{F}(F(\psi(a_1), F(\psi(a_2))) = \tilde{F}(\varphi(E_{a_1}, \varphi(E_{a_2})),
\]

and according to Theorem 6.3, \( \tilde{\varphi} \) is an isomorphism of \( \mathcal{A}/E \) onto \( \mathcal{B}/F \) satisfying (94).

Conversely, let \( \phi : \mathcal{A}/E \to \mathcal{B}/F \) be an isomorphism satisfying (94). Define functions \( \phi_E : A \to A/E \) and \( \phi_F : B/F \to B \) by:

\[
\phi_E(x) = E(x), \quad \phi_F(\eta) = \phi(\eta)
\]

for any \( x \in A \) and \( \eta \in B,F \). Define also a fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) by

\[
\varphi(a, b) = F(\psi(a), b), \quad \text{for all } a \in A \text{ and } b \in B.
\]

By the proof of Theorem 3.4 [19], \( \varphi \) is a uniform fuzzy relation satisfying (93) and \( \psi \in \text{CR}(\varphi) \). For an arbitrary \( a \in A \) we have that \( \phi(E_a) = F_b \), for some \( b \in B \), and

\[
\psi(a) = \phi_F(\phi(\varphi(a))) = \phi_F(\phi(E(a)) = \phi_F(F_b) = \varphi(E_a),
\]

whence it follows that

\[
\tilde{\varphi}(E_a) = F(\varphi(a)) = F_b = \phi(E_a),
\]

for every \( a \in A \). Therefore, \( \tilde{\varphi} = \phi \), and according to Theorem 6.3, \( \varphi \) is a uniform forward bisimulation. \( \square \)

7. UFB-equivalent fuzzy automata

Bisimulations have been studied in various contexts, but they have always been used as a means to establish structural equivalence between states of one or two different automata or related systems. As we already said in Section 5, two automata can be considered structurally equivalent only if every state of one automaton is equivalent to some state of another automaton, and vice versa. There is no real equivalence between two automata if some state is not equivalent to any state of another automaton. In other words, equivalence should be modeled by a complete and surjective relation, or in the fuzzy context, by a surjective \( \mathcal{L} \)-function. But, if there is a forward bisimulation between two fuzzy automata \( \mathcal{A} \) and \( \mathcal{B} \) which is a surjective \( \mathcal{L} \)-function, then the greatest forward bisimulation between \( \mathcal{A} \) and \( \mathcal{B} \) also has this property, and according to Theorem 5.6, it is a uniform forward bisimulation. Therefore, it is absolutely the same to say that there is a forward bisimulation between \( \mathcal{A} \) and \( \mathcal{B} \) which is a surjective \( \mathcal{L} \)-function, and to say that there is a uniform forward bisimulation between \( \mathcal{A} \) and \( \mathcal{B} \). For this reason, we introduce the following type of equivalence between fuzzy automata.

Fuzzy automata \( \mathcal{A} = (A, \delta^A, \alpha^A, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, \alpha^B, \tau^B) \) will be called uniformly forward bisimulation equivalent, or briefly UFB-equivalent, in notation \( \mathcal{A} \sim_{\text{UFB}} \mathcal{B} \), if there exists a uniform forward bisimulation between \( \mathcal{A} \) and \( \mathcal{B} \). Analogously we can define uniformly backward bisimulation equivalent fuzzy automata, but this kind of equivalence will not be considered separately, because of properties that are analogous to the properties of UFB-equivalence.

The next theorem establishes a correspondence between the uniform forward bisimulations and forward bisimulation equivalences, analogous to the correspondence between homomorphisms and congruences in algebra.

**Theorem 7.1.** Let \( \mathcal{A} = (A, \delta^A, \alpha^A, \tau^A) \) be a fuzzy automaton, let \( E \) be a fuzzy equivalence on \( \mathcal{A} \), and let \( \mathcal{A}/E = (A/E, \delta^{A/E}, \alpha^{A/E}, \tau^{A/E}) \) be the fuzzy factor automaton of \( \mathcal{A} \) with respect to \( E \).

1. A fuzzy relation \( \varphi \in \mathcal{F}(A \times A/E) \) defined by

\[
\varphi(a_1, E_{a_2}) = E(a_1, a_2), \quad \text{for all } a_1, a_2 \in A,
\]

is a uniform fuzzy relation such that \( E^\varphi_A = E \) and \( E^{A/E} \) is a fuzzy equality, and \( \varphi \) is both a forward and backward simulation.
Therefore, \( \phi \) and only if (if 
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(A) According to Theorem 7.1 [19], \( \phi \) is a uniform fuzzy relation, \( E^\phi_A = E \) and \( E^{\phi_A}_A \) is a fuzzy equality. Moreover, for arbitrary \( x \in X \) and \( a, a_1, a_2 \in A \) we have that

\[
\sigma^A(a) \leq (\sigma^A \circ E)(a) = \bigvee_{a_3 \in A} (\sigma^A \circ E)(a_3) \otimes E(a_3, a) = \bigvee_{a_3 \in A} \sigma^{A/E}(E_{a_3}) \otimes \phi^{-1}(E_{a_3}, a) = (\sigma^{A/E} \circ \phi^{-1})(a),
\]

(B) The following conditions are equivalent:

(i) \( E \) is a forward bisimulation on \( \mathcal{A} \);
(ii) \( \phi \) is a forward bisimulation;
(iii) \( \phi \) is a backward-forward bisimulation.

Proof. (A) According to Theorem 7.1 [19], \( \phi \) is a uniform fuzzy relation, \( E^\phi_A = E \) and \( E^{\phi_A}_A \) is a fuzzy equality. Moreover, for arbitrary \( x \in X \) and \( a, a_1, a_2 \in A \) we have that

\[
\sigma^A(a) \leq (\sigma^A \circ E)(a) = \bigvee_{a_3 \in A} (\sigma^A \circ E)(a_3) \otimes E(a_3, a) = \bigvee_{a_3 \in A} \sigma^{A/E}(E_{a_3}) \otimes \phi^{-1}(E_{a_3}, a) = (\sigma^{A/E} \circ \phi^{-1})(a),
\]

(79)

\[
(q^{-1} \circ \delta^A)(E_{a_1}, a_2) = \bigvee_{a_3 \in A} q^{-1}(E_{a_1}, a_3) \otimes \delta^A(a_3, a_2) = \bigvee_{a_3 \in A} E(a_1, a_3) \otimes \delta^A(a_3, a_2)
\]

(80)

\[
= (E \circ \delta^A)(a_1, a_2) \leq (E \circ \delta^A \circ E)(a_1, a_2) = (E \circ \delta^A \circ E)(a_1, a_2)
\]

(81)

and also,

\[
(\sigma^A \circ \phi)(E_a) = \bigvee_{a_1 \in A} \sigma^A(a_1) \otimes \phi(a_1, E_a) = \bigvee_{a_1 \in A} \sigma^A(a_1) \otimes E(a_1, a) = (\sigma^A \circ E)(a) = \sigma^{A/E}(E_a),
\]

(82)

\[
(\delta^A \circ \phi)(a_1, E_{a_2}) = \bigvee_{a_3 \in A} \delta^A(a_1, a_3) \otimes \phi(a_3, E_{a_2}) = \bigvee_{a_3 \in A} \delta^A(a_1, a_3) \otimes E(a_3, a_2)
\]

(83)

\[
= (\delta^A \circ E)(a_1, a_2) \leq (E \circ \delta^A \circ E)(a_1, a_2) = (E \circ \delta^A \circ E)(a_1, a_2)
\]

(84)

\[
\tau^A(a) \leq (E \circ \tau^A)(a) = \bigvee_{a_3 \in A} E(a, a_3) \otimes E \circ \tau^A(a_3) = \bigvee_{a_3 \in A} \phi(a, E_{a_3}) \otimes \tau^{A/E}(E_{a_3}) = (\phi \circ \tau^{A/E})(a).
\]

Therefore, \( \phi \) is both a forward and a backward simulation.

(B) It is evident that the opposite inequalities in (83) and (84) hold (i.e., \( \phi^{-1} \) is a forward simulation) if and only if \( E \) is a forward bisimulation on \( \mathcal{A} \). Therefore, we conclude that conditions (i), (ii) and (iii) are equivalent. \( \square \)

The next example shows that a fuzzy relation \( \phi \) defined as in (78) need not be a forward bisimulation (if \( E \) is not a forward bisimulation on \( \mathcal{A} \)).

Example 7.2. Let \( \mathcal{L} \) be the Boolean structure, and let \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \) be a fuzzy automaton over \( \mathcal{L} \) (i.e., a nondeterministic automaton) with \( |A| = 4, X = \{x\} \) and

\[
\delta^A_x = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad \sigma^A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}, \quad \tau^A = \begin{bmatrix}
0 \\
1
\end{bmatrix},
\]

\(20\)
and let $E$ and $F$ be fuzzy equivalences on $A$ given by

$$
E = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{bmatrix}, \quad F = \begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}.
$$

The factor fuzzy automata $\mathcal{A}/E = (A/E, \delta^{A/E}, \sigma^{A/E}, \tau^{A/E})$ and $\mathcal{A}/F = (A/F, \delta^{A/F}, \sigma^{A/F}, \tau^{A/F})$ are given as follows: $|A/E| = 3$, $|A/F| = 2$, and

$$
\delta^{A/E}_0 = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \delta^{A/F}_0 = \begin{bmatrix}
1 & 0 \\
0 & 0 
\end{bmatrix}, \quad \sigma^{A/E} = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \sigma^{A/F} = \begin{bmatrix}
1 & 0 \\
0 & 1 
\end{bmatrix}, \quad \tau^{A/E} = \begin{bmatrix}
0 & 1 \\
1 & 0 \\
1 & 1
\end{bmatrix}, \quad \tau^{A/F} = \begin{bmatrix}
0 & 1 \\
1 & 0 \\
1 & 1
\end{bmatrix}.
$$

It can be easily verified that $\mathcal{A}/E$ is language equivalent to $\mathcal{A}$, but $\mathcal{A}/F$ is not language equivalent to $\mathcal{A}$ (cf. Example 3.1 [21]). Let $\varphi_E \in \mathcal{F}(A \times A/E)$ be a fuzzy relation given by

$$
\varphi_E = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}.
$$

It is also easy to check that $\varphi_E$ is a forward bisimulation between $\mathcal{A}$ and $\mathcal{A}/E$, as well as a backward-forward bisimulation between $\mathcal{A}$ and $\mathcal{A}/E$, and hence, fuzzy automata $\mathcal{A}$ and $\mathcal{A}/E$ are UFB-equivalent.

On the other hand, fuzzy automata $\mathcal{A}$ and $\mathcal{A}/F$ are not UFB-equivalent, because they are not language equivalent (cf. Theorem 5.2), and the fuzzy relation $\varphi_F \in \mathcal{F}(A \times A/F)$ defined by $\varphi_F(a_1, F_{a_2}) = F(a_1, a_2)$, for all $a_1, a_2 \in A$ (i.e., defined as in (78)), is not a forward bisimulation. For suspicious,

$$
\varphi_F = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix} \quad \text{and} \quad \varphi_F \circ \delta^{A/F}_1 = \begin{bmatrix}
1 & 1 & 1 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \varphi_E \circ \delta^{A/E}_1 = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
$$

The following theorem (the part (A)) can be conceived as a version, for fuzzy automata, of the well-known Second Isomorphism Theorem from universal algebra.

**Theorem 7.3.** Let $\mathcal{A} = (A, \delta^{A}, \sigma^{A}, \tau^{A})$ be a fuzzy automaton, let $E$ and $G$ be fuzzy equivalences on $\mathcal{A}$ such that $E \leq G$, and let $\mathcal{A}/E = (A/E, \delta^{A/E}, \sigma^{A/E}, \tau^{A/E})$ be the fuzzy factor automaton of $\mathcal{A}$ with respect to $E$. Then

(A) A fuzzy relation $G/E$ on $\mathcal{A}/E$ defined by

$$
G/E(a_1, E_{a_2}) = G(a_1, a_2), \quad \text{for all } a_1, a_2 \in A,
$$

is a fuzzy equivalence on $\mathcal{A}/E$, and the factor fuzzy automata $(\mathcal{A}/E)/(G/E)$ and $\mathcal{A}/G$ are isomorphic.

(B) A fuzzy relation $\varphi \in \mathcal{F}(A \times A/E)$ defined by

$$
\varphi(a_1, E_{a_2}) = G(a_1, a_2), \quad \text{for all } a_1, a_2 \in A,
$$

is a uniform fuzzy relation satisfying $E_{A}^{\varphi} = G$ and $E_{A/E}^{\varphi} = G/E$.

In addition, if $E$ is a forward bisimulation on $\mathcal{A}$, then the following is true:

(C) $G$ is a forward bisimulation on $\mathcal{A}$ if and only if $G/E$ is a forward bisimulation on $\mathcal{A}/E$.

(D) $G$ is the greatest forward bisimulation on $\mathcal{A}$ if and only if $G/E$ is the greatest forward bisimulation on $\mathcal{A}/E$.

(E) $G$ is a forward bisimulation on $\mathcal{A}$ if and only if $\varphi$ is a forward bisimulation between $\mathcal{A}$ and $\mathcal{A}/E$. 
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Proof. The assertion (A) was proved in Theorem 3.1 [21], but without considering fuzzy sets of initial and terminal states, and in Theorem 3.3 [80], in a more general context (for fuzzy quasi-orders).

(B) For arbitrary \(a_1, a_2, a_3, a_4 \in A\) we have that
\[
\varphi(a_1, E_{a_2}) \otimes \varphi(a_3, E_{a_3}) \otimes \varphi(a_4, E_{a_4}) = G(a_1, a_2) \otimes G(a_2, a_3) \otimes G(a_3, a_4) \leq G(a_1, a_4) = \varphi(a_1, E_{a_4}),
\]
so \(\varphi\) is a partial fuzzy function. It is clear that \(\varphi\) is also a surjective \(\mathcal{L}\)-function, and hence, \(\varphi\) is a uniform fuzzy relation. Moreover, for arbitrary \(a_1, a_2 \in A\) we have that
\[
(\varphi \circ \varphi^{-1})(a_1, a_2) = \bigvee_{a_3 \in A} \varphi(a_1, E_{a_3}) \otimes \varphi(a_2, E_{a_3}) = \bigvee_{a_3 \in A} G(a_1, a_3) \otimes G(a_3, a_2) = G(a_1, a_2),
\]
and we conclude that \(E_{A}^\varphi = \varphi \circ \varphi^{-1} = G\) and \(E_{A/E}^\varphi = \varphi^{-1} \circ \varphi = G/E\).

Further, let \(E\) be a forward bisimulation on \(\mathcal{A}\). The assertions (C) and (D) were proved in Theorem 5.1 [21], but also disregarding fuzzy sets of initial and terminal states, and in Theorem 7.1 [80], in a more general context (for fuzzy quasi-orders). Here we are going to prove (E).

Since \(E \circ \delta_x^A \circ E = \delta_x^A \circ E\), and by \(E \leq G\) it follows \(E \circ G = G \circ E = G\), for any \(a_1, a_2 \in A\) we have that
\[
(\varphi \circ \varphi^{-1})(a_1, a_2) = \bigvee_{a_3 \in A} \varphi(a_1, E_{a_3}) \otimes \varphi(a_2, E_{a_3}) = \bigvee_{a_3 \in A} G(a_1, a_3) \otimes \varphi(a_2, E_{a_3}) = \bigvee_{a_3 \in A} G(a_1, a_3) \otimes G(a_3, a_2) = G(a_1, a_2),
\]
and we conclude that \(E_{A}^\varphi = \varphi \circ \varphi^{-1} = G\) and \(E_{A/E}^\varphi = \varphi^{-1} \circ \varphi = G/E\).

Now, if \(G\) is a forward bisimulation on \(\mathcal{A}\), then \(G \circ \delta_x^A \preceq \delta_x^A \circ G\) and \(G \circ \delta_x^A \preceq G \circ \delta_x^A \circ G = \delta_x^A \circ G\), and hence, \(\varphi^{-1} \circ \delta_x^A \preceq \delta_x^A \circ \varphi^{-1}\) and \(\varphi \circ \delta_x^A \preceq \delta_x^A \circ \varphi\), so \(\varphi\) is a forward simulation. Conversely, if \(\varphi\) is a forward simulation, then we obtain that \(G \circ \delta_x^A \preceq \delta_x^A \circ G\), i.e., \(G\) is a forward bisimulation on \(\mathcal{A}\).  

Now we are ready to state and prove the main theorem of this section.

**Theorem 7.4.** Let fuzzy automata \(\mathcal{A} = (A, \delta^A, X, \sigma^A, \tau^A)\) and \(\mathcal{B} = (B, \delta^B, X, \sigma^B, \tau^B)\) be UFB-equivalent.

Then there exists a uniform forward bisimulation \(\varphi\) between \(\mathcal{A}\) and \(\mathcal{B}\) whose kernel \(E_A^\varphi\) is the greatest forward bisimulation on \(\mathcal{A}\) and the co-kernel \(E_B^\varphi\) is the greatest forward bisimulation on \(\mathcal{B}\).

Moreover, \(\varphi\) is the greatest forward bisimulation between \(\mathcal{A}\) and \(\mathcal{B}\).

Proof. Let \(\chi \in \mathcal{F}(A \times B)\) be a uniform forward bisimulation, and let \(E_A^\chi = E\) and \(E_B^\chi = F\). According to Theorem 6.3, \(E\) is a forward bisimulation on \(\mathcal{A}\), \(F\) is a forward bisimulation on \(\mathcal{B}\), and \(\chi\) is an isomorphism of \(\mathcal{A}/E\) onto \(\mathcal{B}/F\), and by the proof of Theorem 6.4, for all \(a_1, a_2 \in A\) we have that
\[
\overline{E}(E_{a_1}, E_{a_2}) = \overline{F}(\chi(E_{a_1}), \chi(E_{a_2})).
\]
Further, let \(G\) be the greatest forward bisimulation on \(\mathcal{A}\), and \(H\) the greatest forward bisimulation on \(\mathcal{B}\), and let \(P\) be the greatest forward bisimulation on \(\mathcal{A}/E\), and \(Q\) the greatest forward bisimulation on \(\mathcal{B}/F\).
By Theorem 7.3 it follows that $P = G/E$ and $Q = H/F$, and by (87) and the fact that $\tilde{\chi}$ is an isomorphism of $\mathcal{A}/E$ onto $\mathcal{B}/F$ we obtain that

$$\tilde{P}(P_{E_{a_1}}, P_{E_{a_2}}) = P(E_{a_1}, E_{a_2}) = Q(\tilde{\chi}(E_{a_1}), \tilde{\chi}(E_{a_2})) = \tilde{Q}(Q_{\tilde{\chi}(E_{a_1})}, Q_{\tilde{\chi}(E_{a_2})}).$$

(88)

Moreover, $\tilde{\chi}$ determines an isomorphism $\xi : (\mathcal{A}/E)/P \rightarrow (\mathcal{B}/F)/Q$ given by $\xi(P_{E_a}) = Q_{\tilde{\chi}(E_a)}$, for every $a \in A$. According to Theorem 7.3, we also have that there exist uniform forward bisimulations $\varphi_1 \in \mathcal{F}(A \times A/E)$ and $\varphi_2 \in \mathcal{F}(B \times B/F)$ such that $E_{A_{\varphi_1}} = G$, $E_{A_{\varphi_1}/E} = G/E$, $E_{B_{\varphi_2}} = H$, $E_{B_{\varphi_2}/F} = H/F$, and by Theorems 6.3 and 6.4 we obtain that $\tilde{\varphi}_1$ is an isomorphism of $\mathcal{A}/G$ onto $(\mathcal{A}/E)/P$, and $\tilde{\varphi}_2$ is an isomorphism of $\mathcal{B}/H$ onto $(\mathcal{B}/F)/Q$, satisfying

$$\tilde{G}(G_{a_1}, G_{a_2}) = \tilde{P}(\tilde{\varphi}_1(G_{a_1}), \tilde{\varphi}_1(G_{a_2})), \quad \tilde{H}(H_{b_1}, H_{b_2}) = \tilde{Q}(\tilde{\varphi}_2(H_{b_1}), \tilde{\varphi}_2(H_{b_2})),$$

(89)

for all $a_1, a_2 \in A$ and $b_1, b_2 \in B$. Next, let $\psi_1 : A \rightarrow A/E$ and $\psi_2 : B \rightarrow B/F$ be functions given by $\psi_1(a) = E_a$ and $\psi_2(b) = F_b$, for all $a \in A$ and $b \in B$. Then by (86) it follows that $\psi_1 \in \mathcal{CR}(\varphi_1)$ and $\psi_2 \in \mathcal{CR}(\varphi_2)$, and by (45) we obtain that

$$\tilde{\varphi}_1(G_a) = P_{\psi_1(a)} = P_{E_a}, \quad \tilde{\varphi}_2(H_b) = Q_{\psi_2(b)} = Q_{E_b},$$

(90)

for all $a \in A$ and $b \in B$.

Now, let a function $\phi : A/G \rightarrow B/H$ be defined by $\phi = \tilde{\varphi}_1 \circ \xi \circ \tilde{\varphi}_2^{-1}$, i.e., let $\phi(G_a) = \tilde{\varphi}_2^{-1}(Q_{\tilde{\chi}(E_a)})$, for each $a \in A$. Since $\tilde{\varphi}_1$, $\xi$, and $\tilde{\varphi}_2^{-1}$ are isomorphisms, we have that $\phi$ is also an isomorphism of $\mathcal{A}/G$ onto $\mathcal{B}/H$, and for arbitrary $a_1, a_2 \in A$, by (88), (89) and (90) it follows that

$$\tilde{G}(G_{a_1}, G_{a_2}) = \tilde{P}(\tilde{\varphi}_1(G_{a_1}), \tilde{\varphi}_1(G_{a_2})) = \tilde{P}(P_{E_{a_1}}, P_{E_{a_2}}) = \tilde{Q}(Q_{\tilde{\chi}(E_{a_1})}, Q_{\tilde{\chi}(E_{a_2})}) = \tilde{Q}(\xi(P_{E_{a_1}}), \xi(P_{E_{a_2}})) = \tilde{H}(\phi(G_{a_1}), \phi(G_{a_2})).$$

(91)

Thus, by (91) and Theorem 6.4 we obtain that there exists a uniform forward bisimulation $\varphi \in \mathcal{F}(A \times B)$ such that $E_{A_{\varphi}} = G$ and $E_{B_{\varphi}} = H$.

Next, we are going to prove that $\varphi$ is the greatest forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$. According to Theorem 5.6, there exists the greatest forward bisimulation $\theta$ between $\mathcal{A}$ and $\mathcal{B}$, which is a partial fuzzy function, and clearly, $\varphi \leq \theta$. Since $\varphi$ is a surjective $\varphi$-function, then $\theta$ is also a surjective $\varphi$-function, and therefore, $\theta$ is a uniform fuzzy relation. Now, by Lemma 4.6 we obtain that $\mathcal{CR}(\varphi) \subseteq \mathcal{CR}(\theta)$, $E_{A_{\theta}} \leq E_{A_{\varphi}}$, and $E_{B_{\theta}} \leq E_{B_{\varphi}}$, and by Theorem 6.3 we obtain that $E_{A_{\varphi}}$ and $E_{B_{\varphi}}$ are forward bisimulations on $\mathcal{A}$ and $\mathcal{B}$, respectively. Since $E_{A_{\theta}} = G$ and $E_{B_{\theta}} = H$ are the greatest forward bisimulations on $\mathcal{A}$ and $\mathcal{B}$, we conclude that $E_{A_{\varphi}} = E_{A_{\theta}}$ and $E_{B_{\varphi}} = E_{B_{\theta}}$. Finally, by (vii) of Theorem 4.2, for arbitrary $a \in A$, $b \in B$, and $\psi \in \mathcal{CR}(\varphi) \subseteq \mathcal{CR}(\theta)$ we have that

$$\theta(a, b) = E_{A_{\theta}}(\psi(a), b) = E_{B_{\theta}}(\psi(a), b) = \varphi(a, b).$$

Hence, $\theta = \varphi$, that is, $\varphi$ is the greatest forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$. □
By Theorems 7.4 and 6.4 we obtain the following corollary.

**Corollary 7.5.** Let \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, \sigma^B, \tau^B) \) be fuzzy automata, and let \( E \) and \( F \) be the greatest forward bisimulations on \( \mathcal{A} \) and \( \mathcal{B} \), respectively.

Then \( \mathcal{A} \) and \( \mathcal{B} \) are UFB-equivalent if and only if there exists an isomorphism \( \phi : \mathcal{A} / E \to \mathcal{B} / F \) such that

\[
E(A, B) = F(\phi(A), \phi(B)),
\]

for all \( A, B \in \mathcal{A} \).

Moreover, we have the following.

**Corollary 7.6.** For arbitrary fuzzy automata \( \mathcal{A} \), \( \mathcal{B} \) and \( \mathcal{C} \) the following is true:

1. \( \mathcal{A} \sim_{\text{UFB}} \mathcal{A} \);
2. \( \mathcal{A} \sim_{\text{UFB}} \mathcal{B} \) implies \( \mathcal{B} \sim_{\text{UFB}} \mathcal{A} \);
3. \( \mathcal{A} \sim_{\text{UFB}} \mathcal{B} \) and \( \mathcal{B} \sim_{\text{UFB}} \mathcal{C} \) imply \( \mathcal{A} \sim_{\text{UFB}} \mathcal{C} \).

**Proof.** It is clear that (1) and (2) hold, since the identity function is a uniform forward bisimulation between \( \mathcal{A} \) and itself, and the inverse relation of any uniform forward bisimulation between \( \mathcal{A} \) and \( \mathcal{B} \) is a uniform forward bisimulation between \( \mathcal{B} \) and \( \mathcal{A} \).

Further, let \( \mathcal{A} \sim_{\text{UFB}} \mathcal{B} \) and \( \mathcal{B} \sim_{\text{UFB}} \mathcal{C} \), and let \( E, F, \) and \( G \) be respectively the greatest forward bisimulations on \( \mathcal{A} \), \( \mathcal{B} \), and \( \mathcal{C} \). According to Corollary 7.5, there are isomorphisms \( \phi_1 : \mathcal{A} / E \to \mathcal{B} / F \) and \( \phi_2 : \mathcal{B} / F \to \mathcal{C} / G \) such that

\[
\tilde{E}(A_1, A_2) = \tilde{F}(\phi_1(A_1), \phi_1(A_2)) \quad \text{and} \quad \tilde{F}(B_1, B_2) = \tilde{G}(\phi_2(B_1), \phi_2(B_2)),
\]

for all \( A_1, A_2 \in A \) and \( B_1, B_2 \in B \), and then, the composition \( \phi = \phi_1 \circ \phi_2 : \mathcal{A} / E \to \mathcal{C} / G \) is an isomorphism of \( \mathcal{A} / E \) onto \( \mathcal{C} / G \) satisfying

\[
\tilde{E}(A_1, A_2) = \tilde{G}(\phi(A_1), \phi(A_2))
\]

for all \( A_1, A_2 \in A \). Therefore, \( \mathcal{A} \sim_{\text{UFB}} \mathcal{C} \). \( \square \)

According to Corollary 7.6, \( \sim_{\text{UFB}} \) is an equivalence on the class of all fuzzy automata, which justifies the use of name UFB-equivalent fuzzy automata introduced at the beginning of this section.

Although the composition of two forward bisimulations is also a forward bisimulation (cf. Lemma 5.4), that fact was not helpful in the proof of transitivity of the UFB-equivalence, since the composition of two uniform fuzzy relations need not be a uniform fuzzy relation (cf. Example 6.1 [19]). However, transitivity of the UFB-equivalence follows from the fact that the composition \( \phi_1 \circ \phi_2 \) of the greatest forward bisimulation \( \phi_1 \) between fuzzy automata \( \mathcal{A} \) and \( \mathcal{B} \), and the greatest forward bisimulation \( \phi_2 \) between fuzzy automata \( \mathcal{B} \) and \( \mathcal{C} \), is an uniform forward bisimulation between \( \mathcal{A} \) and \( \mathcal{C} \). Namely, the co-kernel of \( \phi_1 \) is equal to the kernel of \( \phi_2 \), this is the greatest forward bisimulation on \( \mathcal{B} \). Furthermore, \( \phi = \phi_1 \circ \phi_2 \) is the greatest forward bisimulation between \( \mathcal{A} \) and \( \mathcal{C} \). Indeed, if \( \theta \) is the greatest forward bisimulation between \( \mathcal{A} \) and \( \mathcal{C} \), then \( \mathcal{E}_C = \mathcal{E}_C^{\mathcal{C}} \), the greatest forward bisimulation on \( \mathcal{C} \), and by \( \phi \leq \theta \) and Lemma 4.6 it follows that \( \mathcal{C} \mathcal{R}(\phi) \subseteq \mathcal{C} \mathcal{R}(\theta) \). On the other hand, we have

\[
\mathcal{E}_C^{\mathcal{C}} = \varphi^{-1} \circ \varphi = \varphi_2^{-1} \circ \varphi_1^{-1} \circ \varphi_2 \circ \varphi_1 = \varphi_2^{-1} \circ \varphi_2 \circ \varphi_1^{-1} \circ \varphi_1 \circ \varphi_2 = \varphi_2^{-1} \circ \varphi_2 \circ \varphi_2^{-1} \circ \varphi_2 \circ \varphi_1 \circ \varphi_2 = \varphi_2^{-1} \circ \varphi_2 \circ \varphi_2^{-1} \circ \varphi_2 \circ \varphi_2 = \varphi_2^{-1} \circ \varphi_2 \circ \varphi_2^{-1} \circ \varphi_2 = \varphi_2^{-1} \circ \varphi_2 = \mathcal{E}_C^{\mathcal{C}},
\]

and as in the proof of Theorem 7.4 we obtain that \( \varphi = \theta \).

According to Theorem 5.2, UFB-equivalence implies language equivalence. Next we show that language equivalence does not necessarily imply UFB-equivalence.

24
Example 7.7. Let $\mathcal{L}$ be the Gödel structure, and let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata over $\mathcal{L}$, where $|A| = |B| = 2$ and $X = \{x, y\}$, given by

$$
\delta^A_x = \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix}, \quad \delta^A_y = \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix}, \quad \sigma^A = [1 \ 0], \quad \tau^A = [0 \ 1], \quad \delta^B_x = \delta^B_y = [0 \ 1], \quad \sigma^B = [1 \ 0], \quad \tau^B = [0 \ 0.5].
$$

Fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ are language equivalent (cf. Example 3.1 [39]), but they are not UFB-equivalent. Indeed, it can be easily verified that the greatest forward bisimulations on $\mathcal{A}$ and $\mathcal{B}$ are the equality relations on $\mathcal{A}$ and $\mathcal{B}$, and hence, the related factor fuzzy automata are isomorphic to $\mathcal{A}$ and $\mathcal{B}$, respectively. Clearly, $\mathcal{A}$ and $\mathcal{B}$ are not isomorphic, and according to Corollary 7.5, $\mathcal{A}$ and $\mathcal{B}$ are not UFB-equivalent.

We also have that both $\mathcal{A}$ and $\mathcal{B}$ are minimal fuzzy automata in the class of all fuzzy automata which are language equivalent to them (again, cf. Example 3.1 [39]).

Let us give few comments on the meaning of Corollary 7.5. This result provides a way to test whether two given fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ are UFB-equivalent. First, we have to compute the greatest forward bisimulation fuzzy equivalences $E$ on $\mathcal{A}$ and $F$ on $\mathcal{B}$. In numerous cases this can be done effectively using the algorithm provided in [21]. After that, we construct factor fuzzy automata $\mathcal{A}/E$ and $\mathcal{B}/F$, and check if there is an isomorphism between them that satisfies condition (92). But, even when we are able to effectively compute the greatest forward bisimulations $E$ and $F$ and construct the factor fuzzy automata $\mathcal{A}/E$ and $\mathcal{B}/F$, it may be a very hard problem to determine whether there is an isomorphism between $\mathcal{A}/E$ and $\mathcal{B}/F$ that satisfies (92).

It is important to note that the isomorphism problem for fuzzy automata is closely related to the well-known graph isomorphism problem, the computational problem of determining whether two finite graphs are isomorphic. In particular, the isomorphism problem for fuzzy automata over the Boolean structure is exactly the graph isomorphism problem. Besides its practical importance, the graph isomorphism problem is a curiosity in computational complexity theory, as it is one of a very small number of problems belonging to NP that is neither known to be computable in polynomial time nor NP-complete. Along with integer factorization, it is one of the few important algorithmic problems whose rough computational complexity is still not known, and it is generally accepted that graph isomorphism is a problem that lies between P and NP-complete if P$\neq$NP (cf. [79]). However, although no worst-case polynomial-time algorithm is known, testing graph isomorphism is usually not very hard in practice. The basic algorithm examines all $n!$ possible bijections between the nodes of two graphs (with $n$ nodes), and tests whether they preserve adjacency of the nodes. Clearly, the major problem is the rapid growth in the number of bijections when the number of nodes is growing, which is also the crucial problem in testing isomorphism between fuzzy automata, but the algorithm can be made more efficient by suitable partitioning of the sets of nodes as described in [79].

Nevertheless, in our case the isomorphism test is applied not to the fuzzy automata $\mathcal{A}$ and $\mathcal{B}$, but to the factor fuzzy automata of $\mathcal{A}$ and $\mathcal{B}$ with respect to the greatest forward bisimulation equivalences. The number of states of these factor fuzzy automata can be much smaller than the number of states of $\mathcal{A}$ and $\mathcal{B}$, which can significantly affect the duration of testing.

For a fuzzy automaton $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$, the class of all fuzzy automata which are UFB-equivalent to $\mathcal{A}$ will be denoted by $\mathrm{UFB}(\mathcal{A})$. We have the following.

Proposition 7.8. Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ be a fuzzy automaton and let $E$ be the greatest forward bisimulation on $\mathcal{A}$.

Then $\mathcal{A}/E$ is a minimal fuzzy automaton in $\mathrm{UFB}(\mathcal{A})$.

Proof. According to Corollary 7.5, we have that $\mathcal{A}/E \in \mathrm{UFB}(\mathcal{A})$, and for an arbitrary $\mathcal{B} \in \mathrm{UFB}(\mathcal{A})$ we have that $\mathcal{A}/E$ is isomorphic to $\mathcal{B}/F$, where $F$ denotes the greatest forward bisimulation on $\mathcal{B}$. Therefore, $|\mathcal{A}/E| = |\mathcal{B}/F| \leq |\mathcal{B}|$, and we conclude that $\mathcal{A}/E$ is a minimal fuzzy automaton in $\mathrm{UFB}(\mathcal{A})$. □

The next example shows that minimal fuzzy automata in $\mathrm{UFB}(\mathcal{A})$ are not necessarily unique up to an isomorphism.
Example 7.9. Let $L$ be the Gödel structure, and let $A = (A, \delta^A, \sigma^A, \tau^A)$ and $B = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata over $L$, where $A = \{a_1, a_2\}$, $B = \{b_1, b_2\}$, and $X = \{\bar{x}, y\}$, given by

\[
\delta^A_x = \begin{bmatrix}
0.5 & 0 \\
0.5 & 0
\end{bmatrix}, \quad \delta^A_y = \begin{bmatrix}
1 & 0.5 \\
1 & 0.5
\end{bmatrix}, \quad \sigma^A = \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}, \quad \tau^A = \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix},
\]

\[
\delta^B_x = \begin{bmatrix}
0.5 & 0.5 \\
0.5 & 0.5
\end{bmatrix}, \quad \delta^B_y = \begin{bmatrix}
1 & 0.5 \\
1 & 0.5
\end{bmatrix}, \quad \sigma^B = \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}, \quad \tau^B = \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}.
\]

The greatest forward bisimulation $E$ on $A$ and the greatest forward bisimulation $F$ on $B$ are given by

\[
E = \begin{bmatrix}
1 & 0.5 \\
0.5 & 1
\end{bmatrix}, \quad F = \begin{bmatrix}
1 & 0.5 \\
0.5 & 1
\end{bmatrix},
\]

and we have that both $A/E$ and $B/F$ are isomorphic to $B$ (cf. Example 5.1 [21]). We also have that the function $\phi : A/E \to B/F$ given by $\phi(E_{a_1}) = F_{b_1}$ and $\phi(E_{a_2}) = F_{b_2}$ is an isomorphism satisfying condition (92), and by Corollary 7.5 we obtain that fuzzy automata $A$ and $B$ are UFB-equivalent.

We also have that both $A$ and $B$ are minimal fuzzy automata in $\text{UFB}(A) = \text{UFB}(B)$ (according to Corollary 7.8), but evidently, $A$ and $B$ are not isomorphic.

It is important to note that the fuzzy automata $A$ and $B$ are minimal not only in the class of all fuzzy automata which are UFB-equivalent to them, but are also minimal in the class of all fuzzy automata which are language equivalent to them.

Note that the reason why minimal automata in $\text{UFB}(A)$ are not isomorphic are fuzzy equalities. Namely, in contrast to the crisp case, where the factor automaton with respect to the equality is isomorphic to the original automaton, in the fuzzy case this is not true. The factor fuzzy automaton with respect to a fuzzy equality has the same number of states as the original automaton, but they are not necessarily isomorphic.

For instance, in the previous example both $E$ and $F$ are fuzzy equalities, $B/F$ is isomorphic to $B$, but $A/E$ is not isomorphic to $A$.

8. Backward-forward bisimulations

In the previous sections we discussed the homotypic bisimulations, specifically the forward backward bisimulations. In this section we deal with heterotypic bisimulations, and our main goal is to underline similarities and fundamental differences between homotypic and heterotypic bisimulations.

According to Lemma 5.3, a fuzzy relation $\varphi$ is a backward-forward bisimulation between fuzzy automata $A$ and $B$ if and only if it is a forward-backward bisimulation between the reverse fuzzy automata $\bar{A}$ and $\bar{B}$. Consequently, for any universally valid statement on backward-forward bisimulations there is the corresponding universally valid statement on forward-backward bisimulations, and in the sequel we will discuss only backward-forward bisimulations.

Let us also note that if $\varphi$ is a forward or backward bisimulation between fuzzy automata $A$ and $B$, then $\varphi^{-1}$ also has this same property. If $\varphi$ is a backward-forward or forward-backward bisimulation, then $\varphi^{-1}$ must not have the same property. However, $\varphi$ is a backward-forward bisimulation between $A$ and $B$ if and only if $\varphi^{-1}$ is a forward-backward bisimulation between $B$ and $A$.

We can easily check that analogues of Lemmas 5.4 and 5.5 also hold for backward-forward bisimulations. In other words, the composition of two backward-forward bisimulations and the join of an arbitrary family of backward-forward bisimulations are also backward-forward bisimulations. Therefore, if there is at least one backward-forward bisimulation between fuzzy automata $A = (A, \delta^A, \sigma^A, \tau^A)$ and $B = (B, \delta^B, \sigma^B, \tau^B)$, as in Theorem 5.6 we can show that there exists the greatest backward-forward bisimulation $\varphi$ between $A$ and $B$. However, unlike forward and backward bisimulations, in the case of backward-forward bisimulations we can not prove that $\varphi$ is a partial fuzzy function, because we can not prove that $\varphi \circ \varphi^{-1} \circ \varphi$ is a backward-forward bisimulation.

No matter, we can show that backward-forward bisimulations have some important properties that forward and backward bisimulations have.
Theorem 8.1. Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata and let $\varphi \in \mathcal{F}(A \times B)$ be a uniform fuzzy relation. Then $\varphi$ is a backward-forward bisimulation if and only if the following is true:

(i) $E^\varphi_A$ is a forward bisimulation on $\mathcal{A}$;
(ii) $E^\varphi_B$ is a backward bisimulation on $\mathcal{B}$;
(iii) $\tilde{\varphi}$ is an isomorphism of factor fuzzy automata $\mathcal{A}/E^\varphi_A$ and $\mathcal{B}/E^\varphi_B$.

Proof. For the sake of simplicity set $E = E^\varphi_A$ and $E = E^\varphi_B$. As $\varphi$ is a uniform fuzzy relation, we have that $E = \varphi \circ \varphi^{-1}$ and $F = \varphi^{-1} \circ \varphi$.

Let $\varphi$ be a backward-forward bisimulation. Then

$$E \circ \delta^A \circ E = \varphi \circ \varphi^{-1} \circ \delta^A \circ \varphi \circ \varphi^{-1} = \varphi \circ \varphi^{-1} \circ \varphi \circ \delta^B \circ \varphi^{-1} = \delta^A \circ \varphi \circ \varphi^{-1} = \delta^A \circ E,$$
$$E \circ \tau^A = \varphi \circ \varphi^{-1} \circ \tau^A = \varphi \circ \varphi^{-1} \circ \varphi \circ \tau^B = \varphi \circ \tau^B = \tau^A,$$
$$F \circ \delta^B \circ F = \varphi^{-1} \circ \varphi \circ \delta^B \circ \varphi^{-1} = \varphi^{-1} \circ \delta^A \circ \varphi \circ \varphi^{-1} \circ \varphi = \varphi^{-1} \circ \delta^A \circ \varphi = \varphi^{-1} \circ \varphi \circ \delta^B = F \circ \delta^B,$$
$$a^B \circ F = \sigma^B \circ \varphi^{-1} \circ \varphi = \sigma^A \circ \varphi \circ \varphi^{-1} \circ \varphi = \sigma^A \circ \varphi = \sigma^B,$$

and therefore, $E = E^\varphi_A$ is a forward bisimulation equivalence on $\mathcal{A}$ and $E = E^\varphi_B$ is a backward bisimulation equivalence on $\mathcal{B}$. In the same way as in the proof of Theorem 6.3 we prove that $\tilde{\varphi}$ is an isomorphism between fuzzy automata $\mathcal{A}/E$ and $\mathcal{B}/F$.

Conversely, let (i), (ii), and (iii) hold. For every $\psi \in \text{CR}(\varphi)$, $\xi \in \text{CR}(\varphi^{-1})$, $a_1, a_2 \in A$, $b_1, b_2 \in B$ and $x \in X$, as in the proof of Theorem 6.3 we show that

$$(E \circ \delta^A \circ E)(a_1, a_2) = (F \circ \delta^B \circ F)(\psi(a_1), \psi(a_2)), \quad (F \circ \delta^B \circ F)(b_1, b_2) = (E \circ \delta^A \circ E)(\xi(b_1), \xi(b_2)), $$

and by (i) and (ii) we obtain that

$$\delta^A \circ \varphi = \delta^A \circ \varphi \circ \varphi^{-1} \circ \varphi = \delta^A \circ \varphi = \varphi = E \circ \delta^A \circ E \circ \varphi = \varphi \circ \delta^B = \varphi \circ F \circ \delta^B = \varphi \circ F = \varphi \circ \delta^B = \varphi \circ F.$$

Now, for all $a \in A$ and $b \in B$ we obtain that

$$(\delta^A \circ \varphi)(a, b) = (E \circ \delta^A \circ \varphi)(a, b) = \bigvee_{a_1 \in A} (E \circ \delta^A)(a, a_1) \otimes \varphi(a_1, b) = \bigvee_{a_1 \in A} (E \circ \delta^A)(a, a_1) \otimes (E \circ \delta^A \circ E)(a, \xi(b)) = \bigvee_{a_1 \in A} (F \circ \delta^B \circ F)(b_1, b) = \bigvee_{b_1 \in B} (F \circ \delta^B \circ F)(b_1, b) = \varphi \circ \delta^B \circ F,$$

and hence, $\delta^A \circ \varphi = \varphi \circ \delta^B$. Therefore, $\varphi$ is a forward-backward bisimulation. \qed

We also have that the following is true.

Theorem 8.2. Let $\mathcal{A} = (A, \delta^A, \sigma^A, \tau^A)$ and $\mathcal{B} = (B, \delta^B, \sigma^B, \tau^B)$ be fuzzy automata, and let $E$ be a forward bisimulation on $\mathcal{A}$ and $F$ a backward bisimulation on $\mathcal{B}$.

Then there exists a uniform backward-forward bisimulation $\varphi \in \mathcal{F}(A \times B)$ such that

$$E^\varphi_A = E \quad \text{and} \quad E^\varphi_B = F,$$

if and only if there exists an isomorphism $\tilde{\varphi} : \mathcal{A}/E \to \mathcal{B}/F$ such that for all $a_1, a_2 \in A$ we have

$$\tilde{E}(E(a_1, a_2)) = \tilde{F}(\varphi(E(a_1), \varphi(E(a_2))).$$
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The proof of this theorem is almost the same as the proof of the Theorem 6.4 and will be omitted.

The following analogue of Theorem 7.4 also holds.

**Theorem 8.3.** Let $\mathcal{A} = (A, \sigma^A, X, \delta^A, \tau^A)$ and $\mathcal{B} = (B, \sigma^B, X, \delta^B, \tau^B)$ be fuzzy automata, and let there exists at least one uniform backward-forward bisimulation between $\mathcal{A}$ and $\mathcal{B}$.

Then there exists a uniform backward-forward bisimulation $\varphi$ between $\mathcal{A}$ and $\mathcal{B}$ whose kernel $E_F^\varphi$ is the greatest forward bisimulation on $\mathcal{A}$ and the co-kernel $E_B^\varphi$ is the greatest backward bisimulation on $\mathcal{B}$.

**Proof.** The proof of this theorem is very similar to the proof of Theorem 7.4, and for that reason we do not derive a complete proof, but only point out the details in which these two proofs differ.

First, we should change the initial assumption in the proof of Theorem 7.4 and take $\chi$ to be a backward-forward bisimulation. Then according to Theorem 8.1, $F$ becomes a backward bisimulation, but $E$ remains a forward bisimulation and $\bar{\chi}$ remains an isomorphism of $\mathcal{A}/E$ onto $\mathcal{B}/F$. Further, we should take $H$ to be the greatest backward bisimulation on $\mathcal{B}$, and $Q$ to be the greatest backward bisimulation on $\mathcal{B}/F$, and due to the theorem analogous to Theorem 7.1, $\varphi_2$ becomes a backward bisimulation and $\bar{\varphi}_2$ remains an isomorphism of $\mathcal{B}/H$ onto $(\mathcal{B}/F)/Q$. Then the isomorphism $\phi$ of $\mathcal{A}/G$ onto $\mathcal{B}/H$ is defined in the same way as in the proof of Theorem 7.4 and satisfies (91), and applying Theorem 8.2 we get that there exists a backward-forward bisimulation $\varphi \in \mathcal{F}(A \times B)$ such that $E_F^\varphi = G$ and $E_B^\varphi = H$.

In contrast to Theorem 7.4, which enables to prove that uniform forward bisimulations determine equivalence between fuzzy automata, the previous theorem does not allow to show that analogous relation determined by uniform backward-forward bisimulations is also an equivalence. Not only that this relation is not symmetric, but also we can not prove its transitivity. Namely, if there exist uniform backward-forward bisimulations between fuzzy automata $\mathcal{A}$ and $B$, and $\mathcal{B}$ and $C$, then we know that there exist uniform backward-forward bisimulations $\varphi_1$ and $\varphi_2$ such that $E_F^{\varphi_1}$ is the greatest forward bisimulation on $\mathcal{A}$, $E_B^{\varphi_1}$ is the greatest backward bisimulation on $\mathcal{B}$, $E_B^{\varphi_2}$ is the greatest forward bisimulation on $\mathcal{B}$, and $E_C^{\varphi_2}$ is the greatest backward bisimulation on $C$, but in general we can not establish any relationship between $E_F^{\varphi_1}$ and $E_B^{\varphi_1}$ that would help us to construct a uniform backward-forward bisimulation between $\mathcal{A}$ and $C$.

Regardless of all this, backward-forward bisimulations have been widely used in the literature, primarily because of its most important property to ensure the language equivalence (see the next section).

**9. Related concepts**

It is well-known that deterministic automata have a natural interpretation as algebras in which each input symbol is realized as a unary operation. This interpretation, advocated by J. R. Buchi and J. B. Wright already in the late fifties, linked automata with universal algebra, and it turned out that many basic notions of universal algebra have natural interpretations in the theory of automata. In particular, homomorphisms are used for defining ways of simulating an automaton by another, and congruences are used in reduction of the number of states. Closely related to homomorphisms and congruences are relational morphisms, relations between two algebras (possible different) which are compatible with algebraic operations. Relational morphisms were introduced by Tilson [29, Chapters 11 and 12] in the theory of semigroups, to solve some problems related to the wreath product decomposition of finite semigroups, but it turned out that they can be also useful in the study of recognizable languages (cf. [29, 69]). Later, relational morphisms were generalized to arbitrary universal algebras, and recently they were studied in the fuzzy framework (cf. [37]). Despite its name, relational morphisms should not be regarded as a generalization of homomorphisms, but rather as a natural extension of the concept of a congruence. However, there is a key difference between congruences and relational morphisms. While congruences are required to be equivalences and compatible, relational morphisms are required only to be compatible, and uniform relational morphisms have proved oneself to be a more subtle and convenient extension of the notion of a congruence (cf. [37]).

Although nondeterministic, fuzzy and weighted automata can not be regarded as algebras, many authors studied certain concepts on these automata which are related to homomorphisms, congruences and relational morphisms. In this section we give an overview of these concepts and discuss their relationships with the concepts of bisimulations.
9.1. Deterministic automata

Let $\mathcal{A} = (A, \delta^A, a_0, \tau^A)$ and $\mathcal{B} = (B, \delta^B, b_0, \tau^B)$ be ordinary deterministic automata, that is, let $\delta^A : A \rightarrow A$ and $\delta^B : B \rightarrow B$ be functions, $a_0 \in A, b_0 \in B, \tau^A \subseteq A,$ and $\tau^B \subseteq B$. The standard definition of a homomorphism of deterministic automata says that it is a function $\varphi : A \rightarrow B$ which satisfies

\begin{align*}
\varphi(a_0) &= b_0, & \quad \text{(95)} \\
\varphi(\delta^A_x(a)) &= \delta^B_x(\varphi(a)), & \quad \text{for all } a \in A, x \in X, \quad \text{(96)} \\\n\varphi(a) &= \delta^B_x(a), & \quad \text{for all } a \in A. \quad \text{(97)}
\end{align*}

It is clear that conditions (95)–(97) can be respectively written in the same form as conditions (61)–(63), which define a backward-forward bisimulation between fuzzy automata. In other words, homomorphisms of deterministic automata are precisely those functions which are backward-forward bisimulations.

Let us also note that (96) is equivalent to

\begin{equation}
\delta^A_x(a) = a' \Rightarrow \delta^B_x(\varphi(a)) = \varphi(a'), \quad \text{for all } a, a' \in A, x \in X, \quad \text{(98)}
\end{equation}

and if we treat $\delta^A_x$ and $\delta^B_x$ as relations, then (98) can be written as

\begin{equation}
(a, a') \in \delta^A_x \Rightarrow (\varphi(a), \varphi(a')) \in \delta^B_x, \quad \text{for all } a, a' \in A, x \in X. \quad \text{(99)}
\end{equation}

The opposite implication in (98) is not necessarily true, but we have that

\begin{equation}
\delta^B_x(\varphi(a)) = \varphi(a') \Rightarrow (\exists a'' \in A) \delta^A_x(a) = a'' \land \varphi(a'') = \varphi(a'), \quad \text{for all } a, a' \in A \land x \in X. \quad \text{(100)}
\end{equation}

Condition (100) is not equivalent to (96), but slightly modifying (100) we obtain the condition

\begin{equation}
\delta^B_x(\varphi(a)) = b \Rightarrow (\exists a' \in A) \delta^A_x(a) = a' \land \varphi(a') = b, \quad \text{for all } a \in A, b \in B \land x \in X, \quad \text{(101)}
\end{equation}

which is equivalent to (96).

Another fundamental algebraic concept, which plays an important role in the theory of deterministic automata, is the concept of a congruence. A congruence on a deterministic automaton $\mathcal{A} = (A, \delta^A, a_0, \tau^A)$ is defined as a relation $\varrho \subseteq A \times A$ satisfying the conditions

\begin{align*}
(a,a') \in \varrho \Rightarrow (\delta^A_x(a), \delta^A_x(a')) \in \varrho, & \quad \text{for all } a, a' \in A \land x \in X. \quad \text{(102)} \\
(a,a') \in \varrho \Rightarrow (a' \in \tau^A \Leftrightarrow a' \in \tau^A), & \quad \text{for all } a, a' \in A. \quad \text{(103)}
\end{align*}

Condition (103) means that $\varrho$ is contained in the equivalence $\tau^A \times \tau^A \cup (A \setminus \tau^A) \times (A \setminus \tau^A)$ having only two classes $\tau^A$ and $A \setminus \tau^A$, and in some sources it is not included in the definition of a congruence.

The concept of a congruence can be transmitted to the case when we deal with two possible different automata $\mathcal{A} = (A, \delta^A, a_0, \tau^A)$ and $\mathcal{B} = (B, \delta^B, b_0, \tau^B)$. For a relation $\varrho \subseteq A \times B$ conditions (102) and (103) become

\begin{align*}
(a,b) \in \varrho \Rightarrow (\delta^A_x(a), \delta^B_x(b)) \in \varrho, & \quad \text{for all } a \in A, b \in B, \land x \in X, \quad \text{(104)} \\
(a,b) \in \varrho \Rightarrow (a \in \tau^A \Leftrightarrow b \in \tau^B), & \quad \text{for all } a \in A \land b \in B, \quad \text{(105)}
\end{align*}

and clearly, condition (105) means that $\varrho$ is contained in the relation $\tau^A \times \tau^B \cup (A \setminus \tau^A) \times (B \setminus \tau^B)$. A relation $\varrho$ which satisfies (104) and (105) was called by Rutten [75] a bisimulation between deterministic automata $\mathcal{A}$ and $\mathcal{B}$. This concept does not address the initial states, and we will require the relation $\varrho$ to also satisfy the condition

\begin{equation}
(a_0, b_0) \in \varrho. \quad \text{(106)}
\end{equation}
Following the terminology from [37], a relation \( \varphi \subseteq A \times B \) which satisfies (104), (105), and (106) is called a \textit{relational morphism} between deterministic automata \( \mathcal{A} \) and \( \mathcal{B} \). It is a matter of routine to check that condition (104) is equivalent to anyone of the following two conditions:

\[
\begin{align*}
\varphi^{-1} \circ \delta^A_x \subseteq \delta^B_x \circ \varphi^{-1}, & \quad \text{for all } x \in X, \\
\varphi \circ \delta^B_x \subseteq \delta^A_x \circ \varphi, & \quad \text{for all } x \in X.
\end{align*}
\] (107)

(108)

Evidently, these conditions have exactly the same form as conditions (47) and (53) occurring in the definition of a forward bisimulation between fuzzy automata. Moreover, we have that condition (105) is equivalent to the conjunction of conditions \( \varphi^{-1} \circ \tau^A \subseteq \tau_B \) and \( \varphi \circ \tau^B \subseteq \tau^A \), and since \( \sigma^A \) and \( \sigma^B \) are singletons, condition (106) is equivalent to anyone of the conditions \( \sigma^B \subseteq \sigma^A \circ \varphi \) and \( \sigma^A \subseteq \sigma^B \circ \varphi^{-1} \). Therefore, in the terminology that we use in this paper, relational morphisms between deterministic automata are precisely forward bisimulations between these automata. Moreover, considering the case when the automata \( \mathcal{A} \) and \( \mathcal{B} \) are the same, we can conclude that congruences on deterministic automata are precisely forward bisimulation equivalences on deterministic automata. On the other hand, it is not hard to find an example of a congruence on a deterministic automaton which is not a backward simulation.

The above-discussed concepts concerning deterministic automata can be naturally transmitted to the deterministic fuzzy automata. Moreover, fuzzy analogues of these concepts can be defined in a similar way as was done in [37]. Ignjatović et al. [37] introduced the concept of a fuzzy relational morphism between algebras, and they applied this concept to deterministic fuzzy automata. Here we give a slightly modified version of the definition stated in [37, Example 4.1]. Let \( \mathcal{A} = (A, \delta^A, a_0, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, b_0, \tau^B) \) be deterministic fuzzy automata, which means that \( \delta^A_x : A \to A \) and \( \delta^B_x : B \to B \) are functions, \( a_0 \in A, b_0 \in B, \) and \( \tau^A \in \mathcal{F}(A) \) and \( \tau^B \in \mathcal{F}(B) \) are fuzzy sets. A fuzzy relation \( \varphi \in \mathcal{F}(A \times B) \) is called a fuzzy relation morphism between \( \mathcal{A} \) and \( \mathcal{B} \) if it satisfies the conditions

\[
\begin{align*}
\sigma^A \subseteq \sigma^B \circ \varphi^{-1} \quad \text{(equivalently, } \sigma^B \subseteq \sigma^A \circ \varphi), \\
\varphi(a, b) \leq \varphi(\delta^A_x(a), \delta^B_x(b)), & \quad \text{for all } a \in A, b \in B, \text{ and } x \in X, \\
\varphi^{-1} \circ \tau^A \leq \tau_B, & \quad \varphi \circ \tau^B \leq \tau^A.
\end{align*}
\] (109)

(110)

(111)

Since \( \sigma^A = \{a_0\} \) and \( \sigma^B = \{b_0\} \), condition (109) is also equivalent to \( \varphi(a_0, b_0) = 1 \). It is not hard to verify that in this particular case (110) is equivalent both to (47) and (53), and therefore, fuzzy relational morphisms between deterministic fuzzy automata are precisely forward bisimulations between these automata.

9.2. Non-deterministic automata

Let us move from deterministic to nondeterministic automata. Consider nondeterministic automata \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, \sigma^B, \tau^B) \), where \( \delta^A_x \subseteq A \times A \) and \( \delta^B_x \subseteq B \times B \) are crisp relations, and \( \sigma^A, \tau^A \subseteq A \) and \( \sigma^B, \tau^B \subseteq B \) are crisp sets. Let us assume that \( \varphi : A \to B \) is a function. In terms of nondeterministic automata condition (98) can be written as

\[
(a, a') \in \delta^A_x \Rightarrow (\varphi(a), \varphi(a')) \in \delta^B_x, \quad \text{for all } a, a' \in A \text{ and } x \in X,
\] (112)

and (101) can be written as

\[
(\varphi(a), b) \in \delta^B_x \Rightarrow (\exists a' \in A) (a, a') \in \delta^A_x \& \varphi(a') = b, \quad \text{for all } a \in A, b \in B, \text{ and } x \in X.
\] (113)

Conditions (112) and (113) were first discussed by Bloom and Ésik [10, Example 9.4.9], along with two conditions on initial and terminal states which can be stated in the same form as conditions (61) and (63) (the second one is also equivalent to (97)). Conditions (112) and (113) were also used by Calude et al. [13] in the definition of a \textit{morphism} of nondeterministic automata with outputs, along with a condition relating to the output function. In fact, they considered condition (112) with equivalence instead of the implication, but the opposite implication is superfluous. As we have already noted, this implication is not necessarily true for deterministic automata.
For deterministic automata condition (62) is equivalent both to (98) and (101), but for nondeterministic automata (62) is not equivalent neither to (112) nor to (113), but it is equivalent to the conjunction of (112) and (113). Namely, condition (112) is equivalent to

$$\delta^A_h \circ \varphi \subseteq \varphi \circ \delta^B_h,$$

for all \(x \in X\), (114)

and (113) is equivalent to

$$\varphi \circ \delta^B_h \subseteq \delta^A_h \circ \varphi,$$

for all \(x \in X\). (115)

Clearly, conditions (114) and (115) are precisely conditions (50) and (53) stated in terms of nondeterministic automata. Conditions (61)–(63) also served to define simulations between weighted automata (cf. discussion at the end of this section), and any relation between nondeterministic automata which satisfies (61)–(63) is also called a \textit{simulation} between nondeterministic automata [25, 26]. Hence, simulations between nondeterministic automata in the sense of the definitions from [10, 25, 26] are precisely backward-forward bisimulations in the terminology that we use in this paper.

It is important to note that a function \(\varphi : A \rightarrow B\) which satisfies condition (112), that is, condition (114), along with conditions \(\sigma^A \circ \varphi \subseteq \sigma^B\) and \(\tau^A \subseteq \varphi \circ \tau^B\), was studied by Lombardy [53] and called a \textit{morphism} between nondeterministic automata. Evidently, morphisms between nondeterministic automata are precisely those functions which are backward simulations in the terminology that we use here.

What are congruences on nondeterministic automata? In algebra, congruences are required to be equivalences and to be compatible with algebraic operations, and compatibility is needed to provide correct definition of algebraic operations on the corresponding factor set and to turn the factor set into an algebra of the same type. Compatibility also ensures transfer of the substantial algebraic properties of the original algebra to the factor algebra. In the case nondeterministic automata, every equivalence allows us to turn the related factor set into a correctly defined nondeterministic automaton, and, for instance, to prove certain analogues of the well-known Homomorphism Theorem and Second Isomorphism Theorem from universal algebra (cf. Section 3, Theorem 7.1, and [20, 21, 80]). However, not every equivalence enables to transmit all the substantial properties of the original automaton to the factor automaton. For example, the original automaton and the factor automaton do not necessarily recognize the same language. As we already mentioned in Section 3 for fuzzy automata, the factor automaton recognizes the same language as the original automaton if and only if the considered equivalence is a solution to the general system (the system (33)).

Therefore, any equivalence which is a solution to the general system can be understood as a congruence on a nondeterministic automaton. However, the general system may consist of infinitely many equations, and finding its nontrivial solutions may be a very difficult task. In other words, there will be no much useful to look at congruences as the equivalences which are solutions to the general system. It is more convenient to consider some instances of the general system, instead of the general system itself, where an instance should be understood as a system, built from the same relations, whose sets of solutions are contained in the set of all solutions to the general system. These instances have to be as general as possible, but they have to consist of finitely many equations and to be “easier” to solve. Two such instances were studied Ilie, Yu and others [40–43], and their solutions were called \textit{right} and \textit{left invariant equivalences}. In our terminology, these are just forward and backward bisimulation equivalences. Well-behaved equivalences studied by Calude et al. [13] also coincide with forward bisimulation equivalences. Both mentioned types of equivalences were used in reduction of the number of states of nondeterministic automata. In state reduction, Ilie, Navaro, and Yu [42] and Champarnaud and Coulon [14] also used natural equivalences of right and left invariant quasi-orders (preorders), which are not necessarily right or left invariant equivalences, but are solutions to the general system.

It is worth to note that none of the above mentioned two types of equivalences, forward and backward bisimulation equivalences, can not be considered better than the other. There are cases where one of them better reduces the number of states, but there are also other cases where the another one gives a better reduction. There are also cases where each of them individually causes a polynomial reduction of the number of states, but alternately using both types of equivalences the number of states can be reduced.
9.3. Fuzzy automata

Let $\mathcal{A} = (A, \delta^{\mathcal{A}}, \sigma^{\mathcal{A}}, \tau^{\mathcal{A}})$ and $\mathcal{B} = (B, \delta^{\mathcal{B}}, \sigma^{\mathcal{B}}, \tau^{\mathcal{B}})$ be fuzzy automata, but let $\varphi : A \rightarrow B$ be an ordinary function. In terms of fuzzy automata conditions (112) and (113) can be written as

\[
\delta^{\mathcal{A}}(a, a') \leq \delta^{\mathcal{B}}(\varphi(a), \varphi(a')), \quad \text{for all } a, a' \in A, x \in X, \tag{116}
\]

\[
\delta^{\mathcal{B}}(\varphi(a), b) \leq \bigvee_{a' \in A, \varphi(a') = b} \delta^{\mathcal{A}}(a, a'), \quad \text{for all } a \in A, b \in B, x \in X. \tag{117}
\]

We have that (116) is equivalent to (50), and (117) is equivalent to (53), so the conjunction of (116) and (117) is equivalent to (62). We can also show that the conjunction of (116) and (117) is equivalent to

\[
\delta^{\mathcal{B}}(\varphi(a), b) = \bigvee_{a' \in A, \varphi(a') = b} \delta^{\mathcal{A}}(a, a'), \quad \text{for all } a \in A, b \in B, x \in X. \tag{118}
\]

Thus, (62) is also equivalent to (118). A function $\varphi$ satisfying condition (118) was called by Petković [68] a homomorphism of fuzzy automata. In fact, she studied fuzzy automata with outputs, and her definition contains also an additional condition concerning the fuzzy output function. However, this definition can be easily turned into a definition of a homomorphism of fuzzy automata with fuzzy sets of initial and terminal states, replacing the condition concerning the fuzzy output function by conditions (61) and (63). Then homomorphisms of fuzzy automata are precisely those functions which are backward-forward bisimulations.

In a different context, functions satisfying (118) were studied in [56], and they were called coverings (see also [16, 46, 50, 61]). It is worth noting that Malik and Mordeson in [61, §6.3] used the name homomorphism for a function $\varphi$ satisfying (116) (see also [16, 46, 50]), and the name strong homomorphism for a function $\varphi$ satisfying

\[
\delta^{\mathcal{B}}(\varphi(a), \varphi(a')) = \bigvee_{a'' \in A, \varphi(a'') = \varphi(a')} \delta^{\mathcal{A}}(a, a''), \quad \text{for all } a, a' \in A, x \in X. \tag{119}
\]

Condition (119) is stronger than (116), but it is weaker than (118). If $\varphi$ is surjective, then condition (117) is equivalent to (119). It is important to note that there were no conditions concerning fuzzy sets of initial and terminal states, because the above mentioned papers dealt only with fuzzy automata without initial and terminal states.

The same comments we made in the discussion that dealt with congruences on nondeterministic automata, can be also made when working with fuzzy automata. However, there are some issues that are specific to fuzzy automata. For instance, one of the main questions is whether we should consider congruences as crisp or fuzzy relations. As in the case of nondeterministic automata, reduction of the number of states of fuzzy automata was usually performed on the model of minimization of deterministic automata, by computing and merging indistinguishable states, and it was based on the use of crisp relations (cf. [3, 15, 51, 57, 61, 68]). Even the term “minimization” was used, which is not adequate because the resulting fuzzy automaton is not necessarily minimal in the class of all fuzzy automata which are equivalent to the original fuzzy automaton. For a fuzzy automaton $\mathcal{A} = (A, \delta^{\mathcal{A}}, \sigma^{\mathcal{A}}, \tau^{\mathcal{A}})$ and a crisp equivalence $\sigma \subseteq A \times A$, we can show that the condition

\[
\varphi \circ \delta^{\mathcal{A}} \leq \delta^{\mathcal{B}} \circ \varphi, \quad \text{for every } x \in X, \tag{120}
\]
is equivalent to
\[
\bigvee_{c' \in \theta} \delta^A_x(a, c') = \bigvee_{c' \in \theta} \delta^A_x(b, c'), \quad \text{for all } x \in X \text{ and } a, b, c \in A \text{ such that } (a, b) \in \varrho. \tag{121}
\]

Condition (121) was discussed by Petković [68] in the context of fuzzy automata with outputs, and equivalences satisfying (121), along with a certain condition on the fuzzy output function, were called congruences on fuzzy automata. The same concept, formulated in terms of partitions, was called by Basak and Gupta [3] a partition with substitution property. If the underlying structure \( \mathcal{L} \) of membership values is linearly ordered, then conditions (121) and (120) are equivalent to
\[
(\forall a, b, c \in A)(\forall x \in X) \left( (a, b) \in \varrho \; \& \; \delta^A_x(b, c) > 0 \right) \Rightarrow \left( (\exists d \in A) \; \delta^A_x(a, d) \geq \delta^A_x(b, c) \; \& \; (c, d) \in \varrho \right), \tag{122}
\]
and if the ordering in \( \mathcal{L} \) is not linear, then (122) implies (121) and (120), but the opposite implication does not necessarily hold. Condition (122) was considered by Malik and Mordeson in [61, §6.4] in the context of fuzzy automata without outputs, and without fixed fuzzy sets of initial and terminal states, and equivalences satisfying (122) were called admissible relations. Therefore, all the mentioned concepts amounts to the concept of a forward bisimulation equivalence.

A different approach to state reduction of fuzzy automata was recently proposed in [20, 21, 80]. The basic idea is to use fuzzy equivalences instead of the ordinary equivalences. As with nondeterministic automata, the factor fuzzy automaton with respect to a given fuzzy equivalence recognizes the same fuzzy language as the original fuzzy automaton if and only if this fuzzy equivalence is a solution to the general system. Some instances of the general system are the system given by (64) and (65), and the system given by (67) and (68), whose solutions in \( \varrho(A) \) are just forward and backward bisimulation fuzzy equivalences. In [20, 21], forward and backward bisimulation fuzzy equivalences were called right and left invariant fuzzy equivalences, and in [38], solutions to similar systems were called right and left regular fuzzy relations. It was proved that every fuzzy automaton possesses the greatest forward and backward bisimulation equivalences, and iterative algorithms for computing these greatest solutions were provided, which work whenever the underlying structure of membership values is a locally finite complete residuated lattice. Otherwise, some sufficient conditions were determined under which the algorithms work (cf. [20, 21]). Moreover, these algorithms were modified so that they compute the greatest crisp forward and backward bisimulation equivalences, and these new algorithms work when the underlying structure of membership values is an arbitrary complete residuated lattice. However, it was shown that better reductions can be achieved by using the greatest forward and backward bisimulation fuzzy equivalences than by using their crisp counterparts.

Important instances of the general system are the system
\[
E \circ \delta^A_x \equiv \delta^A_x, \quad \text{for each } x \in X, \quad E \circ \tau^A \leq \tau^A, \tag{123}
\]
whose solutions in \( \varrho(A) \) are called strongly right invariant fuzzy equivalences, and the system
\[
\delta^A_x \circ E \equiv \delta^A_x, \quad \text{for each } x \in X, \quad \sigma^A \circ E \leq \sigma^A, \tag{124}
\]
whose solutions in \( \varrho(A) \) are called strongly left invariant fuzzy equivalences. The greatest solutions to systems (123) and (124) can be computed more easily than the greatest solutions to systems (64)–(65) and (67)–(68), using effective procedures which are not iterative and work when the underlying structure of membership values is an arbitrary complete residuated lattice. However, solutions to (123) and (124) form subsets of the sets of solutions to (64)–(65) and (67)–(68), which means that the greatest solutions to (123) and (124) can be strictly less than the greatest solutions to (64)–(65) and (67)–(68). Consequently, the greatest strongly right and left invariant fuzzy equivalences give worse reductions than the greatest forward and backward bisimulation fuzzy equivalences, and even than the greatest forward and backward bisimulation crisp equivalences (cf. [20, 21, 80]).

Instances of the general system that are even more general than the previous ones are the system
\[
E \circ \tau^A_u \equiv \tau^A_u, \quad \text{for each } u \in X^*, \tag{125}
\]
Important
where \( \tau^A_u = \delta^A_u \circ \tau^A \), whose solutions in \( \mathcal{E}(A) \) are called \emph{weakly right invariant fuzzy equivalences}, and the system

\[
\sigma^A_u \circ E = \sigma^A_v \quad \text{for each } u \in X^*,
\]

(126)

where \( \sigma^A_u = \sigma^A \circ \delta^A_u \), whose solutions in \( \mathcal{E}(A) \) are called \emph{weakly left invariant fuzzy equivalences} [80]. These two systems have larger sets of solutions than systems (64)–(65) and (67)–(68), and also than systems (123) and (124), and therefore, their greatest solutions give better reductions than the greatest solutions to these other systems. In some cases, the greatest weakly right and left invariant fuzzy equivalences are even easier to compute than the greatest forward and backward bisimulation fuzzy equivalences. However, there is a problem concerning the number of equations in (125) and (126). This number can be infinite, and even if it is finite, it can be exponential in the number of states of the fuzzy automaton \( \mathcal{A} \). Namely, the formation of the systems (126) and (125), i.e., the computing of the fuzzy relations \( \sigma^A_u \) and \( \tau^A_u \), for all \( u \in X^* \), amounts to the determinization of the fuzzy automaton \( \mathcal{A} \) and its reverse fuzzy automaton by means of the Nerode automata (cf. [17, 36, 39]).

It is worth noting that even better results in the state reduction can be achieved by alternating reductions by means of the greatest forward and backward bisimulation fuzzy equivalences, etc. In addition, in all previous considerations fuzzy equivalences can be replaced by fuzzy quasi-orders, and application of fuzzy quasi-orders can give even better results in the state reduction.

### 9.4. Weighted automata

Weighted and fuzzy automata are very similar. All of them are classical nondeterministic automata in which transitions, initial and final states take values from certain structures. For weighted automata these values are called \emph{weights}, and are usually taken from semirings, and for fuzzy automata they are called \emph{truth values} or \emph{membership values}, and are taken from certain ordered structures, the most often from lattice-ordered structures. Specifically, a \emph{semiring} is an algebra \( \mathcal{S} = (S, +, \cdot, 0, 1) \) such that \( (S, +, 0) \) is a commutative monoid, \( (S, \cdot, 1) \) is a monoid, \( \cdot \) distributes over addition +, and \( 0 \cdot x = x \cdot 0 = 0 \), for every \( x \in S \). A \emph{weighted automaton} over \( \mathcal{S} \) and an alphabet \( X \), or simply a \emph{weighted automaton}, is a quadruple \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \), where \( A \) is a non-empty finite set of states, \( \delta^A : A \times X \times A \to S \) is a \emph{weighted transition function}, \( \sigma^A : A \to S \) is an \emph{initial weight vector}, and \( \tau^A : A \to S \) is a \emph{terminal weight vector}. As weighted automata are defined in the same way as fuzzy automata, all notions and notation that have been previously introduced for fuzzy automata are defined in the same way for weighted automata (only the operations \( \lor \) and \( \otimes \) are replaced by the operations \( \lor \) and \( \cdot \), respectively). In fact, every fuzzy automaton over a complete residuated lattice \( \mathcal{L} = (L, \land, \lor, \otimes, \rightarrow, 0, 1) \) can be treated as a weighted automaton over the semiring \( \mathcal{S}^w = (L, \lor, \otimes, 0, 1) \). The semiring \( \mathcal{S}^w \) is usually called the \emph{semiring reduct} of \( \mathcal{S} \).

Let \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, \sigma^B, \tau^B) \) be weighted automata. Bloom and Ésik [10], and Ésik and Kuich [25] defined a \emph{simulation} between weighted automata \( \mathcal{A} \) and \( \mathcal{B} \) as a weighted relation \( \varphi : A \times B \to S \) (a \emph{matrix over} \( \mathcal{S} \)) which satisfies conditions (61)–(63). Simulations were introduced in order to provide a structural characterization of equivalence of weighted automata, and in [25] they were used in the completeness proof of the iteration semiring theory axioms for regular languages. Under the same name, simulations were studied in [26], and under different names in [4–6, 12, 54, 76]. Béal and Perrin [6] used the name \emph{backward elementary equivalence}, Béal, Lombardy, and Sakarovitch [4, 5] the name \emph{conjugacy}, which originates from applications in symbolic dynamics, and Buchholz [12] the name \emph{(forward) relational simulation}. In our terminology these are precisely the backward-forward bisimulations.

The above-mentioned concept is clearly a generalization of the concept of a relational morphism. In order to obtain a concept that is a generalization of a homomorphism, many authors have required that \( \varphi \) is also a surjective function from \( A \) onto \( B \) (a surjective functional matrix). In [4, 5], a surjective function \( \varphi : A \to B \) which satisfies (61)–(63) was called a \emph{covering} (or, more precisely, a \( \mathcal{S} \)-\emph{covering}, cf. also [54, 76]), and in [12] it was called a \emph{(forward) bisimulation}. On the other hand, a weighted relation \( \varphi : A \times B \to S \) satisfying (58)–(60) (a forward-backward bisimulation, in our terminology) was called in [6] a \emph{forward elementary equivalence}, and a surjective function \( \varphi : A \to B \) which satisfies (58)–(60) was called in [12] a \emph{backward bisimulation}. 
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It is important to note that Béal, Lombardy, and Sakarovitch [4, 5] found that a semiring $S$ often has the following property: two weighted automata over $S$ are equivalent (they define the same power series, a function from $X^*$ to $S$) if and only if they are connected by a finite chain of simulations. Semirings having this property include the Boolean semiring [10], the semiring of natural numbers and the ring of integers [4, 5], etc. An example of a semiring which does not have this property is the tropical semiring [26].

Note that all the concepts that we have discussed above amounts to either backward-forward or forward-backward bisimulations. Forward and backward bisimulations have never been considered in the context of weighted automata but it is not surprising. They are defined by inequalities, and semirings are generally not required to be ordered. The question is how to define forward and backward bisimulations for weighted automata over semirings? Our ideas are, or to use as a model the equivalent definition of a forward bisimulation given in Theorem 6.2 (and the corresponding definition of a backward bisimulation), or to search for an appropriate ordering on a semiring or for a semiring with such ordering, which will enable the development of the theory of forward and backward bisimulations for weighted automata. These issues will be the subject of our further research.

9.5. A few additional comments

Homomorphisms, congruences, relational morphisms and their generalizations have been studied not only in the context of algebraic structures, deterministic, nondeterministic, fuzzy and weighted automata, but also in the more general context of relational structures. Here we will not discuss this issue, but we will just point to the articles [2, 45, 78, 81, 87, 88], where we can find more information about it.

In the introduction we gave some general remarks on bisimulations and their applications, and in this section we have made some comments on bisimulations for deterministic and nondeterministic automata. Bisimulations for deterministic and nondeterministic automata are also appearing in many applications, but also it will not be discussed in this paper. It is worth to point out that bisimulations are also appearing in the context of stochastic, timed and hybrid automata. For more information about all that we refer to the books and articles [1, 11, 30, 31, 55, 59, 60, 74, 75, 77], as well as to the literature mentioned there.

10. Concluding remarks

In this article we have formed a conjunction of bisimulations and uniform fuzzy relations as a very powerful tool in the study of equivalence between fuzzy automata. In this symbiosis, uniform fuzzy relations serve as fuzzy equivalences which relate elements of two possibly different sets, while bisimulations provide compatibility with the transitions, initial and terminal states of fuzzy automata. We have proved that a uniform fuzzy relation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ is a forward bisimulation if and only if its kernel and cokernel are forward bisimulation fuzzy equivalences on $\mathcal{A}$ and $\mathcal{B}$ and there is a special isomorphism between factor fuzzy automata with respect to these fuzzy equivalences. As a consequence we get that fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ are UFB-equivalent, i.e., there is a uniform forward bisimulation between them, if and only if there is a special isomorphism between the factor fuzzy automata of $\mathcal{A}$ and $\mathcal{B}$ with respect to their greatest forward bisimulation fuzzy equivalences. This result reduces the problem of testing UFB-equivalence to the problem of testing isomorphism of fuzzy automata, which is closely related to the well-known graph isomorphism problem. We have shown that some similar results are also valid for backward-forward bisimulations, but there are many significant differences. Because of the duality with the studied concepts, backward and forward-backward bisimulations have not been considered separately.

In the penultimate section of the article we have given a comprehensive overview of various concepts on deterministic, nondeterministic, fuzzy, and weighted automata, which are related to bisimulations, as well as to the algebraic concepts of a homomorphism, congruence, and relational morphism. We have shown that all these concepts amount either to forward or to backward-forward bisimulations. However, this does not mean that forward and backward-forward bisimulations can be considered better than backward and forward-backward bisimulations. We have pointed out that in the state reduction of fuzzy automata forward and backward bisimulation fuzzy equivalences give equally good results. Moreover, it was proved in [80] that backward bisimulation fuzzy equivalences can be successfully applied in the conflict analysis of fuzzy discrete event systems, while forward bisimulation fuzzy equivalences can not be used for this purpose.
In further research we will focus on weighted automata and try to answer the question of how to overcome the lack of suitable ordering in semirings and develop the theory of forward bisimulations. We also intend to further study backward-forward bisimulations for weighted automata. In the theory of fuzzy automata we will even more deeply explore relationships between the language equivalence and various types of structural equivalence between fuzzy automata.
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