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Preface

The basic aim of this book is to provide the reader with the complete in-
sight into the basics of the theory of proximity spaces, uniform spaces and
their generalizations. Although they are created in different time periods
and independent of each other, proximity spaces and uniform spaces are es-
sential connected not only with topological spaces, but also with each other.
Nowadays, being the parts of general topology, these spaces are examined in
almost all the books related to the study of general topology. However, not
many books are devoted to these two areas or to one of them. This book is
precisely of that kind. The author has made considerable effort to achieve
the balance while presenting these two areas and preserve the richness of
the materials resulting from their interconnection, if possible.

Over seventy years have passed since Dj. Kurepa implicitly and A. Weil
explicitly introduced uniform spaces, and almost sixty years since V. A.
Efremovich formulated the axioms of proximity spaces. Since then, a huge
number of papers have been devoted to the study of these spaces. Another
basic aim of this book is to collect at one place, the most significant results
obtained through the study of these spaces, which are spread in various
journals all over the world. This is the reason why in the end of the book
the author gives huge bibliography which should direct the reader towards
further study of the subject matter presented here.

The book is, first of all, dedicated to the students of Ph.D. studies, but
also to the students at higher courses who acquired knowledge in general
topology and want to expand their knowledge about uniform spaces and
proximity spaces. Each chapter of the book can be presented within elective
courses for the students of graduate studies. Chapter 2 and 3 can be read
independently and used for the lectures at the elective courses. However, for
better understanding of these chapters we need to know the subject matter
presented in Chapter 1.

Chapter 1 presents the results related to proximity and uniform spaces,
which were, historically, first introduced as axiomatic. Both of them repre-
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vi Preface

sent symmetric structures. In Chapter 2 the results related to symmetric
generalizations of these spaces is being exposed, while the results related to
non-symmetric generalizations was presented in Chapter 3.

Each chapter is divided into section, and these sections are further di-
vided into subsections. Each section ends with historical and bibliographical
notes. The proofs of assertions end with the symbol ♣. The same symbol
can be found in the formulation of the assertions whose proofs are obvi-
ous. For easier reading and orientation in the text, there are subject index
and index of symbols at the end of the book. The text of the book is for-
matted in the programme package LATEX, and the numeration of chapters,
sections, subsections, definitions, theorems, as well as all the citations of the
quotations in the book are predefined by this programme.

Anyone who has written the book of this kind is aware that, since the
beginning of writing, until the promotion of the book, the debts have been
accumulated. These debts must be acknowledged.

Therefore, I would like to thank professor G. Di Maio and professor Lj.
Kochinac who were reviewers of my book and who gave me useful suggestions
and contributed to the quality of this text. I am grateful to my students
who showed great interest in the subject matter while attending the seminars
about proximity spaces and uniform spaces held at the Faculty of Science
and Mathematics, University of Nish, and who motivated me to transform
the materials into the text of the book in front of you. I would like to
express my thanks to Vojislava Ignjatovic, an English teacher, for the review
of the English version of the book. Thanks to Miroslav Dimitrijevic for the
book cover design. The printing house SVEN gave its contribution to the
technical aspect of the book. In the end, I should thank my wife, Zlatica,
for her support and forbearance while I have been working on this book.

Such a voluminous material cannot be flawless, regardless of the multiple
reading by author, the reviewers and the lector. For all oversights and flaws
in the text I, being the author, am the only responsible, and the one who
read the manuscript for the last time before its printing. I am deeply grateful
and open for all the comments and suggestions.

Radoslav Dimitriyevic
U Nǐsu, Februara 2010



Chapter 1

Proximity spaces and
uniform spaces

1.1 Proximity spaces

1.1.1 Definition and basic properties of proximity relation

Definition 1.1.1.1 A relation δ on the family P (X) of all subsets of a set
X is called a proximity on X if δ satisfies the following conditions:

(B1) if AδB, then BδA;
(B2) Aδ(B ∪ C) if and only if either AδB or AδC;
(B3) Xδ∅;
(B4) {x}δ{x} for each x ∈ X;
(B5) if AδB, then there exists E ∈ P (X) such that AδE and X −EδB.

The pair (X, δ) is called a proximity space. If (B4) is replaced by
(B′

4) {x}δ{y} if and only if x = y,
then δ is called a separated or Hausdorff proximity relation and (X, δ)
is called a separated or Hausdorff proximity space.

Strictly speaking, one should use the notation (A,B) ∈ δ or (A,B) 6∈ δ
when the sets A and B are either near each other or not, but we shall simply
write AδB or AδB.

Just as the class of all topologies on a given set can be partially ordered
by inclusion, one can impose a partial order on the class P of all proximities
defined on a set X in the following manner:

Definition 1.1.1.2 If δ1 and δ2 are two elements of P, we define

δ1 > δ2 if and only if Aδ1B implies Aδ2B .

1



2 Proximity spaces and uniform spaces

In this case we say that δ1 is finer then δ2, or δ2 is coarser than δ1.

According to the above definition we have the following:

Proposition 1.1.1.1 Let δ1, δ2, δ3 be proximities on X. Then
(a) δ1 < δ1;
(b) if δ1 < δ2 and δ2 < δ1, then it implies that δ1 = δ2;
(c) if δ1 < δ2 and δ2 < δ3, then it implies that δ1 < δ3. ♣

In other words, the set P of all proximities on the set X is partially
ordered by the relation <.

Example 1.1.1.1 Just as discrete and indiscrete topology can be defined
on any set, we have discrete and indiscrete proximity.

(a) If we define Aδ0B if and only if A ∩ B 6= ∅, then δ0 is the discrete
proximity on X.

(b) On the other hand, if Aδ1B for every pair of non-empty subsets A
and B of X, then we obtain the indiscrete proximity on X.

It is obvious that δ0 > δ > δ1 for any proximity δ on X.

We shall often need the following simple proposition:

Proposition 1.1.1.2 Let (X, δ) be a proximity space. Then
(a) if AδB and B ⊆ C, then AδC;
(b) if AδB and C ⊆ B, then AδC;
(c) if there exists a point x ∈ X such that Aδ{x} and {x}δB, then AδB;
(d) if A ∩B 6= ∅, then AδB;
(e) Aδ∅ for every A ⊆ X;
(f) if AδB, then A 6= ∅ and B 6= ∅.

Proof : Statement (a) immediately follows from (B2) and the fact that
C = B ∪ C. (b) This statement follows from (a). (c) Suppose that Aδ{x}
and {x}δB for some x ∈ X. If AδB, then from (B5) there exists a set
E ⊂ X such that AδE and X −EδB. If x ∈ E, then, taken from (b), there
follows Aδ{x}, which is a contradiction. If x ∈ X − E, then also taken
from (b), there follows that {x}δB, which is a contradiction, too. (d) Let
x ∈ A ∩B. It follows that {x}δ{x} from (B4). Since {x} ⊂ A, then {x}δA
according to the statement (a). In an analogous manner we can conclude
that Bδ{x}, and therefore according to the statement (c) and (B1) it follows
that AδB. (e) This statement follows from (B3) and the statement (b). (f)
It immediately follows from (e). ♣
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Proposition 1.1.1.3 If δ is a proximity relation on a set X, then the axiom
(B5) is equivalent to each of the following statements:

(B′
5) if AδB, then there are sets C and D such that AδC, BδD and

C ∪D = X;
(B′′

5 ) if AδB, then there are sets C and D such that AδX−C, X−DδB
and CδD;

(B′′′
5 ) if AδB, then there are sets C and D such that C∩D = ∅, AδX−C

and BδX −D.

Proof : Let us prove that the axiom (B5) is equivalent to the statement
(B′

5). The fact that the other two statements are equivalent to the axiom
(B5), can be proved immediately.

Let us suppose that the axiom (B′
5) is true and let AδB. Then there

exists a set E ⊂ X such that AδE and X−EδB. If E = C and X−E = D,
then it is obvious that AδC, DδB and D = E ∪ (X − E) = X.

Conversely, let us suppose that (B′
5) holds and let AδB. Then there

exist sets C and D for which we have AδC, BδD and C ∪ D = X. Let
E = C. Then AδE. Since C ∪D = X, we have X − E = X − C ⊂ D, and
since BδD, according to Proposition 1.1.1.2 and the axiom (B1), X −EδB
follows. ♣

Definition 1.1.1.3 Let (X, δ) be a proximity space. We say that the sets
A,B ⊂ X are in the relation ¿ and write A ¿ B if AδX − B. When
A ¿ B, we call B a proximity or δ-neighborhood of A.

Theorem 1.1.1.1 Let (X, δ) be a proximity space. Then the relation ¿
satisfies the following properties:

(O1) X ¿ X;
(O2) if A ¿ B, then A ⊂ B;
(O3) A ⊂ B ¿ C ⊂ D implies A ¿ D;
(O4) A ¿ B implies X −B ¿ X −A;
(O5) A ¿ Bk is true for k = 1, 2, . . . , n if and only if A ¿ ∩n

k=1Bk;
(O6) if A ¿ B, then there exists a set C ⊂ X such that A ¿ C ¿ B.

If δ is a separated proximity, then
(O7) {x} ¿ X − {y} if and only if x 6= y.

Proof : (O1) According to the axiom (B3) there follows that Xδ∅, and
therefore X ¿ X holds from the definition of the relation ¿ .

(O2) If A ¿ B, then AδX − B holds. By Proposition 1.1.1.2 (d) there
follows that A ∩ (X −B) = ∅, hence A ⊆ B.
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(O3) Let A ⊂ B ¿ C ⊂ D. Then BδX − C, and since A ⊂ B and
X − D ⊂ X − C, by Proposition 1.1.1.2 (b) it follows that AδX − D, i.e.
A ¿ D.

(O4) If A ¿ B, then AδX − B. Therefore, by (B1) it follows that
X −BδA, i.e. X −B ¿ X −A.

(O5) It is sufficient to prove the statement for the case n = 2. Let
A ¿ B1 and A ¿ B2. Then AδX − B1 and AδX − B2; thus by (B2)
we have that Aδ(X − B1) ∪ (X − B2), i.e. AδX − (B1

⋂
B2). But then

A ¿ (B1
⋂

B2) is true. It is obvious that the converse holds as well.
(O6) A ¿ B implies AδX − B. By (B5), there exists a set X − C such

that AδX − C and CδX −B. But then A ¿ C ¿ B.
(O7) By axiom (B′

3), x 6= y is true if and only if {x}δ{y}. This is
equivalent with {x} ¿ X − {y}. ♣

Corollary 1.1.1.1 If Ak ¿ Bk for k = 1, 2, . . . , n, then

n⋂

k=1

Ak ¿
n⋂

k=1

Bk and
n⋃

k=1

Ak ¿
n⋃

k=1

Bk . ♣

All of the separated proximity axioms are used in the above proofs.
In particular, we note that (B5) is equivalent to the property (O6) of the
relation ¿ in the above theorem, and (B′

4) is equivalent to the property
(O7). The following theorem is the converse of Theorem 1.1.1.1.

Theorem 1.1.1.2 If ¿ is a binary relation on the power set of X satisfying
the properties (O1) − (O6) of Theorem 1.1.1.1, then the binary relation δ
defined on P (X) with

AδB if and only if A ¿ X −B ,

is a proximity relation on X. Moreover, if ¿ also satisfies the axiom (O7)
of Theorem 1.1.1.1, then δ is a separated proximity on X. A set B is a
δ-neighborhood of a set A if and only if A ¿ B.

Proof : (B1) If AδB, then A ¿ X − B. By the axiom (O4), B ¿ X − A,
so BδA.

(B2) Let us suppose that (A∪B)δC. Then (A∪B) ¿ X −C. Thus, by
the axiom (O3) it follows that A ¿ X − C and B ¿ X − C, i.e. AδC and
BδC. To prove the converse, let us suppose that (A∪B)δC, i.e. Cδ(A∪B).
Then C 6¿ X − (A ∪B), i.e. C 6¿ (X −A) ∩ (X −B); hence by the axiom
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(O5), it follows that C 6¿ X − A or C 6¿ X − B. But then CδA or CδB,
and it follows, since δ is symmetric, that AδC or BδC.

(B3) This axiom is a direct consequence of the axiom (O1).
(B4) Let us suppose that {x}δ{y}, i.e. {x}δX − (X − {y}). Then

{x} ¿ X − {y} holds, and therefore {x} ¿ X − {y}. Now, by the axiom
(O2), there follows the inclusion {x} ⊂ X − {y}. Hence x 6= y.

(B5) Let us suppose AδB, i.e. A ¿ X − B. Then by the axiom (O6),
there exists a set C ⊂ X such that A ¿ X−C ¿ X−B. Thus, there exists
a C ⊂ X such that AδX − C and X − CδB.

(B′
4) According to the axiom (O7), x 6= y is true if and only if {x} ¿

X − {y}, i.e. if and only if {x}δ{y}. ♣
Let us consider the family F(A) of all δ-neighborhoods of a set A in a

proximity space (X, δ). If A = ∅, then, by the axiom (B3), F(A) consists of
all the subsets of X. On the other hand, the following proposition holds:

Proposition 1.1.1.4 If (X, δ) is a proximity space, A ⊂ X, A 6= ∅, then
F(A) is a filter on X.

Proof : First, let as note that each element of the family F(A) is a non-
empty set. Indeed, if B ∈ F(A), then AδX − B, and thus, by Proposition
1.1.1.2 (d), A ⊂ B, which proves that B 6= ∅. Let B ∈ F(A) and B ⊂ C.
Since B ∈ F(A), we have that AδX − B. But then, by Proposition 1.1.1.2
(b), AδX−C holds, and therefore, C ∈ F(A). Finally, if B,C ∈ F(A), then
AδX −B and AδX −C, thus, by the axiom (B2) Aδ(X −B)∪ (X −C), i.e.
AδX − (B ∩ C). But then we have that B ∩ C ∈ F(A). Hence, F(A) is a
filter on X. ♣

The family F(A) of all δ-neighborhoods of a set A, where A is a non-
empty subset of the proximity space (X, δ), is called the proximity filter
or δ-filter of A. Let us give some properties of δ-filters.

Proposition 1.1.1.5 Let (X, δ) be a proximity space. Then
(a) B ∈ F(A) implies A ⊂ B;
(b) B ∈ F(A) implies X −A ∈ F(X −B);
(c) if A ⊂ B, then F(A) ⊂ F(B);
(d) F(A ∪B) = F(A) ∩ F(B);
(e) if B ∈ F(A), then there exists a C ∈ F(A) such that B ∈ F(C);
(f) F(A) ∩ F(B) ⊂ F(A ∩ B), where F(A) ∩ F(B) = {C ∩ D : C ∈

F(A), D ∈ F(B)}. ♣

The proof of this proposition is left to the reader.
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1.1.2 Topology generated by a proximity

In this subsection we shall be consider the topology on X induced by a
proximity on X, and study its elementary properties.

Definition 1.1.2.1 Let (X, δ) be a proximity space. A subset F ⊂ X is
defined to be closed if and only if xδF implies x ∈ F . By τδ denote the
family of complements of all the sets defined in such a way.

Theorem 1.1.2.1 If (X, δ) is a proximity space, then the family τδ is a
topology on the set X.

Proof : Obviously X and ∅ are closed sets. Let {Fi}i∈I be an arbitrary
collection of the closed subsets of X. If {x}δ ⋂

i∈I Fi, then, by Proposition
1.1.1.2 (a), {x}δFi for each i ∈ I. Since the sets Fi are closed, x ∈ Fi for
each i ∈ I. Thus x ∈ ⋂

i∈I Fi, which means that by the definition of a
closed set,

⋂
i∈I Fi is a closed set. Finally, if F1 and F2 are closed sets and

xδ(F1 ∪ F2), then by the axiom (B2), either xδF1 or xδF2 holds. Since the
sets F1 and F2 are closed, there follows that x ∈ F1 or x ∈ F2. Therefore,
x ∈ F1 ∪ F2. Thus, F1 ∪ F2 is a closed set. ♣

Proposition 1.1.2.1 Let (X, δ) be a proximity space and τ = τδ. Then the
τ -closure A of a set A is given by A = {x : xδA}.

Proof : If A denotes the intersection of all closed sets containing A and
Aδ = {x : xδA}, then it should be proved that A = Aδ. If x ∈ Aδ, then
{x}δA. By Proposition 1.1.1.2 (a) this implies xδA and, since A is closed,
x ∈ A. Thus Aδ ⊆ A. To prove the reverse inclusion it suffices to prove that
Aδ is closed, i.e. xδAδ implies x ∈ Aδ. Assuming that x 6∈ Aδ, then xδA so
that, by the axiom (B5), there exists a set E such that xδE and X −EδA.
Thus, no point of the set X − E is near A, i.e. Aδ ⊆ E, which, together
with xδE, implies that xδAδ. ♣

An alternative method of introducing the same topology on a proximity
space (X, δ) would be to define the subset Aδ of X for each subset A of X
and to show that it is a Kuratowski closure operator.

Theorem 1.1.2.2 Let (X, δ) be a proximity space. Then A → Aδ, where
Aδ = {x ∈ X : xδA}, is a Kuratowski closure operator.



1.1 Proximity spaces 7

Proof : (K1) By Proposition 1.1.1.2 (e), for each x ∈ X it follows that
{x}δ∅, from which ∅δ = ∅ follows.

(K2) If x ∈ A ⊂ X, then {x}δA according to Proposition 1.1.1.2 (d).
Hence, x ∈ Aδ, which proves that A ⊆ Aδ.

(K3) By (B2), x ∈ (A ∪B)δ if and only if xδA ∪B if and only if {x}δA
or {x}δB if and only if x ∈ Aδ or x ∈ Bδ if and only if x ∈ Aδ ∪Bδ. Thus,
(A ∪B)δ = Aδ ∪Bδ.

(K4) To prove that (Aδ)δ ⊆ Aδ is true, let us suppose that x 6∈ Aδ, i.e.
xδA. Then, by the (B5) there exists a set E such that xδE and X − EδA.
Now Aδ ⊆ E and xδE, so that xδAδ and x 6∈ (Aδ)δ. ♣

It is known that, with the help of the proximity introduced in the pseudo-
metric space, the neighborhoods of each point can be characterized: the set
V is a neighborhood of the point x if and only if {x} and X − V are far
from each other. In other words, this means that the neighborhood filter of
the point x is identical with the proximity filter of the set {x}. According
to this, a topology can be introduced in any proximity space as follows:

Theorem 1.1.2.3 Let (X, δ) be a proximity space and let us call the neigh-
borhood filter of the point x ∈ X the proximity filter F({x}) of the set {x}.
Then we obtain a topology on X, called the topology of the proximity space
(X, δ), or the topology induced by the proximity δ and also denoted by τδ or
τ(δ).

Proof : As a consequence of Proposition 1.1.1.4 F({x}) is a filter of every
set which contains {x} (by Proposition 1.1.1.5). Thus, τδ is in any case
a neighborhood structure. Moreover, by Proposition 1.1.1.5 (e), if V ∈
F({x}), then there exists an U ∈ F({x}) such that V ∈ F(U). Then y ∈ U
is implied, by Proposition 1.1.1.5 (c), V ∈ F({y}); thus, the system of the
filters (F({x}))x∈X is a neighborhood structure which is, according to the
above facts, a topology on X. ♣

Let us give some properties of the sets which are open or closed in topol-
ogy τδ.

Proposition 1.1.2.2 If G is a subset of a proximity space (X, τ), then G
is open in topology τδ if and only if {x}δX −G for every x ∈ G.

Proof : Let G be an open set in the topology τδ and let x ∈ G. The set
X −G is closed, so that from {y}δX −G it follows that y ∈ X −G. Since
x 6∈ X−G, then {x}δX−G. Conversely, let us suppose that {x}δX−G for
each x ∈ G. This means that x 6∈ (X −G)δ = X −G

τδ . Hence, no point of
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the set G is in closure of the set X −G. But then all closure points of the
set X − G are in the set X − G, which proves that it is closed. Therefore,
the set G is open as its complement. ♣

Proposition 1.1.2.3 If A and B are subsets of a proximity space (X, δ),
then AδB implies:

(a) B ⊂ X −A , and (b) B ⊂ int(X −A) ,

where the closure and the interior are taken with respect to the topology τδ.

Proof : (a) Let us suppose that x 6∈ X − A. Since BδX − (X − A), by
Proposition 1.1.1.2 (b), we have that xδB, from which follows that x 6∈ B.
(b) Since AδB, then by the axiom (B1) and previously proved inclusion we
have that A ⊂ X −B. Therefore B ⊂ X −A = int(X −A). ♣

Proposition 1.1.2.4 For the subsets A and B of the proximity space (X, δ)
we have that

AδB if and only if Aδ B ,

where the closure is taken with respect to the topology τδ.

Proof : If AδB, then according to Proposition 1.1.1.2 (a) we have that AδB.
To prove the converse, let us suppose that AδB. Then by axiom (B5) there
exists a set E such that AδE and X − EδB. Now by means of Proposition
2.3.1.1 from BδX −E we conclude that B ⊂ E. Since AδE and B ⊂ E, by
Proposition 1.1.1.2 (b) it follows that A δ B. In an analogous manner from
A δ B, by means of axiom (B1), it follows that A δ B. ♣

Proposition 1.1.2.5 Let (X, δ) be a proximity space. If A and IntA de-
note, respectively, the closure and the interior of the set A with respect to
the topology τδ, then

(a) A ¿ B implies A ¿ B, and
(b) A ¿ B implies A ¿ IntB.

Proof : (a) Let A ¿ B. Then by Definition 1.1.1.3 we have that AδX −B,
from which, by the above proposition, it follows A δX−B. But then A ¿ B.

(b) From AδX−B, by the previous proposition, it follows that Aδ X −B,
so that AδX − IntB, i.e. A ¿ IntB. ♣

From the second assertion of this proposition it follows that any δ-
neighborhood of some set is also a topological neighborhood of this set,
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of course, with respect to the topology generated by the proximity relation
δ. However, a δ-neighborhood in general is not an open set with respect to
this topology.

Proposition 1.1.2.6 The intersection of all δ-neighborhoods of a set A is
equal to the closure of the set A.

Proof : If A ¿ B, then by the previous proposition it follows that A ¿ B.
But then, the set A is contained in the intersection of all δ-neighborhoods
of A. To prove that intersection of all δ-neighborhoods of the set A is equal
to the set A, it is sufficient to prove that for every point x 6∈ A there exists
a δ-neighborhood of the set A which does not contain the point x. If x 6∈ A,
then xδA, so that by Proposition 1.1.1.3 there are disjoint δ-neighborhoods
of the point x and the set A. ♣

Proposition 1.1.2.7 The topology τδ generated by a proximity relation δ
on a space X is regular.

Proof : Let U be any neighborhood of a point x ∈ X. Then U ∈ F ({x}), so
by Proposition 1.1.1.5 (e) there exists a set V ∈ F({x}) such that U ∈ F(V ),
i.e. V δX−U . Now V is a neighborhood of the point x for which, according
to Proposition 1.1.2.4, V δX − U , from which, by means of Proposition
1.1.1.2 (d), it follows that V ⊂ U . In this way we proved that the topology
τδ on the space X is regular. ♣
Proposition 1.1.2.8 A proximity space (X, δ) is separated if and only if
the topology τδ generated by the proximity relation δ is a T0-topology.

Proof : If the proximity relation δ is separated and x 6= y, then X −
{y} ∈ F({x}) is a neighborhood of the point x not containing the point y.
Conversely, if U is a neighborhood of the point x not containing the point
y, then U ∈ F({x}). Since U ⊂ X − {y}, then X − {y} ∈ F({x}), so that
{x}δ{y}. ♣

The following proposition gives the connection between the comparison
of topologies and proximity relations:

Proposition 1.1.2.9 Let δ1 and δ2 be two proximity relations defined on
the set X. If δ1 < δ2, then τ(δ1) ⊂ τ(δ2).

Proof : Let us suppose G ∈ τ(δ1). Then by Proposition 1.1.2.2 {x}δ1X−G
for each x ∈ G. Since δ1 < δ2, then {x}δ2X − G for each x ∈ G, so that
G ∈ τ(δ2). Hence τ(δ1) ⊂ τ(δ2). ♣
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Example 1.1.2.1 If δ is an arbitrary proximity on a set X, then δ0 < δ <
δ1. Thus, by the above proposition, it follows that τ(δ1) ⊂ τδ ⊂ τ(δ0).

On the other hand, the converse in general is not true.

1.1.3 Compatibility of topology with a proximity relation

Definition 1.1.3.1 Let τ and δ be a topology and a proximity relation re-
spectively, both defined on a set X. If τ = τδ, then τ and δ are said to be
compatible.

Theorem 1.1.3.1 Let (X, τ) be a completely regular space. Then the rela-
tion δ, which is defined on the power set PX of the set X by

(1)
AδB if and only if A 6= ∅ 6= B and there is not a continuous

function f : X → I , such that f(x) = 0 for x ∈ A ,
and f(x) = 1 for x ∈ B ,

is a proximity relation compatible with the topology τ . If (X, τ) is a Ty-
chonoff space, then the proximity δ is separated.

Proof : From the definition of the proximity relation δ immediately follows
that it satisfies axioms (B1), (B3) and (B4). To prove that the axiom (B2)
holds, it suffices to show that from AδB and AδC, Aδ(B ∪C) is true. Since
AδB, there exists a continuous function f : X → I such that f(x) = 0 for
x ∈ A and f(x) = 1 for x ∈ B. There also exists a continuous function
g : X → I such that g(x) = 0 for x ∈ A and g(x) = 1 for x ∈ C. Function
h(x) = max{f(x), g(x)} is continuous on the set X, h(x) = 0 on the set A
and h(x) = 1 on the set B∪C, so that Aδ(B∪C). Finally, let us prove that
axiom (B5) is satisfied. Let us suppose that AδB and let f : X → I be a
continuous function for which f(A) = 0 and f(B) = 1 holds. Let us prove
that AδE and X − EδB holds for the set E = {x ∈ X : 1/2 6 f(x) 6 1}.
Let us examine the function defined in the following way:

g(y) =
{

2y , 0 6 y 6 1/2 ,
1 , 1/2 6 y 6 1 .

It is obvious that g : I → I is a continuous function, so that g ◦ f : X → I
is also a continuous function for which (g ◦ f)(A) = 0 and (g ◦ f)(E) = 1
holds. Therefore AδE. In a similar way it can be proved that X − EδB.
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Let us prove now that τ = τδ. Let us suppose that G ∈ τ and let x ∈ G.
Then x is not in the closed set X −G, so there exists a continuous function
f : X → I such that f(x) = 0 and f(X − G) = 1. Therefore {x}δX − G,
so that G ∈ τδ. Conversely, if G ∈ τδ and x ∈ G, then {x}δX − G. But
then, according to the definition of the proximity relation δ, there exists
a continuous function f : X → I such that f(x) = 0 and f(X − G) = 1.
Now there follows that f−1([0, 1/2)) is a τ -open neighborhood of the point x
which is contained in the set G. In this manner we have proved that G ∈ τ .

To prove that δ is separated if (X, τ) is Tychonoff, let us note that if
x 6= y then x 6∈ y since (X, τ) is T1. From the definition of completely
regular space, we are assured that x and y are functionally distinguishable,
implying that xδy. ♣

The proximity space (X, δ) in the above theorem will be called a fine
proximity space.

Theorem 1.1.3.2 If (X, τ) is a normal topological space and

(2) AδB if and only if A ∩B = ∅ ,

then δ is a proximity relation on the set X.

Proof : It is obvious that the axioms (B1), (B3) and (B4) hold. Let us
prove that axiom (B2) holds. Let Aδ(B ∪ C). Then A ∩ (B ∪ C) 6= ∅, so
that A ∩ (B ∪ C) 6= ∅. But then (A ∩B) ∪ (A ∩ C) 6= ∅, so that A ∩B 6= ∅
or A ∩ C. Therefore AδB or AδC. To prove that the axiom (B5) is true,
let us suppose that AδB. Then A ∩ B = ∅, and since X is a normal space,
there exist open sets C and D such that A ⊂ C, B ⊂ D and C ∩ D = ∅.
The set X −C is closed and A∩ (X −C) = ∅, so that AδX −C. But then,
according to Proposition 1.1.2.4, it follows that AδX −C. It can be proved
in an analogous manner that BδX−D, so that by Proposition 1.1.1.3 axiom
(B5) is satisfied. ♣

In a normal space (X, τ), the proximities defined by (1) and (2) are
equivalent.

Definition 1.1.3.2 The non-empty sets A and B are said to be discon-
nected in a topological space if they have disjoint neighborhoods. A and B
are said to be separated in a topological space if A has a neighborhood dis-
joint from B and B has a neighborhood disjoint from A; A and B are weakly
separated if at least one of them possesses a neighborhood not intersecting
the other one.
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Definition 1.1.3.3 A topological space X is said to be
-an S1-space if any two weakly separated points are separated;
-an S2-space if any two weakly separated points are disconnected;
-an S3-space if any point x ∈ X and any closed set not containing x

are disconnected.
A normal S1-space is said to be an S4-space.

Definition 1.1.3.4 The proximity relation defined in the previous theorem
on an S4-space is called the elementary proximity relation.

Theorem 1.1.3.3 Let (X, τ) be a normal topological space, and let δ∗ be the
proximity on the set X defined in the previous theorem. Then the topology
τδ∗ generated by the proximity relation δ∗ is coarser than the topology τ .
This topologies are identical if and only if the space (X, τ) is an S4-space.

Proof : The set U is a τδ∗-neighborhood of the point x ∈ X if and only
if {x}δ∗X − U , which is by Proposition 1.1.2.4 equivalent to {x} δ

∗
X − U .

From this, according to Proposition 1.1.1.2, we have that {x} ∩X − U = ∅,
so that x ∈ X −X − U ⊂ U . Therefore U is a τ -neighborhood of the point
x. This proves that the topology τδ∗ is coarser than the topology τ .

Let us suppose now that τδ∗ = τ . Then for every τ -neighborhood U
of the point x the inclusion {x} ⊂ X − X − U ⊂ U holds, so that X is
an S1-space, and also an S4-space. To prove converse, let us suppose that
(X, τ) is an S4-space and let U be a τ -neighborhood of the point x. Then
there exists a τ -open set V such that x ∈ V ⊂ U . Since X is an S1-space,
the set V is a τ -neighborhood of the set {x}. Therefore {x} ⊂ V and
{x} ∩ (X − V ) = {x} ∩X − V = ∅, so that {x} ∩X − U = ∅, which proves
that the set U is a τδ∗-neighborhood of the point x. ♣

Lemma 1.1.3.1 Let (X, δ) be a proximity space. If K is a compact, and F
is a closed set in the topology τδ and if K ∩ F = ∅, then KδF .

Proof : If x ∈ K, then X − F is a neighborhood of the point x in topology
τδ, so that {x}δF . Then, by virtue of Proposition 1.1.1.3, for each point
x ∈ K there exist the sets Cx and Dx such that Cx ∩Dx = ∅, {x}δX − Cx

and FδX −Dx. Since Cx is a neighborhood of the point x, then, because of
compactness of the set K, there exists a finite set of the points x1, x2, . . . , xn

such that K ⊂ ⋃n
1 Cxi . For the set D =

⋂n
1 Dxi it holds (

⋃n
1 Cxi) ∩D = ∅,

so that K ∩D = ∅. Since X −D =
⋃n

1 (X −Dxi)δF , by Proposition 1.1.1.2
(b), it follows that KδF . ♣
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Theorem 1.1.3.4 On a compact T2-space the elementary proximity rela-
tion is the unique compatible proximity.

Proof : Every compact T2-space is a T4-space, so the elementary proximity
δ, by virtue of Theorem 1.1.3.3, is a proximity relation compatible with the
topology of this space. Let δ∗ be any proximity relation on X compatible
with the topology of this space. Let us prove that δ = δ∗.

Let Aδ
∗
B. Then, by Proposition 1.1.2.4, A δ

∗
B, so that according to

Proposition 1.1.1.2 (d) it follows that A ∩ B = ∅. Therefore, AδB, which
proves that δ∗ < δ.

To prove the converse, let us suppose that AδB, which is, by Proposition
1.1.2.4, equivalent to the fact that A δ B, i.e. A ∩ B = ∅. Then by virtue
of the previous lemma it follows that A δ

∗
B, so that, again by Proposition

1.1.2.4, it follows that Aδ
∗
B. In this way we have proved that δ = δ∗;

therefore, δ is the unique proximity on X compatible with topology on the
space X. ♣

Theorem 1.1.3.5 On a compact S2-space the elementary proximity is the
unique proximity compatible with the topology of that space.

Proof : Let (X, τ) be a compact S2-space and let δ be a proximity relation
on X for which τ = τδ. Let us prove that δ = δ∗, where δ∗ is the elementary
proximity relation defined in Theorem 1.1.3.3. The compact S2-space X is
normal, so that the relation δ∗ defined in Theorem 1.1.3.3 is a proximity
relation. Therefore, the proximity δ, by the above proposition, is coarser
than the proximity relation defined in Theorem 1.1.3.3. Let us prove the
converse, i.e. that from AδB it follows A ∩ B 6= ∅. Indeed, if A ∩ B = ∅,
then by Lemma 1.1.3.1 we have that A δ B, so that by Proposition 1.1.2.4
AδB, contrary to the assumption. Now from the facts that A ∩B = ∅, and
that δ∗ is a proximity relation compatible with the topology τ , it follows
that A δ

∗
B. But then, according to Proposition 1.1.2.4, Aδ

∗
B holds. ♣

1.1.4 Comparison of proximity relations

In the first subsection of this section we have introduced the order defined
on the set P of all proximity relations on a set X. We have seen that every
proximity lies between the discrete and indiscrete proximities. We have also
proved that from δ1 < δ2 follows τ(δ1) ⊂ τ(δ2). The following example
proves that the converse in general is not true.



14 Proximity spaces and uniform spaces

Example 1.1.4.1 If X = R, d(x, y) = |x − y| and δ1 = δd, while δ2 is the
proximity defined in Theorem 1.1.3.2 with the help of the topology τd, which
is a T5- and therefore an S4-space, then τ(δ1) = τ(δ2), although δ1 6= δ2. To
prove this fact, let us take the sets A = N and B = {n+1/2n : n ∈ N}. Then
d(A,B) = 0 implies Aδ1B. On the other hand, A = A, B = B, A ∩ B = ∅,
so that Aδ2B. It should be observed that in this example δ1 < δ2. This can
be seen from the following proposition:

Proposition 1.1.4.1 Let (X, τ) be a normal space, δ being the proximity
defined in Theorem 1.1.3.2 and δ∗ an arbitrary proximity on X for which
τδ∗ < τ . Then δ∗ < δ.

Proof : Let AδB, i.e. A
τ ∩ B

τ 6= ∅. Then Aδ∗B, because otherwise, by
Proposition 1.1.2.4, A

τδ∗ δ
∗
B

τδ∗ would follows. But then, according to the
supposition that τδ∗ < τ , it will be A

τ ∩ B
τ = ∅, which is in contradiction

with the supposition. ♣
Theorem 1.1.4.1 Let {δi : i ∈ I 6= ∅} be any family of proximity relations
on X. For the sets A, B ⊂ X let us define the relation

(1)
AδB if for any finite decompositions A =

m⋃

j=1

Aj , B =
n⋃

k=1

Bk

there exist indecis j and k such that AjδiBk for each i ∈ I .

Then the proximity relation δ is the coarsest of the proximities finer than all
proximities δi and is denoted by δ = sup{δi : i ∈ I}. For the corresponding
topologies we have:

τδ = sup{τ(δi) : i ∈ I} .

Proof : Let us first prove that δ is a proximity relation on the set X. It
is obvious that the axioms (B1), (B3) and (B4) are satisfied. Let us denote
Jk = {1, 2, . . . , k}. Let us suppose that AδB and AδC. Then there exist
decompositions of the sets

A =
p⋃

j=1

Aj , B =
q⋃

k=1

Bk ,

such that for each j ∈ Jp and each k ∈ Jq there exists an index i = i(j, k)
for which AjδiBk holds. There also exist decompositions of the sets

A =
r⋃

m=1

A′m , C =
s⋃

n=1

Cn
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such that for each m ∈ Jr and for each n ∈ Js there exists some i′ = i′(m,n)
for which A′mδi′Cn holds. Let us consider decompositions of the sets

A =
p⋃

j=1

r⋃

m=1

(Aj

⋂
A′m) , B ∪ C =

q⋃

k=1

Bj ∪
s⋃

n=1

Cn .

Since AjδiBk for i = i(j, k) and every (j, k) ∈ Jp × Jq and A′mδi′Cn for
i′ = i′(m,n) and every (m, n) ∈ Jq ×Js, so that Aj ∩A′mδiBk for i = i(j, k),
every (j, k) ∈ Jp × Jq and every m ∈ Jr and Aj ∩A′mδi′Cn for i′ = i′(m,n),
every (m,n) ∈ Jr × Js and every j ∈ Jm. In both cases it follows that
Aδ(B ∪ C), so the axiom (B2) holds.

To prove the axiom (B5), let us suppose that AδB. Then there exist
decompositions of the sets

A =
m⋃

j=1

Aj , B =
n⋃

k=1

Bk

such that AjδiBk for some i = i(j, k) and each (j, k) ∈ Jm × Jn. Therefore
for each pair (j, k) ∈ Jm×Jn by virtue of Proposition 1.1.1.3 there exist sets
Pjk and Qjk for which Ajδi(j,k)X −Pjk, Bkδi(j,k)X −Qjk and Pjk ∩Qjk = ∅
hold. Let us consider the sets

Pj =
n⋂

k=1

Pjk , P =
m⋃

j=1

Pj , Qj =
n⋃

k=1

Qjk , Q =
m⋂

j=1

Qj .

First let us notice that Pjk ∩ Qjk = ∅ for each (j, k) ∈ Jm × Jn, so that
Pj∩Qj = ∅ for each j ∈ Jm, from which it follows that P ∩Q = ∅. Moreover
it is evident that if CδiD at least for one i ∈ I, then CδD. According
to this fact we can conclude that AjδX − Pjk and BkδX − Qjk for each
(j, k) ∈ Jm × Jn. But then AδX − P and BδX − Q. Let us prove now
that AδX − P . Since AjδX − Pjk for each (j, k) ∈ Jm × Jn, i.e. Aj ¿ Bjk

for each (j, k) ∈ Jm × Jn, it follows by Corollary 1.1.4.1 that ∪Aj ¿ Bjk

holds for each k ∈ Jn. According to the same corollary we also have that
∪Aj ¿

⋂
Pjk = Pj holds for each j ∈ Jm, so that ∪Aj ¿ ∪Pj = P . Hence

from Theorem 1.1.1.1 (O3) A ¿ P , i.e. AδX − P . In a similar way it can
be proved that BδX −Q.

Let us prove that the proximity relation δ is finer than all proximities δi.
Indeed, we have already concluded that, if AδiB for some i ∈ I, then AδB.
Therefore δi < δ. Let now δ∗ be a proximity relation which is finer than all
proximity relations δi and let AδB. Then there exist decompositions (1) of
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the sets A and B so that Ajδi(j,k)Bk for each (j, k) ∈ Jm × Jn. Therefore
Ajδ

∗
Bk for each (j, k) ∈ Jm × Jn, so that

A =
m⋃

j=1

Ajδ
∗
Bk , Aδ

∗
n⋃

k=1

Bk = B ,

which proves that δ < δ∗. In this manner we have proved that δ = sup{δi :
i ∈ I}.

Since δi < δ, according to Proposition 1.1.2.9 it follows that τ(δi) <
τδ for every i ∈ I, so that τ < τδ, where τ = sup{τ(δi) : i ∈ I}. To
prove the converse, let us take any τδ-neighborhood G of the point x. Then
{x}δX − G, so there exists a decomposition of the set X − G = ∪n

k=1Bk

such that {x}δi(k)Bk for some i = i(k) ∈ I and every k ∈ Jn. Thus X −Bk

is a τ(δi(k))-neighborhood of the point x, and also a τ -neighborhood of that
point. Therefore G =

⋂n
k=1(X − Bk) is also a τ -neighborhood of the point

x. In this way we have proved that τδ < τ and the theorem is proved. ♣

Corollary 1.1.4.1 For any non-empty family of proximity relations δi on
the set X there exists a proximity relation δ which is the finest of all prox-
imities coarser than all δi. It is denoted by δ = inf{δi : i ∈ I}.

Proof : Since the indiscrete proximity of the set X is coarser than all prox-
imities δi, we can speak of the supremum of the proximities coarser than
all proximities δi. Denoting it by δ, we clearly obtain a relation with the
required property. ♣

Corollary 1.1.4.2 If there exists a compatible proximity for a topology τ ,
then there exists the finest one among the proximities compatible with the
topology τ .

Proof : The proof immediately follows from Theorem 1.1.4.1. ♣

Definition 1.1.4.1 The proximity relation in the above corollary is called
the Czech-Stone proximity of the topology τ .
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1.1.5 The subspace of the proximity space

Theorem 1.1.5.1 Let (X, δ) be a proximity space and ∅ 6= Y ⊂ X. For
sets A, B ⊂ Y let

(1) AδY B if and only if AδB .

Then (Y, δY ) is a proximity space.

Proof : It is obvious that the relation δY satisfies the axioms (B1)-(B4).
Let us prove that it satisfies also the axiom (B5). Let us suppose AδY B,
A,B ⊂ Y . Then AδB, so there exists a set E∗ ⊂ X such that AδE∗ and
X − E∗δB. Let E = Y

⋂
E∗. Then Y − E = Y − E∗ ⊂ X − E∗, E ⊂ E∗,

and therefore, according to Proposition 1.1.1.2 (b), it follows that AδE and
Y − EδB. Hence, AδY E and Y − EδY B. ♣

Definition 1.1.5.1 Let (X, δ) be a proximity space, and let ∅ 6= Y ⊂ X.
The proximity relation δY defined in the above proposition on the subset Y
of the set X is called the restriction on Y of the proximity δ and is
denoted by δ|Y . The ordered pair (Y, δ|Y ) is called the proximity subspace
of the proximity space (X, δ).

Proposition 1.1.5.1 If (X, δ) is a proximity space and ∅ 6= Y ⊂ X, then a
δ|Y -proximity filter of any subset A ⊂ Y , A 6= ∅, is F(A)

⋂{Y }. Moreover,
the equality τδ|Y = τδ|Y holds.

Proof : Let us denote by FY (A) a δY -proximity filter of the set A in the
subspace (Y, δ|Y ) and let F ∈ FY (A). Then F ⊂ Y and AδY Y − F . Let
us denote by H = F ∪ (X − Y ). Then X −H = Y − F , so that AδX −H,
H ∈ F(A) and F = H ∩ Y . From AδX − H it follows that H ∈ F(A),
and since F = H ∩ Y , we have that F ∈ F(A) ∩ {Y }. This proves that
FY (A) ⊂ F(A) ∩ {Y }.

To prove the converse, let us suppose that F ∈ F(A), i.e. AδX − F .
Since Y −(F ∩Y ) ⊂ X−F , then AδY Y −(F ∩Y ), from which it follows that
F ∩ Y ∈ FY (A), which had to be proved. The second part of the assertion
immediately follows if we put A = {x}. ♣

Finally, let us give some obvious consequences of the above considera-
tions.

Corollary 1.1.5.1 If δ1 and δ2 are proximities on the set X, ∅ 6= Y ⊂ X,
and if δ1 < δ2, then δ1|Y < δ2|Y . ♣
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Corollary 1.1.5.2 If δ is a proximity relation on the set X and if ∅ 6=
Z ⊂ Y ⊂ X, then (δ|Y )|Z = δ|Z. ♣

Corollary 1.1.5.3 Let {δi : i ∈ I} be a non-empty family of the proximities
on the set X and let δ = sup{δi : i ∈ I}. If ∅ 6= Y ⊂ X, then

sup{δi|Y : i ∈ I} = δ|Y . ♣

The restriction δ|Y of the proximity relation δ can be considered as the
special case of a more general concept.

Let us consider a mapping f : X → Y , where (Y, δ) is a proximity space
and let us define a relation on the power set P (X) of the set X in the
following way:

(2) Aδ∗B if and only if f(A)δf(B) .

Let us prove that δ∗ is a proximity relation on the set X. For this
purpose it is enough to check the axiom (B5), because the other axioms
obviously hold. Let Aδ

∗
B. Then f(A)δf(B), so there exist sets P and Q

such that f(A)δY −P , f(B)δY −Q and P ∩Q = ∅. Since f(X−f−1(P )) =
f(f−1(Y − P )) ⊂ Y − P , then by virtue of Proposition 1.1.1.2 we have
that f(A)δf(X − f−1(P )), so that Aδ

∗
X − f−1(P ). In a similar way it can

be proved that Bδ
∗
X − f−1(Q). Finally, from P ∩ Q = ∅ it follows that

f−1(P ) ∩ f−1(Q) = ∅. Thus the axiom (B5) is true.
The proximity relation δ∗ defined in such a way is called the inverse

image of the proximity δ and denoted by f−1(δ). According to Theorem
1.1.5.1 and the above consideration the following corollary holds.

Corollary 1.1.5.4 Let (X, δ) be a proximity space and let ∅ 6= Y ⊂ X. If
f : Y → X is the canonical injection, then f−1(δ) = δ|Y . ♣

Proposition 1.1.5.2 If f : X → Y and δ is a proximity on the set Y , then
f−1(τδ) = τ(f−1(δ)).

Proof : Let F ∈ F({f(x)}), i.e. {f(x)}δ Y − F . Then f−1(F ) is an el-
ement of the neighborhood base of the point x in the topology f−1(τδ)
and {x}f−1(δ) f−1(Y − F ) holds. Since f(f−1(Y − F )) ⊂ Y − F , then
{f(x)}δf(f−1(Y −F )), so that X−f−1(Y −F ) = f−1(F ) is a neighborhood
of the point x with respect to the topology τ(f−1(δ)). To prove the con-
verse, let us suppose that F is a neighborhood of the point x in the topology
τ(f−1(δ)), i.e. f(x)δ f(X − F ). But then F = Y − f(X − F ) ∈ F({f(x)}),
so that F ∈ f−1(τδ). ♣
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Corollary 1.1.5.5 If f : X → Y and if δ1 and δ2 are the proximities on Y
for which δ1 < δ2, then f−1(δ1) < f−1(δ2) holds. ♣

Corollary 1.1.5.6 Let f : X → Y , g : Y → Z, h = g ◦ f and let δ be a
proximity relation on the set Z. Then h−1(δ) = f−1(g−1(δ)). ♣

Theorem 1.1.5.2 If f : X → Y and if {δi : i ∈ I} is a non-empty family
of the proximities on the set Y , and δ = sup{δi : i ∈ I}, then

sup{f−1(δi) : i ∈ I} = f−1(δ)

Proof : Let Aδ∗B, where δ∗ = sup{f−1(δi) : i ∈ I}. Then for every de-
compositions {Aj : j ∈ Jm} and {Bk : k ∈ Jn} of the sets A and B respec-
tively, there exist some indices j ∈ Jm and k ∈ Jn such that Ajf

−1(δi)Bk,
i.e. f(Aj)δif(Bk) for every i ∈ I. But then Af−1(δ∗)B, i.e. f(A)δ∗f(B).
Indeed, let {A′j : j ∈ J ′r} and {B′

k : k ∈ J ′s} be the decompositions of
the sets f(A) and f(B) respectively. Then {A ∩ f−1(A′j) : j ∈ J ′r} and
{B ∩ f−1(B′

k) : k ∈ J ′s} are the decompositions of the sets A and B, so that
f(A∩f−1(A′j))δif(B∩f−1(B′

k)) for every i ∈ I. Since f(A∩f−1(A′j)) ⊂ A′j
and f(B ∩ f−1(B′

k)) ⊂ B′
k, then by Proposition 1.1.1.2 (a) it follows that

A′jδiB
′
k for every i ∈ I.

Conversely, if Af−1(δ)B, i.e. f(A)δf(B), then for every two decompo-
sitions {f(Aj) : j ∈ Jm} and {f(Bk) : k ∈ Jn} of the sets f(A) and f(B)
respectively, there exist indices j ∈ Jm and k ∈ Jn such that f(Aj)δif(Bk)
for every i ∈ I. Therefore Ajf

−1(δi)Bk for every i ∈ I, so that Aδ∗B. ♣

1.1.6 Proximally continuous mapping

Definition 1.1.6.1 Let (X, δX) and (Y, δY ) be two proximity spaces. The
mapping f : X → Y is said to be proximally or δ-continuous if AδXB
implies f(A)δY f(B) for every two sets A,B ⊂ X.

Proposition 1.1.6.1 A mapping f : X → Y of a proximity space (X, δX)
into a proximity space (Y, δY ) is δ-continuous if and only if for every two
sets P,Q ⊂ Y , PδY Q implies f−1(P )δXf−1(Q).

Proof : If f is δ-continuous and PδY Q, then f−1(P )δXf−1(Q) cannot hold
as this would imply f(f−1(P ))δY f(f−1(Q)) although f(f−1(P )) ⊂ P and
f(f−1(Q)) ⊂ Q.
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To prove the converse, let us suppose that AδXB. Since f−1(f(A)) ⊃ A
and f−1(f(B)) ⊃ B, then according to Proposition 1.1.1.2, it follows that
f−1(f(A))δXf−1(f(B)). But then f(A)δY f(B), because contrary to this
case there follows a contradiction to the fact that f−1(f(A))δXf−1(f(B)).
♣

Corollary 1.1.6.1 A mapping f : X → Y of a proximity space (X, δX) into
a proximity space (Y, δY ) is δ-continuous if and only if P ¿Y Q implies that
f−1(P ) ¿X f−1(Q) for every two sets P, Q ⊂ Y . ♣

Corollary 1.1.6.2 Let f : X → Y be a mapping from a set X on a prox-
imity space (Y, δY ). Then δX = f−1(δY ) is the coarsest proximity on X for
which f is a δ-continuous mapping.

Proof : We have already proved that δX is a proximity on the set X. Let
δ′X be an arbitrary proximity on X and suppose that f is a δ-continuous
mapping with respect to this proximity. Then for any two sets A, B ⊂ X
from Aδ′XB follows f(A)δY f(B). Since f(A)δY f(B) is equivalent to the fact
that Af−1(δY )B, then δ′X > f−1(δY ) = δX . ♣

The following proposition gives an interesting characterization of prox-
imity f−1(δ) which considered in the previous corollary.

Proposition 1.1.6.2 Let f be a mapping from a set X into a proximity
space (Y, δY ). The coarsest proximity δX which may be assigned to X in
order that f be δ-continuous is defined by

AδXB if and only if there exists a set C ⊂ Y

such that f(A)δY (Y − C) and f−1(C) ⊂ X −B .

Proof : Let us first prove that δX is a proximity on the set X. Let us
suppose that AδXB and let C ⊂ Y be the set for which f(A)δY (Y − C)
and f−1(C) ⊂ X − B hold. Let us consider the set D = Y − f(A). Since
f(B) ⊂ Y − C and f(A)δY Y − C, we have that f(B)δY Y −D. Moreover,
f−1(D) = X − f−1(f(A)) ⊂ X −A. Hence BδXA, which proves the axiom
(B1).

To prove the axiom (B2), let us suppose that (A ∪ B)δXC. Then there
exists a set D ⊂ Y such that [f(A) ∪ f(B)]δY Y −D and f−1(D) ⊂ X −C,
from which AδXC and BδXC follow. Conversely, if AδXC and BδXC, then
there exist D1 and D2 such that f(A)δY Y −D1, f(B)δY Y −D2, f−1(D1) ⊂
X − C and f−1(D2) ⊂ X − C. Therefore [f(A) ∪ f(B)]δY [Y − (D1 ∪D2)]
and f−1(D1 ∪D2) ⊂ X − C, i.e. (A ∪B)δXC.
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If A = ∅, then for C = ∅ we have that f(A)δY Y and f−1(∅) ⊂ X −X.
Hence XδX∅; thus the axiom (B3) is true.

Let us now prove the axiom (B4). For this we shall prove that AδXB
implies A∩B = ∅, because then it is obvious that {x}δX{x} for every x ∈ X.
Since AδXB, then there exists a set C ⊂ Y such that f(A)δY Y − C and
f−1(C) ⊂ X −B. Therefore f(A)∩ (Y −C) = ∅ and f−1(f(A))∩ f−1(Y −
C) = ∅. Since A ⊂ f−1(f(A)) and B ⊂ f−1(Y − C), A ∩B = ∅ follows.

If AδXB, then there exists a set C ⊂ Y such that f−1(C) ⊂ X −B and
f(A)δY Y − C. Then according to the axiom (B5) there exists a set D ⊂ Y
such that f(A)δY D and Y −DδY Y −C. Let E = f−1(D). Since f(A)δY D,
so that AδXE. But now from f(X − E) ⊂ (Y − D), Y − DδY Y − C and
f−1(C) ⊂ X −B, it follows that X −EδXB. So, we have proved that δX is
a proximity on the set X.

To prove that f : (X, δX) → (Y, δY ) is a δ-continuous mapping, let us
suppose that f(A)δY f(B). Since f(A) ¿ Y − f(B), there exists a set C
such that f(A) ¿ C ¿ Y − f(B) by Corollary 1.1.6.1. Thus f(A)δY Y −C
and f−1(C) ⊂ X − f−1(f(B)) ⊂ X −B, i.e. AδXB.

It remains to show that if δ1 is any proximity on X such that f :
(X, δ1) → (Y, δY ) is δ-continuous, then δ1 is finer than δX . If AδXB, then
there exists a set C ⊂ Y such that f(A)δY Y −C and f−1(C) ⊂ X−B. Since
f is δ-continuous, we have that Aδ1X− f−1(C). But then B ⊂ X− f−1(C)
implies Aδ1B. Thus δ1 > δX . ♣

Corollary 1.1.6.3 The composition of δ-continuous mappings is a δ-con-
tinuous mapping. ♣

Corollary 1.1.6.4 Let δ1 and δ2 be two proximities on the set X. The
identity mapping i : (X, δ1) → (X, δ2) of the set X is a δ-continuous mapping
if and only if δ1 > δ2. ♣

Corollary 1.1.6.5 Let f : (X, δX) → (Y, δY ) be a δ-continuous mapping.
If δ′X is a proximity on X finer than proximity δX , and δ′Y a proximity on
Y coarser than proximity δY , then the mapping f : (X, δ′X) → (Y, δ′Y ) is
δ-continuous. ♣

Proposition 1.1.6.3 Let δX be a proximity relation on X, {δi
Y : i ∈ I} be a

non-empty family of proximities on Y and δY = sup{δi
Y : i ∈ I}. A mapping

f : (X, δX) → (Y, δY ) is δ-continuous if and only if f : (X, δX) → (Y, δi
Y ) is

a δ-continuous mapping for each i ∈ I.
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Proof : By Corollary 1.1.6.2 the mapping f : (X, δX) → (Y, δY ) is δ-
continuous if and only if f−1(δY ) < δX , while the mapping f : (X, δX) →
(Y, δi

Y ) is δ-continuous if and and only if f−1(δi
Y ) < δX . Now the assertion

follows from Theorem 1.1.5.2. ♣

Proposition 1.1.6.4 Let {δi
X : i ∈ I} be a non-empty family of proximities

on X, δX = inf{δi
X : i ∈ I} and let δY be a proximity on Y . The mapping

f : (X, δX) → (Y, δY ) is δ-continuous if and only if f : (X, δi
X) → (Y, δY ) is

a δ-continuous mapping for each i ∈ I.

Proof : Let δ′X = f−1(δY ). If f : (X, δi
X) → (Y, δY ) is a δ-continuous

mapping for each i ∈ I, then by Corollary 1.1.6.2 δ′X < δi
X for each i ∈ I

holds. Therefore δ′X < δX , so that f : (X, δX) → (Y, δY ) is a δ-continuous
mapping. Conversely, if f : (X, δX) → (Y, δY ) is a δ-continuous mapping,
then by virtue of Corollary 1.1.6.5 the mapping f : (X, δi

X) → (Y, δY ) is
δ-continuous for each i ∈ I. ♣

The proofs of the following three propositions are easy and left to the
reader.

Proposition 1.1.6.5 Let (X, δ) be a proximity space and ∅ 6= Y ⊂ X. The
canonical injection f : (Y, δ|Y ) → (X, δ) is δ-continuous. ♣

Proposition 1.1.6.6 Let (X, δX) and (Y, δY ) be the proximity spaces, f :
X → Y , f(X) ⊂ Y0 ⊂ Y . The mapping f : (X, δX) → (Y, δY ) is δ-
continuous if and only if the mapping f |Y0

X : (X, δX) → (Y0, δY |Y0) is δ-
continuous. ♣

Proposition 1.1.6.7 Let f : X → Y and ∅ 6= X0 ⊂ X. If the mapping
f : (X, δX) → (Y, δY ) is δ-continuous, then f |X0 : (X0, δX |X0) → (Y, δY ) is
also a δ-continuous mapping. ♣

Proposition 1.1.6.8 If f is a δ-continuous mapping of the proximity space
(X, δX) into the proximity space (Y, δY ), then it is continuous with respect
to the topologies τ(δX) and τ(δY ).

Proof : Let x ∈ A
τ(δX). Then {x}δXA, and since f is a δ-continuous

mapping, then {f(x)}δY f(A), i.e. f(x) ∈ f(A)
τ(δY )

. This proves that

f(A τ(δX)) ⊂ f(A)
τ(δY )

, thus the mapping is continuous with respect to the
topologies τ(δX) and τ(δY ). ♣
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The converse in general case is not true. Indeed, if in Example 1.1.4.1
we take the identical mapping, then it is continuous with respect to the
topologies τ(δ1) and τ(δ2), but it is not a δ-continuous mapping of the
proximity space (X, δ1) onto the proximity space (X, δ2). The following two
propositions give us the conditions when the converse is true.

Proposition 1.1.6.9 Let (X, δX) and (Y, δY ) be the proximity spaces and
δX the Czech-Stone proximity of the topology τ = τ(δX). If f : (X, τ(δX)) →
(Y, τ(δY )) is a continuous mapping, then f : (X, δX) → (Y, δY ) is a δ-
continuous mapping.

Proof : From the general topology it is known that f−1(τ(δY )) < τ(δX)
holds. Let δ′X = sup{δX , f−1(δY )}. Then τ(δ′X) = sup{τ(δX), f−1(τ(δY ))}
holds on account of Theorem 1.1.4.1, since by Proposition 1.1.5.2 it fol-
lows that τ(f−1(δY )) = f−1(τ(δY )). According to the definition of the
Czech-Stone proximity there follows that δ′X < δX , so that δ′X = δX , hence
f−1(δY ) < δX . Now by Corollary 1.1.6.2 and Corollary 1.1.6.5 it follows
that the mapping f : (X, δX) → (Y, δY ) is δ-continuous. ♣

Proposition 1.1.6.10 If (X, δX) and (Y, δY ) are the proximity spaces and
X is a compact space with respect to the topology τ(δX), then every mapping
f : X → Y which is continuous with respect to the topologies τ(δX) and
τ(δY ) is also δ-continuous with respect to the proximities δX and δY .

Proof : Let AδXB. Then by Proposition 1.1.2.4 A∩B 6= ∅, so that f(A)∩
f(B) 6= ∅. But then according to Proposition 1.1.1.2 (d) it follows that
f(A)δY f(B). Since f is a continuous mapping, then f(A) ⊂ f(A) and
f(B) ⊂ f(B), so that by Proposition 1.1.1.2 (a) f(A)δY f(B). Now by
Proposition 1.1.2.4 it follows that f(A)δY f(B), so that f is a δ-continuous
mapping. ♣

Definition 1.1.6.2 If f : (X, δX) → (Y, δY ) is a bijective δ-continuous
mapping and f−1 : (Y, δY ) → (X, δX) is a δ-continuous mapping, then f
is said to be a proximally equimorphism, proximally isomorphism
or δ-homeomorphism from X onto Y . The proximity spaces (X, δX)
and (Y, δY ) are proximally equimorphic, proximally isomorphic or
δ-homeomorphic if there exists a δ-homeomorphism between them.

This relation is reflexive, symmetric and transitive. Since an δ-equimorp-
hism is a homeomorphism between (X, τδX

) and (Y, τδY
), δ-equimorphic

spaces are also homeomorphic.
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Proposition 1.1.6.11 Let f be a given mapping from the proximity space
(X, δX) into the proximity space (Y, δY ). Then

(a) f is δ-continuous if and only if δX > f−1(δY );
(b) if f is an injective mapping, then δX = f−1(δY ) if and only if the

mapping h = f |f(X)
X is a δ-homeomorphism from the proximity space (X, δX)

onto the proximity space (f(X), δY |f(X));
(c) if f is bijective mapping, then δX = f−1(δY ) holds if and only if f is

a δ-homeomorphism from (X, δX) onto (Y, δY ).

Proof : (a) Let f be a δ-continuous mapping. If AδXB, then f(A)δY f(B),
so that Af−1(δY )B by the definition of the proximity f−1(δY ). This proves
that δX > f−1(δY ). Conversely, let us suppose that δX > f−1(δY ) and let
AδXB. Then Af−1(δY )B, which is equivalent with f(A)δXf(B). But then
the mapping f is δ-continuous.

(b) Since δX = f−1(δY ), then by Corollary 1.1.6.2 f : (X, f−1(δY )) →
(Y, δY ) is a δ-continuous mapping. But then by Proposition 1.1.6.6 h|f(X)

X :
(X, f−1(δY )) → (f(X), δY |f(X)) is a δ-continuous mapping. Let g = h−1.
It is obvious that f ◦ g : f(X) → Y is a canonical injection. Thus, by Corol-
lary 1.1.5.4 and Corollary 1.1.5.6, it follows that δY |f(X) = (f ◦ g)−1(δY ) =
g−1(f−1(δY )). But then, by Proposition 1.1.6.2, g : (f(X), δY |f(X)) →
(X, f−1(δY )) is a δ-continuous mapping, so that h is a δ-homeomorphism.
To prove the converse, let h = f |f(X)

X be a δ-homeomorphism from the
proximity space (X, δX) onto the proximity space (f(X), δY |f(X)). Then
the identical mapping g ◦ h is a δ-homeomorphism from (X, δX) onto space
(X, f−1(δY )). Now by Corollary 1.1.6.4 we have that δX = f−1(δY ).

(c) The assertion is a special case of (b). ♣

1.1.7 Product of proximity spaces

Proposition 1.1.7.1 Let {(Xi, δi) : i ∈ I} be a non-empty family of the
proximity spaces, X 6= ∅ and fi : X → Xi being a given mapping for each
i ∈ I. Then there exists the coarsest proximity δ∗ on the set X for which
fi : (X, δ∗) → (Xi, δi) is δ-continuous mapping for every i ∈ I. In this case
δ∗ = sup{f−1

i (δi) : i ∈ I}.

Proof : Let δ be an arbitrary proximity on the set X for which fi : (X, δ) →
(Xi, δi) is a δ-continuous mapping for every i ∈ I. In this case by Propo-
sition 1.1.6.11 (a) there follows that δ > f−1

i (δi) for every i ∈ I. However,
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according to Theorem 1.1.4.1, there is the coarsest of the proximities on
X, say δ∗, which is finer than all the proximities f−1

i (δi). Therefore it is
coarsest than the proximity δ. Since δ is an arbitrary proximity on X, the
proof of the proposition is finished. ♣
Definition 1.1.7.1 The proximity δ∗ in the above proposition is called the
proximity projectively generated by the system {fi, δi : i ∈ I}.

The inverse image f−1(δ) of a proximity δ is nothing other than the
proximity projectively generated by the system {f, δ} of one element, where
f : X → (Y, δ) is a given mapping. On the other hand, if Xi = X for every
i ∈ I, while fi is the identical mapping on X, then the system {fi, δi : i ∈ I}
generates projectively precisely the proximity sup{δi : i ∈ I}.

In the following we shall always use the notation introduced in Proposi-
tion 1.1.7.1.

Corollary 1.1.7.1 For the sets in the proximity space (X, δ∗) it holds that

Aδ∗B if and only if for any two finite decompositions {Aj : j ∈ Jm}
and {Bk : k ∈ Jn} of the sets A and B respectively , there
are indices j and k such that fi(Aj)δifi(Bk) for every i ∈ I .

Proof : The proof immediately follows from Theorem 1.1.4.1 and definition
of the inverse image of proximity. ♣
Corollary 1.1.7.2 If (Y, δY ) is a proximity space and g : Y → X, then
g : (Y, δY ) → (X, δ∗) is δ-continuous if and only if fi ◦ g : (Y, δY ) → (Xi, δi)
is a δ-continuous mapping for every i ∈ I.

Proof : Let g : Y → X be a δ-continuous mapping. Since fi : (X, δ∗) →
(Xi, δi), i ∈ I, is a δ-continuous mapping according to Proposition 1.1.7.1,
then fi ◦ g : (X, δ) → (Xi, δi), i ∈ I, is a δ-continuous mapping by virtue of
Corollary 1.1.6.3. Conversely, let us suppose that fi◦g : (X, δ∗) → (Xi, δi) is
a δ-continuous mapping for every i ∈ I. If Pδ

∗
Q, where δ∗ = sup{f−1(δi) :

i ∈ I}, then there are decompositions {Pj : j ∈ Jm} and {Qk : k ∈ Jn} of
the sets P and Q respectively, so that for every (j, k) ∈ Jm×Jn there exists
some i = i(j, k) for which fi(Pj)δifi(Qk) holds. Since fi ◦g is a δ-continuous
mapping for every i ∈ I, then for every (j, k) ∈ Jm × Jn we have that (fi ◦
g)−1(fi(Pj))δY (fi ◦ g)−1(fi(Qk)), i.e. g−1(f−1

i (fi(Pj)))δY g−1(f−1
i (fi(Qk)))

where i = i(j, k). Since Pj ⊂ f−1
i (fi(Pj)) and Qk ⊂ f−1

i (fi(Qk)), then
g−1(Pj)δY g−1(Qk) for every (j, k) ∈ Jm × Jn. But then according to the
axiom (B2) it follows that g−1(P )δY g−1(Q), so that g is a δ-continuous
mapping. ♣
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Corollary 1.1.7.3 Let Ji 6= ∅ be a set of indices for every i ∈ I, (Xij , δij) a
proximity space for i ∈ I and j ∈ Ji, fij : Xi → Xij a mapping such that δi

is the proximity on Xi projectively generated by the system {fij , δij : j ∈ Ji}.
Then δ∗ is identical with the proximity projectively generated by the system
{fij ◦ fi, δij : i ∈ I, j ∈ Ji}.

Proof : This immediately follows from the previous corollary. ♣

Corollary 1.1.7.4 If g : Y → X, Y 6= ∅, then proximity g−1(δ∗) coincides
with the proximity projectively generated by the system {fi ◦ g, δi : i ∈ I}.

Proof : This assertion is a special case of the previous corollary. ♣

Corollary 1.1.7.5 Let ∅ 6= Y ⊂ X and fi(Y ) ⊂ Yi ⊂ Xi for every i ∈ I.
Then δ∗|Y is a proximity projectively generated by system {fi|Yi

Y , δi|Yi : i ∈
I}.

Proof : The assertion immediately follows from Corollary 1.1.7.3, Corollary
1.1.5.4 and Proposition 1.1.6.11. ♣

Corollary 1.1.7.6 Let (Yi, δ
′
i) be a proximity space, gi : Xi → Yi a mapping

for which δi = g−1
i (δ′i) holds. Then δ∗ is a proximity identical with the

proximity projectively generated by the system {gi ◦ f ′i , δ′i : i ∈ I}.

Proof : This follows from Corollary 1.1.7.3. ♣

Corollary 1.1.7.7 If gi : Xi → Yi is a δ-homeomorphism for every i ∈ I,
then the proximity δ∗ is identical with the proximity projectively generated
by the system {gi ◦ fi : i ∈ I}.

Proof : This immediately follows from Proposition 1.1.6.11 (c). ♣

Corollary 1.1.7.8 If δ′i is a proximity on Xi such that δi < δ′i for every
i ∈ I and δ∗∗ is the proximity projectively generated by the system {fi, δ′i :
i ∈ I}, then δ∗ < δ∗∗.

Proof : This follows from Corollary 1.1.5.5. ♣

Corollary 1.1.7.9 The topology projectively generated by the system {fi,
τ(δi) : i ∈ I} coincides with the topology τ(δ∗).
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Proof : The topology projectively generated by the system {fi, τ(δi) : i ∈ I}
is defined as sup{f−1

i (τ(δi)) : i ∈ I}. According to Theorem 1.1.4.1 we have
the equality sup{f−1

i (τ(δi)) : i ∈ I} = sup{τ(f−1
i (δi)) : i ∈ I}. Since by

Proposition 1.1.5.2 sup{τ(f−1
i (δi)) : i ∈ I} = τ(sup{f−1

i (δi) : i ∈ I}) =
τ(δ∗), then sup{f−1

i (τ(δi)) : i ∈ I} = τ(δ∗). ♣

Definition 1.1.7.2 Let (Xi, δi) be a proximity space for every i ∈ I 6= ∅,
X =

∏
i∈I Xi and pi : X → Xi the i-th projection. The proximity relation δ

which is projectively generated on X by the system {pi, δi : i ∈ I} is called the
product of the proximities δi and is denoted by

∏
i∈I δi. The proximity

space (
∏

i∈I Xi,
∏

i∈I δi) is the product of the proximity spaces (Xi, δi).

The above notations will be used henceforth.
Now by virtue of definition of the product of the proximities and Propo-

sition 1.1.7.1 we have the following

Corollary 1.1.7.10 For the sets A,B ⊂ X AδB holds if and only if for
any decompositions {Aj : j ∈ Jm} and {Bk : k ∈ Jn} of the sets A and B
respectively there exist indices j ∈ Jm and k ∈ Jn such that pi(Aj)δipi(Bk)
for every i ∈ I. ♣

Corollary 1.1.7.11 Let (Y, δY ) be a proximity space and g : Y → X a
mapping. The mapping g : (Y, δY ) → (X, δ) is a δ-continuous if and only if
the composition pi ◦ g : (Y, δY ) → (Xi, δi) is δ-continuous for every i ∈ I.

Proof : This immediately follows by virtue of Corollary 1.1.6.3 and Corol-
lary 1.1.7.8. ♣

Corollary 1.1.7.12 If δ′i is a proximity relation on a set Xi, so that δi < δ′i
for every i ∈ I, then

∏
i∈I δi <

∏
i∈I δ′i.

Proof : This follows from Corollary 1.1.7.8. ♣

Corollary 1.1.7.13 If ∅ 6= Yi ⊂ Xi and Y =
∏

i∈I Yi, then
∏

i∈I(δi|Yi) =
δ|Y . ♣

Corollary 1.1.7.14 If ∅ 6= Yi ⊂ Xi and Y =
∏

i∈I Yi, then
∏

i∈I(δi|Yi)
= δ|Y . If Yi = Xi for some i ∈ I, while for the other indices Yi = {yi},
where yi ∈ Xi, then pj |Y : (Y, δ|Y ) → (Xi, δi) is a δ-homeomorphism.



28 Proximity spaces and uniform spaces

Proof : The first part of the assertion follows from Corollary 1.1.7.4. The
second part follows from Proposition 1.1.6.11 and the fact that any map-
ping from a proximity space onto one element set equipped with indiscrete
proximity is δ-continuous. ♣
Corollary 1.1.7.15 Let (Yi, δ

i
Y ) be a proximity space for every i ∈ I, fi :

(Xi, δi) → (Yi, δ
i
Y ) a δ-continuous mapping, Y =

∏
i∈I Yi, δY =

∏
i∈I δi

Y ,
p′i : Y → Yi the i-th projection and f : X → Y the mapping for which
fi ◦ pi = p′i ◦ f . Then f : (X, δ) → (Y, δY ) is a δ-continuous mapping. If fi

is a δ-homeomorphism, then f is also a δ-homeomorphism.

Proof : Since fi is a δ-continuous mapping, then by Corollary 1.1.6.3 fi◦pi is
a δ-continuous mapping. But then p′i◦f is also a δ-continuous mapping, from
which, by Corollary 1.1.7.11, it follows that the mapping f is δ-continuous.
The last part of the assertion follows from the assertion previously proved
and the fact that f−1

i ◦ p′i = pi ◦ f−1. ♣
Let f : I → J be a bijection and Yi = Xf(i). Then the mapping g :∏

i∈I Yi →
∏

j∈J Xj defined by: if g(b) = a, where b = (bi), then af(i) = bi,
is a bijection from the set Y =

∏
i∈I Yi onto the set X =

∏
j∈J Xj . For the

mapping defining in such a way there follows:

Corollary 1.1.7.16 Let δi be a proximity space on the set Yi, δ′f(i) = δi, δ =∏
i∈I δi and δ′ =

∏
j∈J δ′j. Then g : (Y, δ) → (X, δ′) is a δ-homeomorphism.

♣
Let us consider a bijection f : I → J . Let I = ∪j∈JIj , Ij1 ∩ Ij2 = ∅ for

j1 6= j2, Yj =
∏

i∈Ij
Xi, X =

∏
i∈I Xi, Y =

∏
j∈J Yj , and let pi : X → Xi,

qj : Y → Yj and rji : Yj → Xi be the projections. If rji(qj(f(x))) = pi(x)
for every x ∈ X, then f : X → Y is a bijection for which the following
assertion holds:

Corollary 1.1.7.17 If δi is a proximity on the set Xi, δ =
∏

i∈I δi, δ′j =∏
i∈Ij

δi, δ′ =
∏

j∈J δ′j, then f : (X, δ) → (Y, δ′) is a δ-homeomorphism. ♣
The last two assertions immediately follow from Corollary 1.1.7.11 while

from Corollary 1.1.7.9 the following assertion holds.

Corollary 1.1.7.18 If δ =
∏

i∈I δi, then τδ =
∏

i∈I τ(δi). However, the
product of separated proximities is also a separated proximity. ♣

Finally, let us give a theorem which is analogous to the embedding the-
orem in topological spaces.
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Theorem 1.1.7.1 Let (Xi, δi) be a proximity space for every i ∈ I 6= ∅,
Y a given set, fi : Y → Xi a given mapping, δ∗ a proximity on the set
Y projectively generated by the system {fi, δi : i ∈ I}, X =

∏
i∈I Xi, δ =∏

i∈I δi, pi : X → Xi the i-th projection, f : Y → X the mapping for
which pi ◦ f = fi, and h = f |f(Y )

Y . If for x, y ∈ X from x 6= y follows
fi(x) 6= fi(y) for at least one i ∈ I, then h : (Y, δ∗) → (f(X), δ|f(X)) is a
δ-homeomorphism. This assertion is certainly fulfilled if δ∗ is a separated
proximity.

Proof : According to Corollary 1.1.7.4 there follows that δ∗ = f−1(δ).
Since h is a bijective mapping, then, by Proposition 1.1.6.11, it is a δ-
homeomorphism. If the proximity δ∗ is separated and if for elements x, y ∈
X x 6= y holds, then {x}δ∗{y}, so that by Corollary 1.1.7.1 there exists some
index i ∈ I for which {fi(x)}δi{fi(y)} holds. Therefore fi(x) 6= fi(y). ♣

1.1.8 Quotient space of proximity spaces

Let now (Xi, δi) be a proximity space for every i ∈ I 6= ∅, fi : Xi → X a
given mapping and let us consider the finest proximity δ∗ on the set X for
which each one of the mappings fi is δ-continuous. This proximity exists
since every fi is δ-continuous with respect to the indiscrete proximity on X
and then we have to take only all the proximities δ for which every fi is
δ-continuous and denote their supremum by δ∗:

Proposition 1.1.8.1 Let (Xi, δi) be a proximity space for every i ∈ I 6= ∅,
fi : Xi → X a given mapping, and δ∗ the supremum of those proximities δ
on the set X for which every fi : (Xi, δi) → (X, δ) is δ-continuous. Then δ∗

is the finest among the proximities considered.

Proof : It needs only to be checked that every fi : (Xi, δi) → (X, δ∗),
i ∈ I, is δ-continuous. By Proposition 1.1.6.11 this will hold if and only if
f−1

i (δ∗) < δi for every i ∈ I. The last inequality, by Theorem 1.1.5.2, is
equivalent to supδ f−1

i (δ) < δi, i ∈ I, where supremum is considered with
respect to all the proximities δ on X for which fi is δ-continuous. Since
fi : (Xi, δi) → (X, δ) is δ-continuous by Proposition 1.1.6.11 if and only if
δi > f−1

i (δ), the inequality supδ f−1
i (δ) < δi obviously holds. ♣

Definition 1.1.8.1 For the proximity δ∗ in the above proposition it is said
to be inductively generated by the system {fi, δi : i ∈ I}.
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There is an essential difference with respect to the inductive generation
of topologies, namely that δ∗ cannot be constructed, in general, in a simple
way by means of the given fi and δi, not even in the special case of a single
proximity space (X ′, δ′) and a single mapping f : X ′ → X. In this case
the notation δ∗ = f(δ′) is used and we speak of the quotient proximity
belonging to δ′ and f .

In fact, if there is a given proximity on X for which f is δ-continuous,
then for the sets A,B ⊂ X, f−1(A)δ′f−1(B) implies that f(f−1(A)) ⊂ A
and f(f−1(B)) ⊂ B are near to each other. Therefore if a relation δ is
defined in such a way that AδB holds if and only if f−1(A)δ′f−1(B) and δ
defined in this manner is a proximity on X, then the fewest possible pairs of
sets will be near to each other with respect to δ, and thus δ will be identical
with f(δ′). Now it can be easily proved that, if f is surjective, then δ defined
in this way will certainly fulfil the axioms (B1) to (B4). The axiom (B5)
is fulfilled if and only if f−1(A)δ′f−1(B) implies that there exist the sets P

and Q such that P ∩Q = ∅, f−1(A)δ′f−1(X−P ) and f−1(B)δ′f−1(X−Q).
The latter condition is not always fulfilled. For that reason let us consider

the following:

Example 1.1.8.1 Let for example X ′ = R, δ′ = δd1 (where d1 is the
Euclidean metric), X being the set of integers, f : X ′ → X defined by
f(x) = [x]. A = {0}, B = {2} imply f−1(A) = [0, 1), f−1(B) = [2, 3), so
that f−1(A)δ′f−1(B). However, for the arbitrary sets P, Q ⊂ X, the con-
ditions [0, 1)δ′f−1(X − P ), [2, 3)δ′f−1(X −Q) imply that both f−1(P ) and
f−1(Q) intersect the interval [1, 2), hence 1 ∈ P ∩Q is fulfilled.

As a result of the previous consideration the following proposition holds:

Proposition 1.1.8.2 Let (Y, δY ) be a proximity space, f : Y → X a given
mapping and δ be a relation on the set X defined by: AδB if and only
if f−1(A)δY f−1(B). Whenever δ, defined in this way, is a proximity on
X, then δ = f(δY ). This is the case if f is surjective and if for A,B ⊂ X,
f−1(A)δY f−1(B), there exist C, D ⊂ X such that C

⋂
D = ∅, f−1(A)δY f−1

(X − C) and f−1(B)δY f−1(X −D). ♣

Corollary 1.1.8.1 If g : X → Y is a bijection, f = g−1, δY is a proximity
on the set Y , then f(δY ) = g−1(δY ) (with the notations introduced in the
previous proposition).

Proof : Let us suppose that for the sets A,B ⊂ X holds f−1(A)δY f−1(B).
Then there exist sets C ′, D′ ⊂ Y for which f−1(A)δY Y −C ′, f−1(B)δY Y −D′
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and C ′∩D′ = ∅ holds. Then for the sets C = f(C ′) and D = f(D′) it follows
that f−1(A)δY f−1(Y − C), f−1(B)δY f−1(Y −D) and C ∩D = ∅. ♣

Starting from the definition, we have the following propositions.

Proposition 1.1.8.3 δ∗ = inf{fi(δi) : i ∈ I}. ♣

Proposition 1.1.8.4 If δ′i is a proximity on Xi for which δi < δ′i, then the
proximity inductively generated by the system {fi, δ′i : i ∈ I} is finer than
the proximity δ∗. ♣

Proposition 1.1.8.5 Let (Y, δY ) be a proximity space and g : X → Y a
given mapping. The mapping g : (X, δ∗) → (Y, δY ) is δ-continuous if and
only if g ◦ fi : (Xi, δi) → (Y, δY ) is a δ-continuous mapping for every i ∈ I.
♣

Proposition 1.1.8.6 Let (Xij , δij) be a proximity space for every i ∈ I 6= ∅
and j ∈ Ji 6= ∅, fij : Xij → Xi a mapping such that δi is the proximity in-
ductively generated by the system {fij , δij : j ∈ Ji}. Then δ∗ is the proximity
inductively generated by the system {fi ◦ fij , δij}. ♣

Proposition 1.1.8.7 If (Yi, δ
′
i) is a proximity space for every i ∈ I and

gi : Yi → Xi a mapping for which δi = gi(δ′i) holds, then the proximity δ∗ is
identical with the proximity inductively generated by the system {fi ◦ gi, δ′i :
i ∈ I}. The statement also holds in the case when gi is a δ-homeomorphism
for every i ∈ I. ♣

Proposition 1.1.8.8 Let (X, δX) and (Y, δY ) be two proximity spaces, f :
X → Y a given mapping. Then the following statements are equivalent:

(a) f is a δ-continuous mapping;
(b) δY < f(δX);
(c) f−1(δY ) < δX .

Proposition 1.1.8.9 Let (X, δX), (Y, δY ) and (Z, δZ) be proximity spaces,
f : X → Y and g : Y → Z given mappings, and let δY = f(δX). The
mapping g is δ-continuous if and only if g ◦ f is a δ-continuous mapping. ♣

Proposition 1.1.8.10 If (Xi, δi) is a proximity space for every i ∈ I 6= ∅,
X =

∏
i∈I Xi, δ =

∏
i∈I δi and pi : X → Xi is the i-th projection, then

δi = pi(δ) for every i ∈ I. ♣
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Proof : According to Proposition 1.1.8.2 it must be shown that if Aj , Bj ⊂
Xj , then AjδjBj holds if and only if p−1

j (Aj)δp−1
j (Bj). Now as pj is proxi-

mally continuous, it follows that the latter relation implies the former one.
Let us suppose therefore that AjδjBj and let A = p−1

j (Aj), B = p−1
j (Bj)

and let {Cr : r ∈ Ia} and {Ds : s ∈ Ib} be decompositions of the sets A
and B respectively. Let us consider the sets pj(Cr) = C ′

r, r ∈ Ia, and let us
construct all the sets of the form

⋂a
r=1 Er, where Er = C ′

r or Er = Aj − C ′
r

for every r ∈ Ia. Let us denote these intersections by P1, P2, . . . , Pp. It is
obvious that Aj =

⋃p
m=1 Pm, the sets Pm are disjoint, and every set C ′

r is the
union of those Pm which are contained in it. Disjoint sets Q1, Q2, . . . , Qq can
be similarly constructed such that Bj =

⋃q
n=1 Qn and every set D′

s = pj(Ds)
is the union of the sets Qn contained in it.

Now it is evident that there exist indices m and n such that PmδjQn.
For every index i ∈ I−{j} let xi = yj ∈ Xi be arbitrarily chosen element so
that xi ∈ Pm and yj ∈ Qn. Then x = (xi) ∈

⋃a
r=1 Cr, y = (yj) ∈

⋃b
s=1 Ds,

so that x ∈ Cr, y ∈ Ds for suitable indices r and s, thus xj ∈ C ′
r, yj ∈ D′

s.
Therefore Pm ⊂ C ′

r, Qn ⊂ D′
s, and thus pj(Cr)δjpj(Ds). Furthermore, if

i 6= j then xi ∈ pi(Cr), yi ∈ pi(Ds) implies that pi(Cr)δipi(Di), from which,
by Corollary 1.1.7.10, it follows that AδB. ♣

In the following by partition of a set X we understand a system S
of sets whose elements are pairwise disjoint, non-empty and their union is
X. The elements of the partition S are called the cells of the partition.
Often a partition on X is given by defining an equivalence relation on X
and identifying the cells of the partition with the equivalence classes. In this
case the quotient space obtained is called the quotient space belonging
to the equivalence relation

An important example of this is the following: let N (x) be the neigh-
borhood filter of the point x in the topological space (X, τ). Let x be said
to be equivalent to y if and only if N (x) = N (y). Then we obtain evidently
an equivalence relation on X. The partition S belonging to it is called the
separative partition belonging to the topology τ .

In the same way as in the case of topological spaces we can also speak of
the quotient space of a proximity space belonging to a partition or an
equivalence relation. It is worth to study in particular the quotient space
with respect to the separative partition of the topology τδ:

Proposition 1.1.8.11 Let (X, δ) be a proximity space, S the separative par-
tition corresponding to the topology τδ, p : X → S the canonical surjection.
Then

(a) x and y belong to the same cell Z ∈ S if and only if {x}δ{y};
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(b) Ap(δ)B if and only if p−1(A)δp−1(B);
(c) p−1(p(δ)) = δ;
(d) τ(p(δ)) = p(τδ);
(e) p(δ) is a separated proximity.

Proof : (a) If {x}δ{y}, then X − {y} ∈ F({x}) = F(x), so that F(y) 6=
F(x). Conversely, if F(y) 6= F(x), then there exists a τδ-open set G such
that x ∈ G, y /∈ G. Therefore {x}δX − G, and since {y} ⊂ X − G, then
{x}δ{y}.

(b) Let us notice first that the condition formulated in Proposition 1.1.8.2
is fulfilled by p. Indeed, if A,B ⊂ S, p−1(A)δp−1(B), then let C, D ⊂
X be such that p−1(A)δX − C, p−1(B)δX − D and C

⋂
B = ∅. Then

by Proposition 1.1.2.4 p−1(A)δ X − C, p−1(B)δ X −D holds. Since every
closed set in the topology τδ is a union of the classes of equivalence, then
p−1(p(X−C)) ⊂ X − C and p−1(p(X−D)) ⊂ X −D. But then the sets P =
S−p(X−C) and Q = S−p(X−D) are disjoint, and p−1(S−P ) = p−1(p(X−
C))δp−1(A), p−1(S − Q) = p−1(p(X − D))δp−1(B) holds. Accordingly,
Proposition 1.1.8.2 can be applied and shows that the statement is true.

(c) Since p : (X, δ) → (S, p(δ)) is δ-continuous mapping, then by Propo-
sition 1.1.6.11 we have that p−1(p(δ)) < δ. On the other hand, if AδB is
true, then by Proposition 1.1.2.4 Aδ B holds, from where it follows that
p−1(p(A))δp−1(p(B)) (because it is closed in the topology τδ as the union
of the classes of equivalence). But then, according to the assertion (b),
p(A) p(δ) p(B), from which it follows that A p−1(p(δ))B.

(d) Since the projection p : (X, δ) → (S, p(δ)) is δ-continuous mapping,
then by Proposition 1.1.6.8 p : (X, τδ) → (S, τ(p(δ)) is continuous mapping,
so that τ(p(δ)) < p(τδ). To prove the converse, let us suppose that G is a
p(τδ)-open set, i.e. that p−1(G) is a τδ-open set and let x ∈ p−1(G). Then
{x}δX − p−1(G), so that according to Proposition 1.1.2.4 {x} δ X − p−1(G)
holds. But then p−1(p(x))δX−p−1(G), so by (b) {p(x)}p(δ)S−G. Therefore
G is a τ(p(δ))-open set.

(e) This assertion follows from (d) and the fact that p(τδ) is a T0-
topology. ♣

Historical and bibliographic notes

Although it had been suggested as early as 1908 by F. Riesz [273] and
the idea was revived in 1941 by Wallace [329], the theory of proximity had
its real beginning with V. A. Efremovich in 1952 [92], and was developed
by several authors (largely in the Soviet Union), notably Yu. M. Smirnoff.
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The axioms for a proximity space were originally given by V. A. Efremovich,
although they appeared in a slightly different but equivalent form to those
presented in subsection 1.1. The theorems in this subsection are mainly due
to V. A. Efremovich, just as the concept of δ-neighborhood. They have been
collectively presented by Smirnoff in his early survey of proximity spaces
[294]. The results concerning proximity mappings were first established by
Smirnoff [294]. For an account of a proximity on the product of proximity
spaces, see Leader [186].

1.2 Uniform spaces

The concept of a uniform space can be considered either as an axiomatization
of some geometric notions, close to yet quite independent of the concept of
a topological space, or as convenient tools for an investigation of topological
spaces. Uniformities, when introduced by Weil, were considered as such
tools, suitable, in contrast to metrics, for studying topological spaces with no
countability assumptions. Burbaki, who pays a great attention to the theory
of uniform spaces in their book, emphasizes its character as an independent
theory which is, however, strongly related to the theory of topological spaces.
The relation between the two theories consists in the fact that to uniform
spaces and uniformly continuous function one can assign, in a standard way,
topological space and continuous mappings.

1.2.1 Definition and basic properties of uniform spaces

In a pseudo-metric space (X, d) (xn) is a Cauchy sequence if, for every ε > 0,
there exists an index nε ∈ N such that d(xm, xn) < ε whenever m,n > nε.
If Ud,ε = {(x, y) ∈ X2 : d(x, y) < ε}, then we can say that (xn) is a Cauchy
sequence, if, beginning with an index nε ∈ N, all its elements are in the set
Ud,ε.

The uniform continuity of a function f : Rn → R is well known and
plays an important role in mathematical analysis. A function f of this type
is said to be uniformly continuous if, for every ε > 0, there exists a δ > 0
such that x, y ∈ Rn, dn(x, y) < δ implies |f(x) − f(y)| < ε. The definition
can be extended word for word to real functions defined on a pseudo-metric
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space (X, d). The difficulty in extending it to an arbitrary topological space
is the fact that, in order to do this, we should have to extend the expression
”the points x and y are nearer to each other than δ for some δ > 0”, i.e. we
should need a suitable generalization of ”the system of pairs of points (x, y)
nearer to each other than δ ”.

On account of this, it can be expected that the notion of a uniform
continuity can be extended to functions defined on a set X where some sets
of pairs - the elements of which belong to X - are distinguished. The set of
these pairs will then take the role played in the case of a pseudo-metric
spaces by pairs of points which are nearer to each other than δ. In order
to obtain a suitable generalization, let us look at some simple properties of
sets of such pairs of a pseudo-metric spaces.

Every set Ud,ε is non-empty, because ∆ ⊂ Ud,ε for every ε > 0, where
∆ = {(x, x) : x ∈ X} is the diagonal of the set X. Furthermore, Ud,ε ⊂
Ud,ε1 ∩ Ud,ε2 , where 0 < ε < min{ε1, ε2}, so that the system of the sets
{Ud,ε : ε > 0} is a filter base in X ×X.

The sets Ud,ε are symmetric, because the pseudo-metric d is a symmetric
function, i.e. Ud,ε = U−1

d,ε . Furthermore, for every Ud,ε, there exists an Ud,ρ

such that Ud,ρ ◦ Ud,ρ ⊂ Ud,ε. This assertion immediately follows from the
triangle inequality.

The sets of the form Ud,ε are said to be an ε-surrounding of the pseudo-
metric space (X, d).

Definition 1.2.1.1 A non-void family U of subsets (called the entourages
of the diagonal) of the set X ×X is a uniformity or a uniform struc-
ture on the set X, if the following conditions are satisfied:

(U1) ∆ ⊂ U for every element U ∈ U ;
(U2) if U ∈ U , then U−1 ∈ U ;
(U3) if U, V ∈ U , then U ∩ V ∈ U ;
(U4) if U ∈ U and U ⊂ V , then V ∈ U ;
(U5) for every U ∈ U there exists a V ∈ U such that V ◦ V ⊂ U .
The pair (X,U) is called a uniform space. A uniformity U is called

separated or Hausdorff, if for x, y ∈ X, x 6= y there exists an entourage
U ∈ U such that (x, y) 6∈ U . A uniform space (X,U) is Hausdorff, if the
uniformity U is Hausdorff.

Definition 1.2.1.2 A subfamily B ⊂ U is called a base for the unifor-
mity U if for every U ∈ U there exists a B ∈ B such that B ⊂ U .

Obviously, a uniformity U can have many bases. However, every unifor-
mity U is completely determined by any of its bases in the following way.
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A subset U of the product X ×X is an element of the uniformity U if and
only if there exists an element B ∈ B such that B ⊂ U .

Definition 1.2.1.3 Let A and B be systems of sets. We say that A is
coarser than B, or B is finer than A, denoted by A < B, if for for each
set A ∈ A there is a set B ∈ B such that B ⊂ A. If A < B and B < A hold
simultaneously then we say that the systems of sets A and B are equivalent.

In spite of all this, the families U and B are equivalent. By definition
of the base, B > U holds. However, B < U also holds. Indeed, let B be
any element of B. Then B ∈ U , because B ⊂ U , so there exists an element
U ∈ U such that U ◦ U ⊂ B. But then U = U ◦∆ ⊂ U ◦ U ⊂ B.

Proposition 1.2.1.1 A family B of the subsets of the product X ×X is a
base of a uniformity on the set X if and only if the following conditions are
fulfilled:

(a) ∆ ⊂ B for every element B ∈ B;
(b) if U ∈ B, then U−1 contains an element of B;
(c) for every U ∈ B there exists a V ∈ B such that V ◦ V ⊂ U ;
(d) the intersection of every two elements of B contains an element of

B. ♣

According to the above proposition we have the following simple corol-
lary.

Corollary 1.2.1.1 A family B = {Ud,ε : ε > 0} of ε-entourages Ud,ε defined
in the pseudo-metric space (X, d) is a base of some uniformity Ud on the set
X. The filter B generated by it is the uniformity of the pseudo-metric
space (X, d). ♣

Proposition 1.2.1.2 If B is a base of some uniformity on the set X, and
B′ is a family of symmetric subsets of the product X×X which is equivalent
to the family B (B < B′ and B′ < B), then the family B′ is a base of the
uniformity on the set X.

Proof : Let B′ ∈ B′. Since the families B and B′ are equivalent, then B > B′,
so there exists a B ∈ B such that B ⊂ B′. Therefore ∆ ⊂ B′, so that B′ is a
filter base on X. Let us choose an element B′ ∈ B′ and let B ∈ B be a set for
which B ⊂ B′. Since B is a base of the uniformity on X, then by Proposition
1.2.1.1 (c) there exists a B1 ∈ B such that B1 ◦ B1 ⊂ B. But then, since
B′ > B, for the set B1 there exists a set B′

1 ∈ B′ for which B′
1 ⊂ B1 holds,
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from where it follows the inclusion B′
1 ◦B′

1 ⊂ B1 ◦B1 ⊂ B ⊂ B′. This proves
that B′ is a base of the uniformity on X. ♣

Furthermore we can suppose that entourages are symmetric elements of
uniformity which contains diagonal.

It is easy to see that all entourages of some uniformity U constitute a
uniform base generating U . This is at the same time the largest uniform
base generating U .

Definition 1.2.1.4 A subfamily S of a uniform structure U is a subbase
for U if the family of all finite intersections of elements of S form a base
for U .

Proposition 1.2.1.3 A family S of the subsets of the product X ×X is a
subbase of a uniformity on the set X if and only if the following conditions
are fulfilled:

(a) ∆ ⊂ U for every element U of S;
(b) for every U ∈ S the set U−1 contains an element V of S;
(c) for every U ∈ S there exists an element V ∈ S such that V ◦ V ⊂ U .

Proof : Let us prove that the family B of all finite intersections of the
elements of S fulfills the conditions of Proposition 1.2.1.1. It is therefore
sufficient to notice the following facts. If U1, U2, . . . , Un and V1, V2, . . . , Vn

are any subsets of the product X × X, U =
⋂n

i=1 Ui, V =
⋂n

i=1 Vi, then
V ⊂ U−1 (that is V ◦ V ⊂ U), whenever Vi ⊂ U−1

i (that is Vi ◦ Vi ⊂ Ui) for
every i = 1, 2, . . . , n. ♣

Another important method to obtain uniformities is the following. Let
Σ be an arbitrary non-empty family of the pseudo-metrics defined on the
set X. For every σ ∈ Σ and every ε > 0 the set

Uσ,ε = {(x, y) : σ(x, y) < ε} ⊂ X ×X

is evidently an entourage in X, because ∆ ⊂ Uσ,ε and Uσ,ε = U−1
σ,ε ; moreover,

Uσ,ε/2 ◦ Uσ,ε/2 ⊂ Uσ,ε, so that, by the above proposition, the family {Uσ,ε :
σ ∈ Σ, ε > 0} is a subbase of some uniform structure on X. Let us assign
now to every finite subset ∅ 6= Σ′ ⊂ Σ and every ε > 0 the set

UΣ′,ε = {(x, y) : σ(x, y) < ε, σ ∈ Σ′} ⊂ X ×X .

Let us denote by BΣ the family of all sets UΣ′,ε, where Σ′ runs over all finite
non-empty subsets of Σ , and ε runs over all positive real numbers. Then
the following proposition holds:
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Proposition 1.2.1.4 If Σ is a non-empty family of pseudo-metrics on the
set X, then the system of sets

BΣ = {UΣ′,ε : ∅ 6= Σ′ ⊂ Σ is a finite set , ε > 0}

is a uniform base on X.

Proof : According to the definition of a subbase, the finite intersections of
the sets Uσ,ε constitute a uniform base on X. On the other hand, BΣ is
equivalent to this base since, for Σ′ = {σ1, σ2, . . . , σn},

UΣ′,ε =
n⋂

i=1

Uσi,ε ;

moreover, if 0 < ε 6 {ε1, ε2, . . . , εn}, then

n⋂

i=1

Uσi,εi ⊂ UΣ′,ε . ♣

The uniform structure U defined in this proposition is called the uni-
formity induced by the family of pseudo-metrics Σ.

The notion of a uniform structure can be introduced on the set X with
the help of a family of covers of the set X.

The following definition was given by Smirnoff (see [294]) and it presents
an insignificantly modification of the definition which was given by Tukey
(see [323]).

Definition 1.2.1.5 A family Σ of the coverings of the set X is a uniform
structure or a uniformity on the set X, if the following conditions are
fulfilled:

(P1) if the covering α is inscribed in the covering β and if α ∈ Σ, then
β ∈ Σ;

(P2) for any two coverings α and β of the family Σ the intersection α∩β
also belongs to the family Σ;

(P3) For any covering α ∈ Σ there exists a covering β ∈ Σ such that the
covering {st(x, β) : x ∈ X} is inscribed in the covering α.

The pair (X, Σ) is called the uniform space. If it is satisfied the fol-
lowing additional condition:

(P4) for every pair of distinct points x ∈ X and y ∈ X there exists a
covering γ ∈ Σ such that y 6∈ st(x, γ),
then the uniform structure Σ on X is said to be separated or Hausdorff.
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Let us prove that Definition 1.2.1.5 is equivalent to Definition 1.2.1.1.
Let us denote with W the set of all uniform structures on the set X given by
A. Weil, and with T the set of all uniform structures given by J. Tukey. We
will show that the order in T and the topology defined on X by a structure
Σ ∈ T coincides with those of A. Weil.

First, to each set U ∈ U we associate the corresponding covering γU =
{U [x] : x ∈ X} consisting of neighborhoods U [x] of the points x ∈ X.
The mapping ξ : W → T is constructed as follows: the image of the Weil
structure U ∈ W is the system Σ = ξ(U) consisting of all coverings γ of the
set X in each of which is inscribed the covering of the form γU , U ∈ U .

It is easy to see that the condition (P1) of Definition 1.2.1.5 is fulfilled
in Σ = ξ(U). Furthermore, we see that if W = U ∩ V , U, V ∈ U , then
W [x] = U [x] ∩ V [x] for any x ∈ X. This means that for any U ∈ U and
V ∈ U the covering γU∩V is inscribed in the intersection of the coverings γU

and γV , whence the condition (P2) of Definition 1.2.1.5 follows. To prove
the condition (P3), for any element U ∈ U we choose a W ∈ U such that
W ◦W ⊆ U . It is easy to prove that for the set V = W ∩W−1 ∈ U the star
st(x, γV ) of each point x ∈ X is contained in the neighborhood U [x] of the
point x. Thus for any U ∈ W the system Σ = ξ(U) is a uniform structure
from T.

To prove that ξ is a bijection, let us construct a one-one mapping η from
the set T into the set W which is inverse to ξ, i.e. such that ξ(η(Σ)) = Σ
and η(ξ(U)) = U for any Σ ∈ T and any U ∈ W. It is constructed as
follows: each covering γ ∈ Σ is made to correspond to the set Vγ ⊇ ∆
which is the union of the sets of the form Γ × Γ of each Γ ∈ γ with itself:
Vγ =

⋃
Γ∈γ(Γ × Γ); after this the image of the structure Σ ∈ T under the

mapping η is the system U = η(Σ) which consists of all sets V ⊆ X × X
each of which containing a set of the form Vγ , γ ∈ Σ.

It is easy to see that the conditions (U1) and (U4) of Definition 1.2.1.1
are fulfilled in U = η(Σ). For any γ ∈ Σ the set V −1

γ = Vγ . Hence condition
(U2) of Definition 1.2.1.1 is fulfilled. Since for any two sets A, B ⊆ X we
always have (A ∩ B) × (A ∩ B) = (A × A) ∩ (B × B), then for any two
coverings α, β ∈ Σ the equality Vα∩β = Vα ∩ Vβ holds. The condition (U3)
of Definition 1.2.1.1 now follows from this equality. To prove the condition
(U5) we note that if the covering α ∈ Σ is star-inscribed in the covering
β ∈ Σ, then V 2

α ⊆ Vβ. Thus the system U = η(Σ) ∈ W.
Let now α ∈ Σ. It follows that the covering α is inscribed in the covering

γVα
∈ ξ(η(Σ)). This means that every covering γ ∈ ξ(η(Σ)) belongs to Σ.

Conversely, for any covering α ∈ Σ we choose a covering β ∈ Σ which is star-
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inscribed in the covering α. Then the covering γVβ
∈ ξ(η(Σ)) is inscribed

in the covering α. Consequently, every covering α ∈ Σ belongs to ξ(η(Σ)).
Thus the equality ξ(η(Σ)) = Σ has been proved. The inequality η(ξ(U)) = U
can be proved analogously.

Let us suppose now that Σ ∈ T is a separated uniformity. If y 6∈ st(x, γ),
then no element of the covering γ simultaneously contains the points x and y,
and so, (x, y) 6∈ Vγ . Hence we get that for the Weil structure U = η(Σ) ∈ W
the equality

⋂
V ∈U V = ∆ is true. Conversely, if for the Weil structure

U = η(Σ) ∈ W the equality
⋂

V ∈U V = ∆ holds, then for any pair of
distinct points x, y ∈ X there exists a V ∈ U such that (x, y) 6∈ V . This
means that for the covering γV ∈ Σ, the point y 6∈ st(x, γV ), which was to
be proved.

It follows immediately from the definition of the mappings ξ and η that if
Σ > Σ′, then the Weil structure U = η(Σ) is finer than the uniform structure
U ′ = η(Σ′), and conversely, if the the Weil structure U is finer than U ′, then
Σ > Σ′.

In the following subsection we shall prove that the topologies generated
by the uniform structures Σ and U coincide. The proof about equivalence
of uniform structures introduced with the help of Definitions 1.2.1.5 and
1.2.1.1 were proved by A. Kochetkov, and this proof is given in the paper of
Ju. Smirnoff (see [294], p. 573-574).

1.2.2 Proximity and topology of uniform spaces

The sets A and B in a pseudo-metric space (X, d) are said to be near if
d(A,B) = 0. This means that for every ε > 0 there are x ∈ A and y ∈ B
such that d(x, y) < ε, i.e. (x, y) ∈ Uε. Accordingly, let us agree to say that,
in a uniform space (X,U), the sets A and B are near if there are, for every
entourage U ∈ U , x ∈ A and y ∈ B such that (x, y) ∈ U . Therefore the
following holds:

Proposition 1.2.2.1 If (X,U) is a uniform space, then the relation δU
defined by

AδUB if and only if (A×B)
⋂

U 6= ∅
for every entourage U ∈ U

is a proximity on the set X which is called the proximity induced by the
uniformity U .
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Proof : (B1) follows from (U2). If AδU (B ∪C), then [A× (B ∪C)]∩U 6= ∅
for every U ∈ U , i.e. [(A×B) ∪ (A× C)] ∩ U 6= ∅ for every U ∈ U . This is
equivalent to the fact that [(A×B)∩U ]∪ [(A×C)∩U ] 6= ∅ for every U ∈ U ,
so that (A×B)∩U 6= ∅ for every U ∈ U or (A×C)∩U 6= ∅ for every U ∈ U .
Hence AδUB or AδUC, so (B2) holds. (B3) obviously holds, and (B4) is true
according to (U1). It remains to prove the axiom (B5). In order to do this,
let us suppose that AδUB. Then there exists an element U ∈ U for which
(A × B) ∩ U = ∅ holds. But then by (U5) there exists a V ∈ U such that
V ◦ V ⊂ U . Let C = V [A], D = V [B]. Then C ∩D = ∅. Indeed, if there
exists y ∈ C ∩D, then there exists x ∈ A and z ∈ B such that (x, y) ∈ V
and (z, y) ∈ V . Since the entourage V is symmetric, (y, z) ∈ V , so that
(x, z) ∈ V ◦ V ⊂ U . Then (x, z) ∈ (A× B) ∩ U , which contradicts the fact
that (A× B) ∩ U = ∅. Let us prove that AδUX − C and BδUX −D. It is
suffices to prove that (A × (X − C)) ∩ V = ∅ and (B × (X −D) ∩ V = ∅.
Let (x, y) ∈ A× (X − V [A]). Then x ∈ A and y 6∈ V [A], so that (x, y) 6∈ V ,
from which the first equality follows. The second equality can be proved in
an analogous manner. ♣

Corollary 1.2.2.1 Let B be a base of the uniformity U on the set X. Then
AδUB if and only if (A×B) ∩ U 6= ∅ for every entourage U ∈ B.

Proof : It is obvious that AδUB is equivalent to the relation ∅ 6∈ {A ×
B}⋂U , so that U can be replaced here by any system of subsets of the
product X ×X equivalent to it. ♣

Corollary 1.2.2.2 The proximity δd of a pseudo-metric space (X, d) coin-
cides with the proximity δUd

generated by the pseudo-metric uniformity Ud.

Proof : Applying the previous corollary to the system of ε-entourages of
the pseudo-metric space (X, d), we come to the proof of the assertion. ♣

Proposition 1.2.2.2 Let (X,U) be a uniform space, B a base of the uni-
formity U , ∅ 6= A ⊂ X, F(A) a δU -filter of the set A. Then the filter base
{U [A] : U ∈ B} constitutes a base of the filter F(A).

Proof : Since (A× (X−U [A]))∩U = ∅, then AδUX−U [A], so that U [A] ∈
F(A). On the other hand, if P ∈ F(A), then by Corollary 1.2.2.1 there exists
a U ∈ B such that (A× (X − P )) ∩ U = ∅. But then U [A] ⊂ P . Indeed, if
x ∈ U [A] then (a, x) ∈ U for some a ∈ A. Since (A × (X − P )) ∩ U = ∅,
then (a, x) 6∈ A× (X−P ). Since a ∈ A, x 6∈ X−P holds, so that x ∈ P . ♣
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By the topology induced or generated by the uniformity U , de-
noted by τU , we mean the topology τδU induced by δU . Applying the previous
corollary for the case A = {x}, the following assertion holds:

Corollary 1.2.2.3 Let (X,U) be a uniform space, B a base of the unifor-
mity U . Then the filter base {U [x] : U ∈ B} is a τU -neighborhood base of the
point x. ♣
Proposition 1.2.2.3 Let U be a uniformity on a set X. For every en-
tourage U ∈ U let us define a relation ¿U for the subsets of X in the
following way:

A ¿U B if and only if U [A] ⊂ B .

Then the relation ¿U fulfills the conditions (O1)− (O5) of Theorem 1.1.1.1.
Moreover,

(O′
6) if for entourages U,U1 ∈ U U1 ◦ U1 ⊂ U holds, then A ¿U B

implies that there exists a set C such that A ¿U1 C ¿U1 B.

Proof : Since U [∅] = ∅, the condition (O1) obviously holds. The condi-
tion (O2) holds, since A ⊂ U [A]. Since A ⊂ B implies U [A] ⊂ U [B],
the condition (O3) is fulfilled. (O4) is fulfilled as well, since U [A] ⊂ B
and U [X − B] ⊂ X − A both mean, because U = U−1, that x ∈ A,
(x, y) ∈ U implies y ∈ B. (O5) follows from the definition of the rela-
tion ¿U . Finally, let us prove (O′

6). Let us suppose that for entourage
U and U1 holds U1 ◦ U1 ⊂ U , and let A ¿U B, i.e. U [A] ⊂ B. Let
C = U1[A]. Then it is obvious that A ¿U1 C. On the other hand, we have
that U1[C] = U1[U1[A]] = (U1 ◦ U1)[A] ⊂ U [A] ⊂ B, so that C ¿U1 B. ♣

According to Proposition 1.1.2.8 we can conclude:

Corollary 1.2.2.4 A uniformity U is separated if and only if the proximity
δU is separated, i.e. if and only if τU is a T0-topology.

The proximity δUΣ
and topology τUΣ

of the uniformity UΣ generated by
the family Σ of pseudo-metrics are called the proximity and topology
induced by the family Σ of pseudo-metrics and denoted by δΣ and τΣ.

Let us consider the uniform structure on some set X introduced by
Definition 1.2.1.5.

Proposition 1.2.2.4 If the family of coverings Σ is a uniform structure on
the set X, then by

AδB if and only if every covering γ ∈ Σ contains some element
Γ ∈ γ which has the non-empty intersection with both
sets A and B
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the proximity on the set X is defined.

Proof : The conditions (B1), (B3) and (B4) of Definition 1.1.1.1 are ob-
viously fulfilled. Let us verify the condition (B2). If the union of the sets
A and B is far from the set C, then obviously each of the sets A and B
is far from the set C. Conversely, let each of the sets A and B be far
from the set C. Then there exist coverings α ∈ Σ and β ∈ Σ such that
st(C, α)∩A = ∅ and st(C, β)∩B = ∅. The covering α∩β is by the condition
(P2) of Definition 1.2.1.5 an element of the uniform structure Σ, and since
st(C, α∩ β) ⊆ st(C,α)∩ st(C, β), it follows that st(C, α∩ β)∩ (A∪B) = ∅,
which proves that the set C is far from the union of the sets A and B.

Finally we will show that the condition (B5) of Definition 1.1.1.1 is ful-
filled. According to Proposition 1.1.1.3 it is sufficient to prove that the sets
A and B, which are far in X, have disjoint δ-neighborhoods. In order to do
this, let us choose a covering γ ∈ Σ such that A∩st(B, γ) = ∅. According to
the condition (P3) of Definition 1.2.1.5 we can choose a covering α which is
the star inscribed in γ. We will now show that the δ-neighborhoods st(A, α)
and st(B, α) of the sets A and B are disjoint. Indeed, if there were a point
x ∈ st(A,α)∩ st(B, α), then the set st(x, α) would meet both sets A and B.
Since the set st(x, α) is contained in some set Γ ∈ γ, then the set Γ would
meet both sets A and B, which is impossible, because the sets A and B are
far. ♣

Proposition 1.2.2.5 Let a family of coverings Σ be a uniform structure
on a set X. If δ is a proximity relation on X generated by this uniform
structure, then the topology τδ can be obtained directly from the uniform
structure Σ in the following way: for any point x ∈ X, the family int st(x, γ),
γ ∈ Σ, is a base for the space X at x.

Proof : Indeed, since for every point x ∈ X the set st(x, γ) is a neigh-
borhood of the point x, then x ∈ int st(x, γ). Conversely, if Ox is any
neighborhood of the point x, since X − Ox is a closed set, it follows that
xδ(X−Ox). Therefore there exists a covering γ ∈ Σ such that st(x, γ) ⊆ Ox,
which was to be proved. ♣

Proposition 1.2.2.6 The topology generated on the set X by the uniform
structure Σ ∈ T coincides with the topology generated by the uniform struc-
ture U = η(Σ) ∈ W.

Proof : Indeed, for every covering α ∈ Σ and every point x ∈ X we have that
Vα[x] = st(x, α), where Vα =

⋃
A∈α(A× A), so that intVα[x] ⊆ int st(x, α).
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Conversely, let U ∈ U and x ∈ X. Let us choose a set W ∈ U for which
W ◦ W ⊆ U holds and let V = W ∩ W−1. Then st(x, γV ) ⊆ U [x], where
γV = {V [x] : x ∈ X}. Thus int st(x, γV ) ⊆ int U [x], which was to be proved.
♣

1.2.3 Comparison of uniformities

The comparison of uniformities is based on the comparison of the filters. We
shall say that the uniformity U1 is coarser than the uniformity U2, i.e. that
the uniformity U2 is finer than the uniformity U1 and denoted by U1 < U2,
whenever this relation holds for the filters U1 and U2.

It is obvious that the relation < is a partial order on the set of all uniform
structures defined on the set X. Let us notice that, on any set X 6= ∅, the
uniform base consisting only of the diagonal of X×X generates a uniformity
inducing the discrete proximity; this is evidently the finest uniformity on X
and is called the discrete uniformity. On the other hand, the uniformity
consisting only of X ×X itself is the coarsest uniformity on X. It is called
the indiscrete uniformity and induces the indiscrete proximity.

Proposition 1.2.3.1 If U1 and U2 are uniformities on the set X for which
U1 < U2 holds, then δU1 < δU2 and τU1 < τU2.

Proof : If AδU1B, then there exists a U ∈ U1 such that (A × B)
⋂

U = ∅.
Since U1 < U2, then U ∈ U2, so that AδU2B. In this way we have proved that
δU1 < δU2 . The second statement results from this by Proposition 1.1.2.9.
♣

It is to be noticed here that, on the other hand, δU1 < δU2 does not imply
U1 < U2. Moreover, it may happen that δU1 = δU2 , but U1 6= U2. To prove
this fact, let us consider the following

Example 1.2.3.1 Let d be the metric defined on an infinite set X by the
formula

d(x, y) =
{

1 , if x 6= y ,
0 , if x = y ,

and let U1 = Ud. Then δU1 is a discrete proximity on the set X. On the other
hand, let D be an arbitrary decomposition X = ∪n

1Xi of the set X into a
finite number of pairwise disjoint subsets and let UD = ∪n

1 (Xi×Xi). The sets
UD corresponding to all decompositions D of this type constitute a uniform
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base B since UD ⊂ UD1 ∩ UD2 , where D1, D2 and D denote decompositions
X =

⋃m
1 Ai, X =

⋃n
1 Bj and X =

⋃m
1

⋃n
1 (Ai ∩ Bj) respectively, and it is

clearly that UD ◦UD = UD for every D. Let U2 be the uniformity generated
by the above base B. Then δU2 is the discrete proximity on the set X,
since A ∩ B = ∅ implies (A × B)

⋂
UD = ∅ for the decomposition D :

X = {A,X − A}. Finally, U1 6= U2 as in the uniformity U1, for 0 < ε < 1,
Uε is identical with the diagonal of X × X which cannot contain UD for
any finite decomposition D since at least one member of the decomposition
consists of several points.

Proposition 1.2.3.2 Let Ui be a uniform structure on a set X, i ∈ I 6= ∅,
Bi a uniform base generating Ui. Then ∪i∈IBi is a uniform subbase and the
filter in X×X generated by it is identical with the coarsest of all uniformities
finer than each uniformity Ui. It is denoted by sup{Ui : i ∈ I}.

Proof : It is easy to prove that the family P = ∪i∈IBi fulfills all the con-
ditions of Proposition 1.2.3.2, so that it is a subbase of some uniformity U
on the set X. Since Bi ⊂ P ⊂ U , then Ui < U for every i ∈ I. If U ′ is
any uniformity on the set X which is finer than every uniformity Ui, then
Ui ⊂ U ′ for every i ∈ I, so that P ⊂ U ′. But then U ⊂ U ′, i.e. U < U ′,
which was to be proved. ♣

Let us observe that, with the help of the operation introduced above, the
uniformity induced by the family Σ of pseudo-metrics can be constructed
from the uniformities induced by the single pseudo-metrics d ∈ Σ :

Proposition 1.2.3.3 Let Σ be a family of pseudo-metrics on the set X.
Then

UΣ = sup{Ud : d ∈ Σ} .

Proof : In the proof of Proposition 1.2.1.4 we have seen that UΣ is generated
by the uniform subbase

⋃

d∈Σ

⋃

ε>0

Ud,ε =
⋃

d∈Σ

Bd ,

where Bd is a uniform base generating uniformity Uσ. ♣

Proposition 1.2.3.4 Let Ui be a uniform structure on the set X for every
i ∈ I, U = sup{Ui : i ∈ I}. Then

τU = sup{τUi : i ∈ I} .
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Proof : On account of Propositions 1.2.3.4 and 1.2.1.4, τUi < τU holds for
each i ∈ I, so that, with the notation τ = sup{τUi : i ∈ I}, τ < τU . To
prove the converse, let us suppose that V is a τU -neighborhood of the point
x ∈ X. Then by Proposition 1.2.1.4 and Corollary 1.2.2.3 it follows that⋂n

k=1 Uik [x] ⊂ V , where Uik ∈ Uik , ik ∈ I, k = 1, 2, . . . , n. If U =
⋂n

k=1 Uik ,
then U [x] =

⋂n
k=1 Uik [x]. Since Uik [x] is a τUik

-neighborhood of the point x,
it is also a τ -neighborhood of the point x. Therefore V is a τ -neighborhood
of the point x, i.e. τU < τ . ♣

Proposition 1.2.3.5 Let Ui, i ∈ I 6= ∅, be a uniformity on the set X. Then
there exists a uniformity U on X which is the finest among all uniformities
coarser than all uniformity Ui, denoted by U = inf{Ui : i ∈ I}.

Proof : Since the indiscrete uniformity on X is coarser than all the unifor-
mities Ui, we can speak of the supremum of the uniformities coarser than
all Ui. This coincides with U . ♣

Corollary 1.2.3.1 If a topology τ can be induced by a uniformity, then
there exists the finest among all uniformities inducing τ .

Proof : According to Proposition 1.2.3.4, this is the supremum of all uni-
formities inducing the topology τ . ♣

1.2.4 Subspaces of uniform spaces

Proposition 1.2.4.1 Let (X,U) be a uniform space, ∅ 6= Y ⊂ X, and B a
base of the uniformity U . Then U ∩ {Y × Y } is a uniformity on Y denoted
by U|Y , while B ∩{Y ×Y } is a base of the uniformity U|Y denoted by B|Y .

Proof : It is suffices to prove that U ∩ {Y × Y } is a filter on the set Y × Y ,
i.e. that ∅ 6∈ U ∩ {Y × Y }. It immediately follows from the fact that
(x, x) ∈ U ∩ (Y × Y ) for every x ∈ Y and all U ∈ U . If B is a base of
the uniformity U and B|Y = B ∩ (Y × Y ), then it is easy to check that
the conditions (a), (b) and (d) of Proposition 1.2.1.1 are fulfilled. That the
condition (c) is true follows from the fact that V ◦ V ⊂ U evidently implies
the inclusion

(V ∩ (Y × Y )) ◦ (V ∩ (Y × Y )) ⊂ U ∩ (Y × Y ) .

Thus B|Y is a uniform base on Y . ♣
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Definition 1.2.4.1 The uniform structure U|Y defined in the previous pro-
position is called the restriction of the uniformity U on Y , and (Y,U|Y )
is said to be the uniform subspace of the space (X,U).

Proposition 1.2.4.2 Let Σ be a family of pseudo-metrics on the set X,
∅ 6= Y ⊂ X and σ∗ = σ|Y for σ ∈ Σ. Then Σ∗ = {σ∗ : σ ∈ Σ} is a family
of pseudo-metrics on the set Y and UΣ∗ = UΣ|Y .

Proof : For any finite set of pseudo-metrics ∅ 6= Σ1 ⊂ Σ, let us denote by
Σ∗1 the set of the restrictions σ∗ of the pseudo-metrics σ ∈ Σ1. Then it is
evident that

UΣ∗1,ε = {(x, y) : x, y ∈ Y , σ∗(x, y) < ε, σ∗ ∈ Σ∗1} =
= {(x, y) : x, y ∈ Y , σ(x, y) < ε, σ ∈ Σ1} =
= UΣ1,ε ∩ (Y × Y ) .

The assertion now follows from the fact that the sets on the left-hand side
of the above equality generate the uniformity UΣ∗ , while the sets on the
right-hand side of the same equality generate the uniformity UΣ|Y . ♣

Proposition 1.2.4.3 If (X,U) is a uniform space, and ∅ 6= Y ⊂ X, then
δU|Y = δU |Y and τU|Y = τU |Y .

Proof : The first equality follows from the fact that (A × B) ∩ U = (A ×
B) ∩ U ∩ (Y × Y ) for every entourage U ∈ U and every two sets A,B ⊂ Y .
The second equality follows from this according to Proposition 1.1.5.1. ♣

Corollary 1.2.4.1 If U1 and U2 are the uniform structures on the set X
with U1 < U2 and if ∅ 6= Y ⊂ X, then U1|Y < U2|Y . ♣

Proposition 1.2.4.4 Let Ui be the uniformity on the set X, i ∈ I 6= ∅,
∅ 6= Y ⊂ X and U = sup{Ui : i ∈ I}. Then sup{Ui|Y : i ∈ I} = U|Y .

Proof : For an arbitrary family of the entourages Uik ∈ Uik , ik ∈ I, k =
1, 2, . . . , n, the following equality is true:

( n⋂

k=1

Uik

)
∩ (Y × Y ) =

n⋂

k=1

(Uik ∩ (Y × Y )) .

The assertion follows from the fact that the uniformity U|Y is generated
by the filter base composed of the sets on the left-hand side of the above
equality, while the uniformity sup{Ui|Y : i ∈ I} is composed of the sets on
the right-hand of this equality. ♣
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Corollary 1.2.4.2 If U is a uniformity on the set X, ∅ 6= X0 ⊂ X1 ⊂ X,
then (U|X1)|X0 = U|X0. ♣

The operation of the restriction can also be considered as a special case
of a more general operation.

Proposition 1.2.4.5 Let U be a uniform structure on the set Y , f : X →
Y and let g : X × X → Y × Y be the mapping which carries (x, y) into
(f(x), f(y)). Then the filter in X ×X generated by the filter base g−1(U) is
a uniformity on X.

Proof : Let B = {g−1(U) : U is a entourage from U}. Then B is a uniform
base on X. Indeed, the conditions (a), (b) and (d) of Proposition 1.2.1.1
obviously hold. It remains to prove that the condition (c) is fulfilled. Indeed,
if V ◦ V ⊂ U , then

g−1(V ) ◦ g−1(V ) ⊂ g−1(U) .

To prove this inclusion, let us suppose that (x, y) ∈ g−1(V ) and (y, z) ∈
g−1(V ). Then (f(x), f(y)) ∈ V , (f(y), f(z)) ∈ V , so that (f(x), f(z)) ∈ U ,
i.e. (x, z) ∈ g−1(U). The family of all entourages of the diagonal of Y form
the base of the uniformity U which is equivalent to the family of subsets of
the product X ×X. But then the family B is equivalent to g−1(U), so that
the filter on X×X generated by the family g−1(U) is equivalent to the filter
generated by the family B, for which we have already proved that it is the
base of the uniformity on the set X. ♣

Definition 1.2.4.2 The uniformity on the set X described in the previous
proposition will be called the inverse image of the uniformity U and
denoted by f−1(U).

Corollary 1.2.4.3 Let (X,U) be a uniform space, Y a non-empty subset of
the set X and f : Y → X a canonical injection. Then f−1(U) = U|Y . ♣

Proposition 1.2.4.6 Let f : X → Y , Σ be a family of pseudo-metrics on
Y . For every σ ∈ Σ let σ∗ be the pseudo-metric on X defined by

σ∗(x, y) = σ(f(x), f(y)) .

Then UΣ∗ = f−1(UΣ), where Σ∗ = {σ∗ : σ ∈ Σ}.
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Proof : It is obvious that σ∗ is a pseudo-metric. If ∅ 6= Σ1 ⊂ Σ is a finite
set and Σ∗1 = {σ∗ : σ ∈ Σ1}, then

UΣ∗1,ε = {(x, y) : σ∗(x, y) < ε if σ∗ ∈ Σ∗1} =
= {(x, y) : σ(f(x), f(y)) < ε if σ ∈ Σ1} =
= g−1(UΣ1,ε) ,

where g is the mapping defined in Proposition 1.2.4.5. Since the filter base
composed of the entourages UΣ1,ε generates UΣ, while the one composed of
UΣ∗1,ε does the same for UΣ∗ , then UΣ∗ = f−1(UΣ). ♣
Proposition 1.2.4.7 If f : X → Y and U is a uniformity on the set Y ,
then

f−1(δU ) = δf−1(U) , f−1(τU ) = τf−1(U) .

Proof : If A,B ⊂ X and U ∈ U is an entourage, then (A×B)∩ g−1(U) 6= ∅
is equivalent to (f(A)× f(B)) ∩ U 6= ∅. ♣
Corollary 1.2.4.4 If f : X → Y , U1 and U2 are the uniformities on Y for
which U1 < U2 holds, then f−1(U1) < f−1(U2). ♣
Proposition 1.2.4.8 Let Ui, i ∈ I 6= ∅, be a uniformity on the set Y ,
U = sup{Ui : i ∈ I} and f : X → Y . Then sup{f−1(Ui) : i ∈ I} = f−1(U).

Proof : The uniformity U is generated by the sets of the form
⋂n

k=1 Uik ,
where Uik ∈ Uik , ik ∈ I, k = 1, 2, . . . , n, is an arbitrary entourage in Y .
Thus the uniformity f−1(U) is generated by the sets of the form

g−1

( n⋂

k=1

Uik

)
=

n⋂

k=1

g−1(Uik) .

However, the same sets on the right-hand side of the last equality generate
the supremum of the uniformities f−1(Ui). ♣
Proposition 1.2.4.9 If f1 : X → Y and f2 : Y → Z are the given map-
pings, f3 = f2 ◦ f1, and if U is a uniformity on the set Z, then f−1

3 (U) =
f−1
1 (f−1

2 (U)).

Proof : As in Proposition 1.2.4.5, let us define the mappings g1, g2 and
g3 = g2 ◦ g1. Then g−1

3 (U) = g−1
1 (g−1

2 (U)). Since the families g−1
2 (U) and

f−1
2 (U) are equivalent, the families g−1

1 (g−1
2 (U)) and g−1

1 (f−1
2 (U) are also

equivalent. However, the last family is equivalent to the family f−1
1 (f−1

2 (U)).
♣
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1.2.5 Uniformly continuous mappings

A mapping f : X → Y from a pseudo-metric space (X, dX) into a pseudo-
metric space (Y, dY ) is uniformly continuous if, for every ε > 0, there exists a
δε > 0, such that, for every x, y ∈ X, dX(x, y) < δε implies dY (f(x), f(y)) <
ε. On the other hand, a mapping f is uniformly continuous on the set X if,
for every set UdY ,ε, there exists a set UdX ,δ such that for every (x, y) ∈ UdX ,δ

we have (f(x), f(y)) ∈ UdY ,ε. This formulation can be extended to arbitrary
uniform spaces.

Definition 1.2.5.1 The mapping f : X → Y from the uniform space (X,U)
into the uniform space (Y,V) is said to be uniformly continuous if, for
every entourage V ∈ V, there exists an entourage U ∈ U such that (x, y) ∈ U
implies (f(x), f(y)) ∈ V .

This can be also formulated by means of the mapping g introduced in
Proposition 1.2.4.5.

Proposition 1.2.5.1 Let (X,U) and (Y,V) be uniform spaces, f : X → Y
a given mapping, and g : X×X → Y ×Y the mapping which carries (x, y) ∈
X ×X into (f(x), f(y)) ∈ Y × Y . The mapping f is uniformly continuous
if and only if g(U) > V, or equivalently, if and only if U > g−1(V).

Proof : If A and B denote bases consisting of all entourages in U and V
respectively, then the condition in the definition can be written in the form
g(A) > B or U > g−1(V). The statement follows from this by virtue of the
properties of the relation >. ♣

Corollary 1.2.5.1 If (X,U) is an arbitrary uniform space, (Y,V) a discrete
uniform space (especially if Y consists of a single point), then any mapping
f : X → Y is uniformly continuous. ♣

Corollary 1.2.5.2 Let f : X → Y and V be a uniformity on Y . Then U =
f−1(V) is the coarsest uniformity on X for which f is uniformly continuous.
♣

Corollary 1.2.5.3 The composition of uniformly continuous mappings is a
uniformly continuous mapping. ♣

Proposition 1.2.5.2 If f : (X,U) → (Y,V) is a uniformly continuous map-
ping, then it is also δ-continuous with respect to the proximities δU and δV ,
hence it is continuous with respect to the topologies τU and τV .



1.2 Uniform spaces 51

Proof : Suppose AδVB, A,B ⊂ Y . Then there exists a V ∈ V such that
(A × B) ∩ V = ∅. The mapping f is uniformly continuous, so there exists
an U ∈ U such that g(U) ⊂ V . But then (f−1(A) × f−1(B)) ∩ U = ∅,
i.e. f−1(A)δUf−1(B), so that the mapping f , by Proposition 1.1.6.1, is
δ-continuous. But then it is by Proposition 1.1.6.8 also continuous with
respect to the topologies τU and τV . ♣

Let us notice that the converse of the above proposition in general is not
true.

Example 1.2.5.1 Let X = R, and let U be the usual metric uniformity on
X, and let V be a subspace uniformity on X induced by the uniformity of
its Smirnoff compactification corresponding to the usual metric proximity.
Clearly, U and V induce the same (metric) proximity on X. However, since
U is not totally bounded whereas V is totally bounded, U and V are different
uniformities. Identical mapping i : (X,V) → (X,U) is δ-continuous, but it
is not uniformly continuous.

Proposition 1.2.5.3 Let U and V be two uniform structures on the set X.
The identity mapping i : (X,U) → (X,V) is uniformly continuous if and
only if U > V.

Proof : Follows from Proposition 1.2.5.1, where g is the identical mapping
on X ×X. ♣

Corollary 1.2.5.4 Let f : (X,U) → (Y,V) be a uniformly continuous map-
ping. If U ′ is a uniformity on X finer than U , and V ′ a uniformity on Y
coarser than V, then the mapping f : (X,U ′) → (Y,V ′) is uniformly contin-
uous.

Proof : Follows from Corollary 1.2.5.3 and the above proposition. ♣

Proposition 1.2.5.4 Let U be a uniformity on X, Ui a uniformity on Y
for every i ∈ I 6= ∅, U ′ = sup{Ui : i ∈ I} and f : X → Y . The mapping
f : (X,U) → (Y,U ′) is uniformly continuous if and only if the mapping
f : (X,U) → (Y,Ui) is uniformly continuous for every i ∈ I.

Proof : According to Corollary 1.2.5.2, Corollary 1.2.5.4 and Proposition
1.2.5.1 the uniform continuity of the mapping f : (X,U) → (Y,U ′) is equiva-
lent to the relation f−1(U ′) < U , and the uniform continuity of the mapping
f : (X,U) → (Y,Ui) to the relation f−1(Ui) < U . Thus, the statement
follows from Proposition 1.2.4.8. ♣
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Proposition 1.2.5.5 Let Ui be a uniformity on X for every i ∈ I 6= ∅,
U ′ = inf{Ui : i ∈ I}, U a uniformity on Y and f : X → Y a given mapping.
The mapping f : (X,U ′) → (Y,U) is uniformly continuous if and only if the
mapping f : (X,Ui) → (Y,U) is uniformly continuous for every i ∈ I.

Proof : As in the proof of the above proposition, we have to deal with the
fact that f−1(U) < U ′ holds if and only if f−1(U) < Ui for every i ∈ I. ♣

Proposition 1.2.5.6 Let U and V be the uniformities on X and Y re-
spectively, f : X → Y , f(X) ⊂ Y0 ⊂ Y and g = f |Y0

X . The mapping
f : (X,U) → (Y,V) is uniformly continuous if and only if the mapping
g : (X,U) → (Y0,V|Y0) is uniformly continuous.

Proof : Let h : Y0 → Y denote the canonical injection. The mapping
f : (X,U) → (Y,V) is uniformly continuous if and only if f−1(V) < U . Since
f = h ◦ g, the last relation is equivalent to the relation g−1(h−1(V)) < U .
Since h−1(V) = V|Y0 by Proposition 1.2.4.3, then g−1(V|Y0) < U , so that
the mapping g : (X,U) → (Y0,V|Y0) is uniformly continuous. ♣

Proposition 1.2.5.7 If f : (X,U) → (Y,V) is a uniformly continuous map-
ping and ∅ 6= X0 ⊂ X, then f |X0 : (X0,U|X0) → (Y,V) is a uniformly
continuous mapping.

Proof : If g : X0 → X is the canonical injection, then by Proposition 1.2.4.5
U|X0 = g−1(U) holds. Therefore g : (X0,U|X0) → (X,U) is a uniformly
continuous mapping, so that f |X0 = f ◦g is a uniformly continuous mapping
as the composition of the uniformly continuous mappings. ♣

Proposition 1.2.5.8 Let U1 and U2 be uniformities on X and Y respec-
tively, and τ1 and τ2 topologies generated by them, and, let U1, in particular,
be the finest uniformity generating the topology τ1. If f : (X, τ1) → (Y, τ2) is
a continuous mapping, then f : (X,U1) → (Y,U2) is uniformly continuous.

Proof : Let U = sup{U1, f
−1(U2)}. Then, by virtue of Proposition 1.2.3.4,

Proposition 1.2.4.7 and the fact that τU2 is the coarsest among the topolo-
gies with respect to which f is a continuous mapping, we have that τU =
sup{τU1 , τf−1(U2)} = sup{τ1, f

−1(τU2)} = τ1. By hypothesis U < U1, i.e.
U = U1 and then f−1(U2) < U1, so that the statement follows from Propo-
sition 1.2.3.4 and Corollary 1.2.5.4. ♣

An important statement of the same type can be made in case of pseudo-
metric spaces.
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Proposition 1.2.5.9 Let (X, dX) and (Y, dY ) be any pseudo-metric spaces,
and f : X → Y a given mapping. If f : (X, δdX

) → (Y, δdY
) is δ-continuous

mapping, then f : (X,UdX
) → (Y,UdY

) is uniformly continuous mapping.

Proof : Otherwise, there would be ε > 0 such that, for every n ∈ N, we
could find points xn, yn ∈ X such that

(1) dX(xn, yn) <
1
n

and dY (f(xn), f(xn)) > ε .

Let us suppose first that there exist an index n0 and an infinite sequence of
natural numbers (ni) for which

(2) dY (f(yn0), f(xni)) <
ε

4
for every i ∈ N .

In this case let A = {xni : i ∈ N} and B = {yni : i ∈ N}. Then
dY (f(A), f(B)) > ε/2 as otherwise, for suitable i and j, dY (f(xni), f(ynj )) <
ε/2 would be valid and hence by (2) we should get

dY (f(xnj ), f(ynj )) 6 dY (f(xnj ), f(yn0)) +
+ dY (f(yn0), f(xni)) + dY (f(xni), f(ynj )) <

ε

4
+

ε

4
+

ε

2
= ε ,

which contradicts (1). On the other hand, the first inequality of (1) would
imply dX(A,B) = 0 and the δ-continuity of f would nevertheless follow
dY (f(A), f(B)) = 0.

From this we can see that there cannot exist any index n0 and any
sequence (ni) fulfilling (2). In the same way, there does not exist any n0

and any infinite sequence (ni) for which dY (f(xn0), f(yni)) < ε/4 for every
i ∈ N. In other words, for every n ∈ N, there exists an index kn such that
i > kn implies

dY (f(yn), f(xi)) > ε

4
, dY (f(xn), f(yi)) > ε

4
.

Therefore, starting from the value n1 = 1, an increasing sequence n1 < n2 <
< . . . can be constructed such that

(3) dY (f(ynj ), f(xni)) > ε

4
and dY (f(xnj ), f(yni)) > ε

4

for every i ∈ N and every j = 1, 2, . . . , i− 1. For this purpose, it is enough
to choose ni larger than all the indices kn1 , kn2 , . . . , kni−1 . Constructing the
sets A = {xni : i ∈ N} and B = {yni : i ∈ N} by means of this sequence
(ni), again dX(A,B) = 0, but dY (f(A), f(B)) > ε/4 for, in addition to (3),
dY (f(xni), f(yni)) > ε/4 also holds. ♣



54 Proximity spaces and uniform spaces

Definition 1.2.5.2 Let (X,U) and (Y,V) be uniform spaces, and f : X →
Y a given bijection. If f : (X,U) → (Y,V) and f−1 : (Y,V) → (X,U)
are the uniformly continuous mappings, then the mapping f is said to be
the unimorphism or the uniform isomorphism. The uniform spaces X
and Y are called unimorphic or uniformly isomorphic if there exists a
unimorphism f : X → Y .

This relation is reflexive, symmetrical and transitive. As a uniform iso-
morphism is at the same time a δ-isomorphism and a homeomorphism, there-
fore, if (X1,U1) and (X2,U2) are uniformly isomorphic, then (X1, δU1) and
(X2, δU2) are δ-isomorphic while (X1, τU1) and (X2, τU2) are homeomorphic.

Similar to Proposition 1.1.6.11, the following can be proved:

Proposition 1.2.5.10 Let (X,U) and (Y,V) be two uniform spaces, f :
X → Y a mapping. Then

(a) f is a uniformly continuous mapping if and only if U > f−1(V);
(b) if f is an injective, then U = f−1(V) holds if and only if h = f |f(X)

X :
(X,U) → (f(X),V|f(X)) is a uniform isomorphism;

c) if f is a bijective mapping, then U = f−1(V) holds if and only if
f : (X,U) → (Y,V) is a uniform isomorphism. ♣

1.2.6 Totally bounded uniform spaces

First let (X, d) be a pseudo-metric space. Let us call it totally bounded
if, for every ε > 0, there exists a finite covering of the space X with sets
having diameters less than ε. The terminology is motivated by the fact that
a totally bounded pseudo-metric space is bounded. Conversely, however,
an infinite discrete metric space is clearly bounded without being totally
bounded.

It is an important fact that these notions coincide in the case of the
subsets of the space Rn.

The totally bounded uniform spaces are a natural generalization of to-
tally bounded pseudo-metric spaces.

Definition 1.2.6.1 Let (X,U) be a uniform space. For a set A ⊂ X let us
call to be small of order U , where U ∈ U , if A× A ⊂ U . In this case we
shall write d(A) < U .
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Definition 1.2.6.2 The uniform space (X,U) (or the uniformity U) is said
to be totally bounded if, for every entourage U ∈ U , there exists a finite
covering of X consisting of the sets which are small of order U .

According to the fact that, if U1 ⊂ U , a set small of order U1 is small of
order U , it would be enough to speak here of the entourages U belonging to
a uniform base generating U . From these circumstances and from the fact,
that, in a pseudo-metric space, the diameter of a set small of order Uε is 6 ε
and, on the other hand, if d(A) < ε, then A is evidently small of order Uε,
can formulate the following:

Proposition 1.2.6.1 A pseudo-metric space (X, d) is totally bounded if and
only if (X,Ud) is a totaly bounded uniform space. ♣

Definition 1.2.6.3 The subset Y ⊂ X of the uniform space (X,U) is to-
tally bounded if Y = ∅ or Y 6= ∅ and the uniformity U|Y is totaly bounded.

It is obvious that the set Y ⊂ X is totaly bounded if and only if, for
every entourage U ∈ U there exists a finite covering of the set Y consisting
of the sets small of order U . It clearly follows from this and the fact that
all the subsets of the set small of order U have the same property:

Corollary 1.2.6.1 Every subspace of a totally bounded uniform space is
totally bounded. ♣

Corollary 1.2.6.2 If Ai, i = 1, 2, . . . , n, are totally bounded subsets of the
uniform space (X,U), then

⋃n
i=1 Ai is a totally bounded set. ♣

Proposition 1.2.6.2 If f : X → Y and if U is a totally bounded uniformity
on Y , then f−1(U) is a totally bounded uniformity on X.

Proof : For the given entourage U ∈ U , let Y =
⋃n

i=1 Yi, where Yi is small
of order U . Then X =

⋃n
i=1 f−1(Yi) and f−1(Yi) is clearly small of order

g−1(U), where g is the mapping introduced in Proposition 1.2.4.5. ♣

Proposition 1.2.6.3 Let f : (X,U) → (Y,V) be a uniformly continuous
surjective mapping. If U is totally bounded uniformity, then V is also totally
bounded uniformity.

Proof : Let V ∈ V. Since f is uniformly continuous, there exists an U ∈
U such that g(U) ⊂ V . The space X is totally bounded, so that there
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exists a finite covering {A1, A2, . . . , An} of the space X, where Ai is small
of order U , for which Ai × Ai ⊂ U holds. The mapping f is surjective,
so that {f(A1), f(A2), . . . , f(An)} is a finite cover of the space Y , where
f(Ai)× f(Ai) = g(Ai) ⊂ g(U) ⊂ V , i.e. f(Ai) is small of order V for every
i = 1, 2, . . . , n. ♣

Corollary 1.2.6.3 If U and V are uniformities on X, U < V, and if V is a
totally bounded uniformity, then U is also a totally bounded uniformity. ♣

Proposition 1.2.6.4 Let Ui, i ∈ I 6= ∅, be a totally bounded uniformities
on X. Then U = sup{Ui : i ∈ I} is a totally bounded uniformity on X.

Proof : Let U =
⋂n

k=1 Uik be any entourage of the uniform base which
generates the uniformity U , where Uik ∈ Uik , ik ∈ I, k = 1, 2, . . . , n. If
X =

⋃nk
j=1 Akj is a finite covering, where Akj is small of order Uik , then all

sets of the form
n⋂

k=1

Akjk
, 1 6 jk 6 nk

are small of order U and form a finite covering of the set X. ♣

Proposition 1.2.6.5 Let (X,U) be a uniform space. If Y is a τU -dense
and totally bounded in X, then the space X is totally bounded.

Proof : Let U ∈ U be an arbitrary entourage, V ∈ U an entourage for which
V ◦ V ◦ V ⊂ U holds. Let {Si : i = 1, 2, . . . , n} be a finite covering of Y
consisting of the sets small of order V . Since X = Y =

⋃n
1 Si, it is suffices

to show that Si is small of order U .
Now if x, y ∈ Si, then, by Corollary 1.2.2.3, there are u, v ∈ Si such that

u ∈ V [x] and v ∈ V [y], i.e. such that (x, u) ∈ V and (v, y) ∈ V . Since
(u, v) ∈ V , then (x, y) ∈ V ◦ V ◦ V ⊂ U . Furthermore

⋃n
i=1 Si = Y = X,

where {Si : i = 1, 2, . . . , n} is a finite covering of X consisting of the sets
small of order U . ♣

In Example 3.1.1.1 we have proved that a δ-continuous mapping does not
have to be uniformly continuous. The following theorem gives the conditions
under which this statement holds.

Theorem 1.2.6.1 Let (X,U) and (Y,V) be uniform spaces, where V is a
totally bounded uniformity. If f : (X, δU ) → (Y, δV) is a δ-continuous map-
ping, then f : (X,U) → (Y,V) is uniformly continuous as well.
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Proof : Let V ∈ V. Then there exists a V1 ∈ V such that V1 ◦ V1 ◦ V1 ⊂ V .
Since Y is totally bounded, there exists a finite covering {Y1, Y2, . . . , Yn} of
Y consisting of the sets small of order V1. Let us consider those pairs of
indices (i, j) for which YiδVYj holds. The mapping f is δ-continuous, so
that for these pairs we have that f−1(Yi)δUf−1(Yj). But then there exists
Uij ∈ U such that (f−1(Yi)×f−1(Yj))∩Uij = ∅. Let U ∈ U be an entourage
which is a subset of every Uij .

If now (x, y) ∈ U and x ∈ f−1(Yi), y ∈ f−1(Yj), then the pair (i, j)
cannot belong to those considered above, so that YiδVYj and therefore there
can be found a pair of points (u, v) such that (u, v) ∈ (Yi × Yj) ∩ V1. Since
f(x), u ∈ Yi, f(y), v ∈ Yj , then (f(x), u) ∈ V1 and (v, f(y)) ∈ V1 because
Yi and Yj are the sets small of order V1. Furthermore (u, v) ∈ V1, so that
finally we have (f(x), f(y)) ∈ V . ♣
Corollary 1.2.6.4 If U is a totally bounded uniformity on X, then U is the
coarsest uniformity on X inducing the proximity δ = δU on X. ♣
Proposition 1.2.6.6 Let U1 and U2 be the two uniformities on X, where
U1 is totally bounded. If U = sup{U1,U2}, then δU = sup{δU1 , δU2}.
Proof : Let us denote δ = sup{δU1 , δU2}. Since Ui < U , i = 1, 2, by Propo-
sition 1.2.3.4 it follows that δUi < δU , i = 1, 2, so that δ < δU .

To prove the converse, let us suppose that AδB and prove that AδUB.
Let U1 ∈ U1 and U2 ∈ U2 be an arbitrary entourages. According to Corollary
1.2.2.1 and Proposition 1.2.3.2, we have to prove that (A×B)∩U1∩U2 6= ∅.
Let now U ′

1 ∈ U1 be an entourage for which U ′
1 ◦ U ′

1 ◦ U ′
1 ⊂ U1 holds,

and {G1, G2, . . . , Gn} a covering of X, where the sets Gi are small of order
U ′

1. This covering exists because U1 is a totally bounded uniformity. Let
Aj = A ∩ Gj , Bj = B ∩ Gj . Then {A1, A2, . . . , An} and {B1, B2, . . . , Bn}
are the coverings of the sets A and B respectively, so by Proposition 1.2.3.2
there exist indices j and k such that AjδU1Bk and AjδU2Bk. Therefore
(Aj × Bk) ∩ U ′

1 6= ∅, hence there exist an a ∈ Aj and a b ∈ Bk such that
(a, b) ∈ U ′

1. Then for every x ∈ Aj and every y ∈ Bk, (x, a) ∈ U ′
1 and

(y, b) ∈ U ′
1, because the sets Aj and Bk are small of order U ′

1. But then
(x, y) ∈ U1. Moreover, there are x ∈ Aj and y ∈ Bk such that (x, y) ∈ U2,
and then, for this pair, (x, y) ∈ (Aj × Bk) ∩ U1 ∩ U2 ⊂ (A × B) ∩ U1 ∩ U2.
In this way we have proved that AδUB. ♣
Proposition 1.2.6.7 Let Ui, i ∈ I 6= ∅, be totally bounded uniformities on
X. If U = sup{Ui : i ∈ I}, then

δU = sup{δUi : i ∈ I} .
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Proof : Let δ = sup{δUi : i ∈ I}. As in the previous proposition it can be
proved that δ < δU . Thus we have to see again that AδB implies AδUB,
which means that, for any finite family of entourages Uik ∈ Uik , ik ∈ I, k =
1, 2, . . . , n,

(A×B) ∩
n⋂

k=1

Uik 6= ∅ .

Let U ′
ik
∈ Uik be entourage such that U ′

ik
◦ U ′

ik
◦ U ′

ik
⊂ Uik , k = 1, 2, . . . , n,

and

X =
nk⋃

j=1

Gkj , k = 1, 2, . . . , n ,

where the sets Gkj , j = 1, 2, . . . , nk, are small of order U ′
ik

. All the sets of
the form

n⋂

k=1

Gkjk
, 1 6 jk 6 nk ,

form a covering

X =
s⋃

r=1

Hr ,

and every set Hr is small of order U ′
ik

for every index k = 1, 2, . . . , n. Let

A =
s⋃

r=1

(A ∩Hr) , B =
s⋃

r=1

(B ∩Hr) .

According to Theorem 1.1.4.1, there exist indices p and q such that the sets
A ∩Hp and B ∩Hq are δUi-near for every i ∈ I. Therefore there exist, for
every k, xk ∈ A ∩Hp and yk ∈ B

⋂
Hq such that (xk, yk) ∈ U ′

ik
. But then

x ∈ A ∩Hp and y ∈ B ∩Hq imply (x, y) ∈ Uik , according to the fact that
(x, xk) ∈ U ′

ik
and (yk, y) ∈ U ′

ik
. Thus, for every x ∈ A ∩Hp and y ∈ B ∩Hq

it follows that

(x, y) ∈ (A×B) ∩
n⋂

k=1

Uik . ♣

Proposition 1.2.6.8 Let Ui, i ∈ I 6= ∅, be the uniformities on X, where
Ui are totally bounded with the exception of one of them at the most. If
U = sup{Ui : i ∈ I}, then δU = sup{δUi : i ∈ I}.

Proof : Let the uniformity Ui be totally bounded for every i ∈ I − {i0}.
Then the uniformity U ′ = sup{Ui : i 6= i0} is totally bounded by Proposition
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1.2.6.4. It is obvious that U = sup{Ui0 ,U ′}. Then by Proposition 1.2.6.6
δU = sup{δUi0

, δU ′}, and on account of the previous proposition it follows
that δU ′ = sup{δUi : i 6= i0}. Therefore δU = sup{δUi : i ∈ I}. ♣

1.2.7 The product of uniform spaces

The definitions and theorems in this subsection can be established in the
way analogous to the generation of proximities.

First of all, let us notice that from Proposition 1.2.3.2 and Proposition
1.2.4.5 we come to the following result:

Proposition 1.2.7.1 Let (Xi,Ui) be a uniform space for every i ∈ I 6= ∅,
X 6= ∅ and fi : X → Xi. Then there exists the coarsest uniformity U∗ on X
for which every mapping fi is uniformly continuous, namely

(1) U∗ = sup{f−1
i (Ui) : i ∈ I} . ♣

Definition 1.2.7.1 U∗ in (1) is called the uniformity projectively gen-
erated by the system {fi,Ui : i ∈ I}.

In the following we shall always use the notations from the of previous
proposition. The following proposition gives a more precise description of
the uniformity U∗, and its proof is established according to Proposition
1.2.3.2 and Proposition 1.2.4.5.

Proposition 1.2.7.2 Let Bi be a base of uniformity Ui, and gi : X ×X →
Xi×Xi the mapping given by the formula gi(x, y) = (fi(x), fi(y)). Then the
sets of the form g−1

i (Ui), where i ∈ I, Ui ∈ Bi, constitute a uniform subbase
for the uniformity U∗, while entourages of the form

⋂n
j=1 g−1

ij
(Uij ), where

ij ∈ I, Uij ∈ Bij , j = 1, 2, . . . , n, constitute a base of uniformity U∗. ♣

Proposition 1.2.7.3 Let (Y,U) be a uniform space, f : Y → X a given
mapping. f : (Y,U) → (X,U∗) is uniformly continuous if and only if fi ◦ f :
(Y,U) → (Xi,Ui) is uniformly continuous for every i ∈ I.

Proof : It follows by using Corollary 1.2.5.3, Proposition 1.2.5.10 (a), Pro-
position 1.2.4.9 and Proposition 1.2.4.8 and the proof is analogous to the
proof of the suitable proposition for proximity spaces. ♣
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Corollary 1.2.7.1 For every i ∈ I, let Ji 6= ∅, (Xij ,Uij) and fij : Xi →
Xij, j ∈ Ji, be such that Ui is the uniformity projectively generated by the
system {fij ,Uij : j ∈ Ji}. Then U∗ is identical with the uniformity projec-
tively generated by the system {fij ◦ fi , Uij : i ∈ I, j ∈ Ji} ♣

Corollary 1.2.7.2 If f : Y → X, then f−1(U∗) is the uniformity projec-
tively generated by the system {fi ◦ f,Ui : i ∈ I}. ♣

Corollary 1.2.7.3 Let ∅ 6= Y ⊂ X and fi(Y ) ⊂ Yi ⊂ Xi. Then U∗|Y coin-
cides with the uniformity projectively generated by the system {fi|Yi

Y ,Ui|Yi :
i ∈ I}. ♣

Corollary 1.2.7.4 Let (Yi,U ′i) be a uniform space and hi : Xi → Yi, i ∈
I, a mapping for which Ui = h−1

i (U ′i) holds. Then U∗ is identical with
the uniformity projectively generated by the system {hi ◦ fi,U ′i : i ∈ I}.
Especially, if hi is a uniform isomorphism, then U∗ is identical with the
uniformity projectively generated by the system {hi ◦ fi,U ′i : i ∈ I}. ♣

Corollary 1.2.7.5 Let I =
⋃

j∈J Ij and U∗j be the uniformity projectively
generated by the system {fi,Ui : i ∈ Ij}. Then U∗ = sup{U∗j : j ∈ J}. ♣

Corollary 1.2.7.6 If U ′i is a uniformity on Xi for which Ui < U ′i holds and
if U∗∗ is a uniformity projectively generated by the system {fi,U ′i : i ∈ I},
then U∗ < U∗∗. ♣

Proposition 1.2.7.4 The topology τU∗ coincides with the topology projec-
tively generated by the system {fi, τUi : i ∈ I}

Proof : According to Proposition 1.2.3.4 we have that τU∗ = sup{τf−1
i (Ui)

:

i ∈ I}. Since by Proposition 1.2.4.7 τf−1
i (Ui)

= f−1
i (τUi), then τU∗ =

sup{f−1
i (τUi) : i ∈ I}, so that, by definition, the topology τU∗ is projec-

tively generated by the system {fi, τUi : i ∈ I}. ♣

Definition 1.2.7.2 Let (Xi,Ui) be a uniform space for every i ∈ I 6= ∅,
X =

∏
i∈I Xi, pi : X → Xi the i-th projection. The uniformity U on X

projectively generated by the system {pi,Ui : i ∈ I} is called the product
of the uniformities Ui and denoted by the symbol

∏
i∈I Ui. The uniform

space (
∏

i∈I Xi,
∏

i∈I Ui) is the product of the uniform spaces (Xi,Ui).

In the following we shall always use the above notations. According to
Proposition 1.2.7.2 the following holds:



1.2 Uniform spaces 61

Proposition 1.2.7.5 Let Bi be a base for uniformity Ui and gi : X ×X →
Xi×Xi a mapping defined with gi(x, y) = (pi(x), pi(y)). Then the sets of the
form g−1

i (Ui), i ∈ I, Ui ∈ Bi, constitute a subbase for uniformity U , while
the sets of the form

⋂n
j=1 g−1

ij
(Uij ), where ij ∈ I, Uij ∈ Bij , j = 1, 2, . . . , n

constitute a base for U . ♣

Corollary 1.2.7.7 Let (Y,U ′) be a uniform space, g : Y → X. The map-
ping g : (Y,U ′) → (X,U) is uniformly continuous if and only if pi ◦ g :
(Y,U ′) → (Xi,Ui) is uniformly continuous for every i ∈ I. ♣

Corollary 1.2.7.8 Let ∅ 6= Yi ⊂ Xi, Y =
∏

i∈I Yi. Then
∏

i∈I Ui|Yi = U|A.
If Yj = Xj for an index j ∈ I, while for the other indices Yi = {xi}, xi ∈ Xi,
then pj |Y : (Y,U|Y ) → (Xj ,Uj) is a uniform isomorphism. ♣

Corollary 1.2.7.9 If U ′i is a uniformity on Xi and Ui < U ′i for every i ∈ I,
then

∏
i∈I Ui <

∏
i∈I U ′i. ♣

Corollary 1.2.7.10 Let (Yi,U ′i) be a uniform space, fi : (Xi,Ui) → (Yi,U ′i)
a uniformly continuous for every i ∈ I, Y =

∏
i∈I Yi, U ′ =

∏
i∈I U ′i, p′i :

Y → Yi the i-th projection, f : X → Y the mapping for which fi ◦pi = p′i ◦f
for every i ∈ I. Then f : (X,U) → (Y,U ′) is uniformly continuous. If every
fi : (Xi,Ui) → (Yi,U ′i) is a uniform isomorphism, then f is again a uniform
isomorphism.

With the notations of Corollary 1.1.7.16 and Corollary 1.1.7.17, accord-
ing to Corollary 1.2.7.7, we can formulate the following statements:

Corollary 1.2.7.11 Let Ui be a uniformity on Yi, U ′f(i) = Ui, U =
∏

i∈I Ui,
U ′ = ∏

j∈J U ′j. Then g is a uniform isomorphism. ♣

Corollary 1.2.7.12 Let Ui be a uniformity on Xi, U =
∏

i∈I Ui, U ′j =∏
i∈Ij

Ui i U ′ = ∏
j∈J U ′j. Then f is a uniform isomorphism. ♣

From Proposition 1.2.7.4 it follows that:

Corollary 1.2.7.13 If U =
∏

i∈I Ui, then τU =
∏

i∈I τUi. ♣

Of course, an embedding theorem is true for uniform spaces, too.

Theorem 1.2.7.1 Let (Xi,Ui) be a uniform space for every i ∈ I 6= ∅,
Y 6= ∅ a given set, fi : Y → Xi, U∗ the uniformity projectively generated
by the system {fi,Ui : i ∈ I}, X =

∏
i∈I Xi, U =

∏
i∈I Ui, pi : X → Xi
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the i-th projection and f : Y → X the mapping for which pi ◦ f = fi, and
finally h = f |f(Y )

Y . If for the elements x, y ∈ Y , x 6= y implies fi(x) 6= fi(y)
for at least one i ∈ I, then h : (X,U∗) → (f(X),U|f(X)) is a uniform
isomorphism. This condition certainly holds if U∗ is separated.

Proof : From Corollary 1.2.7.2 it follows that U∗ = f−1(U), so that by
Proposition 1.2.5.10 (b) the mapping h is a uniform isomorphism. If U∗ is a
separated uniformity, then x 6= y implies (fi(x), fi(y)) 6∈ Ui for at least one
i ∈ I and a suitable entourage Ui ∈ Ui, with fi(x) 6= fi(y) in the end. ♣

1.2.8 Quotient spaces of uniform spaces

Let (Xi,Ui), i ∈ I, be a non-empty family of uniform spaces, fi : Xi → X
given mappings from the non-empty set Xi into X for every i ∈ I. The
uniformity U∗ inductively generated by the system {fi,Ui : i ∈ I}
on the set X if U∗ is the finest uniformity for which every mapping fi :
(Xi,Ui) → (X,U∗) is uniformly continuous. The existence of the uniformity
U∗ with this property can be proved in the same way as the analogous
statement according to the inductive generation of the proximities. Here
again the case, when a single mapping {f : Y → X} and a single uniform
space {(Y,V)} are given, is the most important one: in this case U∗ is called
the quotient uniformity belonging to f and V and is denoted by f(V).

Defining the mapping g : Y × Y → X × X by means of the formula
g(x, y) = (f(x), f(y)) as usual, it is clear that only entourages U such that
g−1(U) ∈ V can belong to a uniformity for which f is uniformly continuous.
Thus, if all these U constitute a base of the uniformity on X, then f(V) is
certainly generated by them. In fact, these U fulfil conditions (a), (b) and
(d) of Proposition 1.2.1.1, whereas it fulfils the condition (c) only if, for every
U of this kind, there is a U1 of the same property for which U1 ◦ U1 ⊂ U
holds. Hence we obtain the following statement:

Proposition 1.2.8.1 Let (Y,V) be a uniform space, f : Y → X, g : Y ×
Y → X×X defined by the formula g(x, y) = (f(x), f(y)) and let as suppose
that there are those entourages U in X for which f−1(U) ∈ V forms a
uniform base B. Then f(V) is generated by B. This condition is fulfilled if
and only if, for every entourage U in X for which g−1(U) ∈ V holds, there
can be found an entourage U1 in X such that g−1(U1) ∈ V and U1 ◦U1 ⊂ U .
♣
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Proposition 1.2.8.2 If (Xi,Ui) is a uniform space for every i ∈ I 6= ∅,
X =

∏
i∈I Xi, U =

∏
i∈I Ui and pi : X → Xi is the i-th projection, then

Uj = pj(U) for every j ∈ I.

Proof : By previous proposition it is enough to show that g−1
j (U) ∈ U holds

for an entourage U in Xj if and only if U ∈ Uj , where gj : X×X → Xj×Xj

is defined here by means of the formula gj(x, y) = (pj(x), pj(y)). However, if
U ∈ Uj , then g−1

j (U) ∈ U in view of Proposition 1.2.5.10. Conversely, if U is
an entourage in X and g−1

j (U) ∈ U , then there exist indices i1, i2, . . . , in ∈ I
and for k = 1, . . . , n entourages Uik ∈ Uik such that

U ′ =
n⋂

k=1

g−1
ik

(Uik) ⊂ g−1
j (U) ,

where gik(x, y) = (pik(x), pik(y)). Let xj , yj ∈ Xj , while for i 6= j, xi = yi ∈
Xi. If j does not occur among the indices i1, i2, . . . , in, then, for arbitrary
xj , yj ∈ Xj , with the notation x = (xi), y = (yi), in view of (x, y) ∈ U ′, we
have (xj , yj) ∈ U , i.e. U = Ej × Ej , so that U ∈ Uj . On the other hand, if
j occurs among the ik, say i1, . . . , ip = j, ip+1, . . . , in 6= j, then (x, y) ∈ U ′

for (xj , yj) ∈
⋂p

k=1 Uik , so that (xj , yj) ∈ U . Thus
⋂p

k=1 Uik ⊂ U and since⋂p
k=1 Uik ∈ Uj , then U ∈ Uj . ♣

As a particularly important example, the case of the separative partition
may again be mentioned.

Proposition 1.2.8.3 Let (X,U) be a uniform space, S the separative par-
tition belonging to the topology τU , p : X → S the canonical surjection.
Then

(a) x and y belong to the same cell Z ∈ S if and only if (x, y) ∈ U for
every entourage U ∈ U ;

(b) if U ∈ U is an arbitrary entourage, then the sets

(∗) U ′ = {(Z1, Z2) : Z1, Z2 ∈ S, Z1 × Z2 ⊂ U}

form a base of the uniformity p(U);
(c) p−1(p(U)) = U ;
(d) δp(U) = p(δU );
(e) τp(U) = p(τU );
(f) p(U) is a separated uniformity.

Proof : (a) It can be obtained by applying Proposition 1.1.8.11 (a) to the
proximity δU .
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(b) Introducing the notation q(x, y) = (p(x), p(y)), we see that q−1(U ′) =
U ∈ U holds for entourage U ′ ∈ S if and only if U ∈ U and U ′ is given by
means of the formula (∗). Accordingly the condition occurring in Proposition
1.2.8.1 is fulfilled by p: if q−1(U ′) = U ∈ U , let U1 ∈ U be an entourage
such that U1 ◦ U1 ⊂ U , and let U ′

1 be defined by means of (∗) putting
U1 instead of U . By (a) U ′

1 is an entourage. Furthermore, U ′
1 ◦ U ′

1 ⊂ U ′

holds. Indeed, if (Z1, Z2) ∈ U ′
1 and (Z2, Z3) ∈ U ′

1, then choosing a point
z2 ∈ Z2 for the arbitrary points z1 ∈ Z1 and z3 ∈ Z3, then (z1, z2) ∈ U1

and (z2, z3) ∈ U1 implies (z1, z3) ∈ U , i.e. Z1 × Z3 ⊂ U and (Z1, Z3) ∈ U ′.
Hence the statement follows from Proposition 1.2.8.1.

(c) We have seen that q−1(U ′) = U for U ′ defined by (∗), hence the
statement follows from Proposition 1.2.4.5.

(d) As p : (X,U) → (S, p(U)) is uniformly continuous, then p : (X, δU ) →
(S, δp(U)) is δ-continuous, so that δp(U) < p(δU ). On the other hand, if
Ap(δU )B, i.e. if p−1(A)δUp−1(B), then there exists an entourage U ∈ U
such that (p−1(A) × p−1(B)) ∩ U = ∅. Hence Z1 ∈ A and Z2 ∈ B imply
(Z1, Z2) 6∈ U ′, where U ′ is again given by (∗). Indeed, for any points z1 ∈ Z1

and z2 ∈ Z2, z1 ∈ p−1(A) and z2 ∈ p−1(B) implies (z1, z2) 6∈ U . Therefore
(A×B) ∩ U ′ = ∅, and Aδp(U)B.

(e) and (f) follow from (d) by means of Proposition 1.1.8.11. ♣

1.2.9 Complete uniform spaces

We have seen that some properties of the metric or pseudo-metric space can
be extended to the proximity and uniform spaces as more general spaces.
An important property of pseudo-metric spaces is the fact that for them
there is a necessary condition for the convergence of a sequence without
need of knowing its limit point. Let us examine the situation in the case of
uniform and proximity spaces from this point of view; more generally, we
shall consider the filter bases instead of sequences, since it is known that for
the convergence in the general topological spaces the role of the sequences
is played by the filter base.

First, let us notice that, in a pseudo-metric space (X, d), the sequence of
points (xn) is a Cauchy sequence if and only if, for every ε > 0, there exists
an nε ∈ N such that m, n > nε implies d(xm, xn) < ε. The last inequality
can be noted in the form (xm, xn) ∈ Uε, where Uε = Ud,ε is the entourage of
the pseudo-metrizable uniformity. In other words, (xn) is a Cauchy sequence
if, for every ε > 0, there exists an element of the filter base of the sequence
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(xn) small of order Uε. By virtue of this idea, the following definition is now
plausible:

Definition 1.2.9.1 Let (X,U) be a uniform space and F a filter base on
X. F is said to be a Cauchy filter base or a U-Cauchy filter base if
for every entourage U ∈ U there exists an element F ∈ F small of order
U . The sequence (xn) is called Cauchy sequence if the corresponding
sequential filter base is a Cauchy filter base.

Obviously, it would be sufficient to speak of the entourages belonging to
a uniform base B generating the uniformity U instead of all the entourages
U ∈ U .

Definition 1.2.9.2 Let us agree that the convergence of the filter base
in a uniform space (X,U) (or in a proximity space) means the convergence
with respect to the topology τU (respectively τδ).

Then it can be seen that the definition introduced above will suit the
purpose required:

Proposition 1.2.9.1 If F is a convergent filter base in the uniform space
(X,U), then it is a Cauchy filer base.

Proof : Let us suppose F → x. For a given entourage U ∈ U , let U1 ∈ U
be an entourage such that U1 ◦ U1 ⊂ U . Then there exists an F ∈ F such
that F ⊂ U1[x]. But then the set F is small of order U . Indeed, if y, z ∈ F ,
then (y, x) ∈ U1 and (x, z) ∈ U1, so that (y, z) ∈ U1 ◦ U1 ⊂ U . ♣

Now we shall study some properties of the Cauchy filter bases.

Proposition 1.2.9.2 Let (X,U) and (Y,V) be uniform spaces and let f :
X → Y be a uniformly continuous mapping. If F is a Cauchy filter base in
X, then f(F) is a Cauchy filter base in Y .

Proof : If U ∈ U is an entourage choose for the set V ∈ V such that
(x, y) ∈ U implies (f(x), f(y)) ∈ V , and F ∈ F is small of order U , then
f(F ) is the set small of order V . ♣

Corollary 1.2.9.1 If U1 and U2 are the uniformities on X and U1 < U2,
then every U2-Cauchy filter base is also a U1-Cauchy filter base. ♣
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Proposition 1.2.9.3 Let Ui, i ∈ I 6= ∅, be the uniformities on X, and
U = sup{Ui : i ∈ I}. If F is a Ui-Cauchy filter base for every i ∈ I, then it
is also a U-Cauchy filter base.

Proof : It is sufficient to consider the entourages of the form U =
⋂n

1 Uik of
the uniformity U , where Uik ∈ Uik , ik ∈ I, k = 1, 2, . . . , n. If the set Fk ∈ F
is small of order Uik , and F ∈ F a set for which F ⊂ ⋂n

1 Fk, then F is the
set small of order U . ♣

Proposition 1.2.9.4 Let f : X → Y and V be a uniformity on Y . A
filter base F in X is an f−1(V)-Cauchy filter base if and only if f(F) is a
V-Cauchy filter base.

Proof : For any entourage U ∈ V a set F is small of order g−1(U) if and
only if g−1(U) is small of order U , where g = f × f : X ×X → Y ×Y is the
mapping with the usual notation. ♣

Corollary 1.2.9.2 Let (X,U) be a uniform space, ∅ 6= Y ⊂ X. A filter
base in Y is a (U|Y )-Cauchy filter base if and only if it is U-Cauchy. ♣

Corollary 1.2.9.3 Every filter base finer than a Cauchy filter base is itself
a Cauchy filter base. Equivalent filter bases are simultaneously Cauchy. ♣

Proposition 1.2.9.5 Let (X, d) be a pseudo-metric space. A filter base F
in X is Cauchy (i.e. Ud-Cauchy) if and only if for every ε > 0 there exists
a set F ∈ F with the diameter < ε.

Proof : If d(F ) < ε, then the set F is small of order Uε. On the other hand,
if 0 < ε1 < ε and F is the set small of order Uε1 , then d(F ) 6 ε1 < ε. ♣

Definition 1.2.9.3 A uniform space (X,U) (or a uniformity U) is com-
plete, if every U-Cauchy filter base is τU -convergent.

It is not evident that, by applying this definition for pseudo-metric
spaces, it will be equivalent to the previous one, for the completeness of
a pseudo-metric space was defined with the help of the Cauchy sequence
instead of the Cauchy filter bases. Nevertheless, the following holds:

Proposition 1.2.9.6 A pseudo-metric space (X, d) is complete if and only
if the uniformity Ud is complete.
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Proof : Let us suppose that Ud is a complete uniformity on X and let (xn)
be a Cauchy sequence with respect to the pseudo-metric d. Then the filter
base of the sequence (xn) is a Ud-Cauchy filter base, it is convergent in the
topology τUd

, and with it the sequence (xn) is convergent as well.
Let us suppose now that the pseudo-metric space (X, d) is complete and

let F be a Ud-Cauchy filter base. Then by Proposition 1.2.9.5 for every n ∈ N
there exists an element Fn ∈ F of diameter smaller than 1/n. Let xn ∈ Fn be
an arbitrary point for every n ∈ N. The sequence (xn) is a Cauchy sequence.
To prove this assertion, let ε > be an arbitrary real number, and nε > 2/ε.
Then, for m,n > nε, Fm

⋂
Fn 6= ∅ implies d(xm, xn) 6 d(Fm) + d(Fn) <

1/n + 1/m < ε. Hence the sequence (xn) is convergent. If xn → x, then
F → x. Indeed, if for given ε > 0, n is so large that d(xn, x) < ε/2 and
n > 2/ε, then clearly Fn ⊂ S(x, ε). ♣

Proposition 1.2.9.7 Let (X,U) and (Y,V) be uniform spaces, f : X → Y
a bijection, f : (X,U) → (Y,V) uniformly continuous and f−1 : (Y, τV) →
(X, τV) a continuous mapping. If the uniformity V is complete, then the
uniformity U is complete as well.

Proof : If F is a U-Cauchy filter base, then, by Proposition 1.2.9.2, f(F) is
a V-Cauchy filter base, so that f(F) → y ∈ Y with respect to the topology
τV . Then by the well known fact from the general topology f−1(f(F)) =
F → f−1(y) ∈ X with respect to the topology τU . ♣

Corollary 1.2.9.4 Let (X,U) and (Y,V) be uniformly isomorphic spaces.
If one of them is complete, then the other one is also complete. ♣

Corollary 1.2.9.5 Let U and V be uniformities on X for which U < V. If
τU = τV and U is a complete uniformity, then V is also a complete unifor-
mity. ♣

Proposition 1.2.9.8 Let f : X → Y be a surjection. If V is a complete
uniformity on Y , then f−1(V) is a complete uniformity on X.

Proof : If F is a f−1(V)-Cauchy filter base, then by Proposition 1.2.9.4
f(F) is a V-Cauchy filter base, so that f(F) → y ∈ Y with respect to the
topology τV . Let x ∈ X be such that f(x) = y. Then by the known fact
from the general topology F → x with respect to topology f−1(τV). Since
by Proposition 1.2.4.7 f−1(τV) = τf−1(V), then F → x with respect to the
topology τf−1(V). ♣
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Proposition 1.2.9.9 Let (X,U) be a complete uniform space and ∅ 6= Y ⊂
X a τU -closed set. Then U|Y is a complete uniformity on Y .

Proof : If F is a U|Y -Cauchy filter base in Y , then by Corollary 1.2.9.2 F
is a U-Cauchy filter base, so that F → x with respect to the topology τU .
According to the well known proposition of the general topology, x ∈ Y ,
and then F → x with respect to the topology τU |Y . Now, on account
of Proposition 1.2.4.3, τU |Y = τU|Y , so that F → x with respect to the
topology τU|Y . ♣

Proposition 1.2.9.10 Let (X,U) be a separated uniform space, ∅ 6= Y ⊂
X. If U|Y is a complete uniformity, then Y is a τU -closed set.

Proof : It is sufficient to show that if F is a filter base in Y and F → x ∈ X
with respect to the topology τU , then x ∈ Y . However, in this case by
Proposition 1.2.9.1 F is a U-Cauchy filter base and by Corollary 1.2.9.2 it
is also a U|Y -Cauchy filter base. Therefore F → y ∈ Y with respect to the
topology τU|Y , and by Proposition 1.2.4.3 with respect to the topology τU |Y ,
and hence with respect to the topology τU as well. Since by Proposition
1.1.2.7 and Corollary 1.2.2.4 τU is a T3-topology and a fortiory a T2-topology,
therefore x = y ∈ Y . ♣

1.2.10 Completely regular spaces

The notions of the proximity and uniformity previously introduced, raise
many further problems. First of all, it may be asked which topologies can
be induced by a proximity. It is known that a topology of this kind has to
be regular and that, on the other hand, all S4-topologies have this property.
Accordingly the condition looked for, has to be somewhere between axioms
S3 and S4.

Then we have seen that every uniformity induces a proximity. It may be
asked, on the other hand, which proximities can be induced by uniformities.
Every family of the pseudo-metrics induces a uniformity. On the other hand,
it may be asked which uniformities can be induced by a family of pseudo-
metrics, and by a single pseudo-metric in particular.

The answer to these questions, and many others as well, is based on an
important theorem, called Urysohn’s lemma. In order to prove this in a
sufficiently general form, it is useful to introduce suitable notations first and
study the basic relations connected with them.
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In order to do this, let us consider a sequence {¿n: n = 0, 1, 2 . . .} of the
relations defined for the subsets of a set X. Let us suppose that, for each
of the relations ¿=¿n, the statements (O1)− (O5) of Theorem 1.1.1.1 are
fulfilled as well as the additional condition:

if A ¿n B , then there exists a C such that A ¿n+1 C ¿n+1 B .

A function f : X → R is said to be associated with the sequence (¿n),
if f(X) ⊂ I, where I = [0, 1], and if for the sets P, Q ⊂ I, d(P,Q) > 1/2n

implies f−1(P ) ¿n+2 f−1(I −Q) for every n ∈ N. d(x, y) = |x− y| denotes
here the Euclidean metric on R, and d(P, Q) = inf{d(x, y) : x ∈ P, y ∈ Q}.

Lemma 1.2.10.1 (Urysohn′s lemma) Let us suppose that, for every re-
lation ¿n, n = 0, 1, 2, . . ., defined for the subsets of a set X, (O1) − (O5)
are valid (with ¿n instead of ¿), and if A ¿n B, then there exists a set C
such that A ¿n+1 C ¿n+1 B. If now M ¿0 N , then there exists a function
f associated with the sequence (¿n) for which f(M) = 0 and f(X−N) = 1
holds.

Proof : Let us first define, for each fraction between 0 and 1 and of the
form p/2n ∈ [0, 1], p = 0, 1, . . . , 2n, a set Ap/2n such that A0 = M , A1 = N
and Ap/2n ¿n A(p+1)/2n holds for each n = 0, 1, 2, . . . ; p = 0, 1, . . . , 2n − 1.
We do this by recursion with respect to n starting from the definition

(1) A0 = M , A1 = N ;

then A0 ¿0 A1 is indeed true.
Let us suppose that the sets Ap/2n have already been defined for some

integer n > 0 and all the values of p = 0, 1, 2 . . . , 2n in such a way that

(2) Ap/2n ¿n A(p+1)/2n for p = 0, 1, . . . , 2n − 1 .

Then, by assumption, for every p of this kind, there exists a set Cp such
that

Ap/2n ¿n+1 Cp ¿n+1 A(p+1)/2n ;

let us define the set A(2p+1)/2n+1 by the formula

A(2p+1)/2n+1 = Cp for p = 0, 1, 2, . . . , 2n − 1 .

Then the definition of the sets Aq/2n+1 , for every q = 0, 1, . . . , 2n+1, is clear
and similarly to (2),

Aq/2n+1 ¿n+1 A(q+1)/2n+1 .
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Hence we can continue the recursion for all numbers n = 0, 1, 2, . . ., and (1)
and (2) are fulfilled, the latter for every n.

Let us also define Ar if r > 1 denotes a dyadic rational number (i.e.
having the form p/2n where n = 0, 1, . . ., p = 2n + 1, 2n + 2, . . .) by the
formula

(3) Ar = X , r > 1 .

It can be seen from (O1) and (O3) that now

(4) Ap/2n ¿n A(p+1)/2n for n = 0, 1, 2, . . . ; p = 0, 1, 2, . . .

But then from (O2) it can be seen immediately that

Ap/2n ⊂ A(p+1)/2n for n = 0, 1, 2, . . . ; p = 0, 1, 2, . . .

hence, in general, denoting the set of the non-negative dyadic rational num-
bers by R,

(5) Ar ⊂ As if r < s , r, s ∈ R .

Now the required function f can be defined as:

(6) f(x) = inf{r : x ∈ Ar , r ∈ R} , x ∈ X .

It is immediately clear that x ∈ X implies f(x) > 0, while, from (3) and by
the definition of f , f(x) 6 1 for every x ∈ X holds, so that f(X) ⊂ I. From
(1) we have that f(M) = 0, while f(X − N) = 1. Indeed, if x ∈ X − N ,
then x 6∈ N = A1, and hence for every r < 1 x 6∈ Ar holds by (5). But then
according to (3) it follows that f(x) = 1.

It remains to show that the function f is associated with the sequence
(¿n). For this purpose, let P, Q ⊂ I, d(P, Q) > 1/2n, and

Ip =
[

p

2n+1
,
p + 1
2n+1

]
, Jp =

[
p− 1
2n+1

,
p + 2
2n+1

]
, p = 0, 1, . . . , 2n+1 − 1 .

Clearly, if P ∩ Ip 6= ∅, then Q∩ Jp = ∅, as the distance of an arbitrary point
of Ip and any point of Jp is 6 1/2n. If P ′ denotes the union of the intervals
Ip intersecting P , and Q′ the union of the corresponding intervals Jp, then

P ⊂ P ′ ⊂ Q′ ∩ I ⊂ I −Q .

Thus
f−1(P ) ⊂ f−1(P ′) ⊂ f−1(Q′ ∩ I) ⊂ f−1(I −Q) .
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By (O3) and (O5), it suffices to show that

f−1(Ip) ¿n+2 f−1(Jp ∩ I) = f−1(Jp)

for every p = 0, 1, . . . , 2n+1 − 1. However,

f−1(Ip) = f−1

([
0,

p + 1
2n+1

])
∩ f−1

([
p

2n+1
, 1

])
,

f−1(Jp) = f−1

([
0,

p + 2
2n+1

])
∩ f−1

([
p− 1
2n+1

, 1
])

,

therefore, again by (O5), it is sufficient to show that

(7) f−1

([
0,

p + 1
2n+1

])
¿n+2 f−1

([
0,

p + 2
2n+1

])
,

(8) f−1

([
p

2n+1
, 1

])
¿n+2 f−1

([
p− 1
2n+1

, 1
])

.

If p = 2n+1−1, then (7) goes over into the formula X ¿n+2 X, which holds
on account of (O1). On the other hand, if p < 2n+1 − 1, then f(x) 6 (p +
1)/2n+1 implies by (5) and (6) that x ∈ A(2p+3)/2n+2 , and x ∈ A(2p+4)/2n+2 =
A(p+2)/2n+1 implies f(x) 6 (p + 2)/2n+1 by (6). In other words, from (4),
we obtain now

f−1

([
0,

p + 1
2n+1

])
⊂ A(2p+3)/2n+2 ¿n+2 A(2p+4)/2n+2 ⊂ f−1

([
0,

p + 2
2n+1

])
,

hence by (O3) (7) is also valid.
In the case p = 0, (8) goes over into the relation X ¿n+2 X, and if

p = 1, into

f−1

([
1

2n+1
, 1

])
¿n+2 X ,

which holds by (O1) and (O3). In the case p = 2, . . . , 2n+1 − 1 we obtain
from (O4) that it is sufficient to show that

f−1

([
0,

p− 1
2n+1

])
¿n+2 f−1

([
0,

p

2n+1

])
.

However, if f(x) < (p − 1)/2n+1, then by (5) and (6) x ∈ A(p−1)/2n+1 . On
the other hand, x ∈ A(2p−1)/2n+2 implies f(x) 6 (2p− 1)/2n+2 < p/2n+1, so
that

f−1

([
0,

p− 1
2n+1

])
⊂ A(2p−2)/2n+1 ¿n+2 A(2p−1)/2n+2 ⊂ f−1

([
0,

p

2n+1

])
,
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and again by (O3), we get the statement. ♣
The Urysohn’s lemma can be formulated more briefly by introducing the

following terminology. A function f : X → R, defined on the set X, is said
to separate the sets A,B ⊂ X, if f(X) ⊂ I, f(A) = 0 and f(B) = 1.
Moreover if Φ is a family of functions defined on the set X, then the sets
A,B ⊂ X are called Φ-separable or Φ-separated if there exists a function
f ∈ Φ separating them. Now the conclusion of Lemma 1.2.10.1 states that
there is a function f associated with the sequence (¿n) which separates M
and X −N . It is also worth mentioning the following:

Proposition 1.2.10.1 Under the hypotheses of the Urysohn’s lemma, let f
be a function associated with the sequence (¿n). If |f(x) − f(y)| > 1/2n,
n = 1, 2, . . ., then {x} ¿n+2 X − {y}.
Proof : By hypothesis, d({f(x)}, {f(y)}) > 1/2n, so that

f−1(f(x)) ¿n+2 f−1(I − {f(y)}) = X − f−1(f(y)) .

But then from {x} ⊂ f−1(f(x)), {y} ⊂ f−1(f(y)) and (O3) we have that
{x} ¿n+2 X − {y}. ♣

As the first application of the Urysohn’s lemma, let us prove the following
proposition:

Proposition 1.2.10.2 Let (X, δ) be a proximity space, Φ the family of those
δ-continuous functions on X for which x ∈ X implies 0 6 f(x) 6 1. If AδB,
then the sets A and B are Φ-separable.

Proof : The conditions of the Urysohn’s lemma are fulfilled whenever for
all n, ¿n is identical with the relation ¿ defined in Theorem 1.1.1.1. AδB
then implies A ¿ X−B; hence, according to Urysohn’s lemma, there exists
a function f associated with this sequence separates the sets A and B. For
this f , f(X) ⊂ I = [0, 1] and f is δ-continuous. Indeed, if U, V ⊂ R and
d(U, V ) > 0, then, with the notations P = U ∩ I, Q = V ∩ I, d(P,Q) > 1/2n

holds for suitable n, f−1(U) = f−1(P ), f−1(V ) = f−1(Q) and f−1(P ) ¿
f−1(I −Q) = X − f−1(Q) implies f−1(P )δf−1(Q), thus Proposition 1.1.6.1
can be applied. ♣

From this, we obtain the following proposition (strictly speaking, this is
what Urysohn proved):

Proposition 1.2.10.3 Let (X, τ) be a normal topological space, and Φ the
family of continuous functions on X. If A and B are closed and disjoint
sets, then A and B are Φ-separable.
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Proof : Let us introduce on X the proximity δ defined in Theorem 1.1.3.2.
Then AδB, and thus, by the previous proposition, the sets A and B can
be separated by a δ-continuous function f ∈ Φ. By Proposition 1.1.6.8
δ-continuous function f is τδ-continuous. By Theorem 1.1.3.3 τδ < τ , there-
fore, f is τ -continuous. ♣

Proposition 1.2.10.4 Let (X, δ) be a proximity space, F a τδ-closed set
and x 6∈ F . Then the sets {x} and F can be separated by a τδ-continuous
function.

Proof : Since X − F is a τδ-neighborhood of the point x, then {x}δF . On
account of Proposition 1.2.10.2, the sets {x} and F are separated by a δ-
continuous function f which is τδ-continuous again by Proposition 1.1.6.8.
♣

Our next task will be to show that a topology can be induced by a
proximity if and only if it is completely regular. In order to do this, and for
other purposes as well, the concept of a function family will be a suitable
tool.

Let X 6= ∅ be an arbitrary set. By the function family on X we
understand an arbitrary non-empty set Φ of real functions defined on X.
The function family Φ is said to be bounded if all the functions f ∈ Φ are
bounded, i.e. f(X) ⊂ R is a bounded set.

Every function family on X induces a family of pseudo-metrics on X.
This is a consequence of the following remark: if f : X → R, then

df (x, y) = |f(x)− f(y)|

is a pseudo-metric on X.
The family of pseudo-metrics induced by the function family Φ

is the family of pseudo-metrics

ΣΦ = {df : f ∈ Φ} .

The uniformity UΣΦ
, the proximity δΣΦ

and the topology τΣΦ
induced by

ΣΦ are briefly called the uniformity, the proximity and the topology
induced by the function family Φ and denoted by UΦ, δΦ and τΦ respec-
tively.

Proposition 1.2.10.5 Let Φ be a function family on X, ∅ 6= Y ⊂ X,
and ΦY = {f |Y : f ∈ Φ}. Then ΦY is a function family on Y for which
UΦY

= UΦ|Y , δΦY
= δΦ|Y and τΦY

= τΦ|Y hold.
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Proof : Immediately follows from Proposition 1.2.4.2. ♣
Proposition 1.2.10.6 Let Φ be a function family on X, d1 Euclidean met-
ric on R. If f ∈ Φ, then Udf

= f−1(Ud1), where df is a pseudo-metric
generated by f , while UΦ = sup{f−1(Ud1) : f ∈ Φ}.
Proof : Let (x, y) ∈ Udf ,ε ∈ Udf

. This holds if and only if |f(x)− f(y)| < ε,
i.e. if and only if (f(x), f(y)) ∈ Ud1,ε ∈ Ud1 , which is, by Proposition 1.2.4.5,
equivalent to the fact that (x, y) ∈ g−1(Ud1,ε) ∈ f−1(Ud1), where g(x, y) =
(f(x), f(y)). Now, according to the proved equality and Proposition 1.2.3.3
we have UΦ = UΣΦ

= sup{Udf
: f ∈ Φ} = sup{f−1(Ud1) : f ∈ Φ}. ♣

Corollary 1.2.10.1 If Φ is an arbitrary function family on X, then UΦ is
the coarsest uniformity for which all functions f ∈ Φ are uniformly contin-
uous.

Proof : Follows from the previous proposition and Corollary 1.2.5.2. ♣
Proposition 1.2.10.7 If Φ is a bounded function family on X, then UΦ

and Udf
, f ∈ Φ, are totally bounded uniformities.

Proof : If f ∈ Φ and g : f(X) → R is the canonical injection, h = f |f(X)
X ,

then f = g ◦ h, thus f−1(Ud1) = h−1(g−1(Ud1)) = h−1(Ud1 |f(X)) accord-
ing to Proposition 1.2.4.9 and Corollary 1.2.4.3. However, by Proposition
1.2.6.1, Ud1 |f(X) is totally bounded so that, according to Proposition 1.2.6.2
and Proposition 1.2.10.6, Udf

= f−1(Ud1) and, according to Proposition
1.2.6.4, uniformity UΦ is also bounded. ♣
Proposition 1.2.10.8 Let Φ be a function family on X, d1 the Euclidean
metric on R. Then for every function f ∈ Φ there holds δdf

= f−1(δd1),
and if Φ is bounded as well, then

δΦ = sup{δdf
: f ∈ Φ} .

Proof : First, let us notice that by Corollary 1.2.2.2 δdf
= δUdf

. By Propo-
sition 1.2.10.6 δUdf

= δf−1(Ud1
) holds, and by Proposition 1.2.4.7 there holds

δf−1(Ud1
) = f−1(δUd1

). Since by Corollary 1.2.2.2 f−1(δUd1
) = f−1(δd1), then

δdf
= f−1(δd1). The second part follows from the first part and Proposition

1.2.6.7, as Udf
, f ∈ Φ, is totally bounded on account of Proposition 1.2.10.7.

♣
Notice that the second statement of the previous proposition holds even

if all but one of the functions f ∈ Φ are bounded. Without this condition the
statement is not necessarily true. This is shown by the following example:
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Example 1.2.10.1 Let X = R2 and let Φ consist of two functions: f(x, y)
= x and g(x, y) = y. Let us choose A = {(x, y) : x + y 6 0}, B = {(x, y) :
x + y > 1}. Then AδΦB, since (A × B) ∩ UΦ,1/2 = ∅ as (x1, y1) ∈ A,
|x2 − x1| < 1/2, |y2 − y1| < 1/2 implies (x2, y2) 6∈ B. On the other hand,
with the notation δ = sup{δdf

, δdg}, we have AδB. In fact, if {Ai : i ∈ Jp}
and {Bj : j ∈ Jq} are two arbitrary decompositions of the sets A and B
respectively, then there exists an i for which Ai contains a point (u,−u) and
a point (v,−v) such that v > u+1, since the sets Ai, finite in number, cover
the line x + y = 0; thus, at least one of them has to contain an unbounded
part of this line. But in this case (v,−u) ∈ B, therefore (v,−u) ∈ Bj for
some j and then Aiδdf

Bj , AiδdgBj , as df (Ai, Bj) = dg(Ai, Bj) = 0, since

|f(v,−v)− f(v,−u)| = |v − v| = 0 ,
|g(u,−u)− g(v,−u)| = | − u− (−u)| = 0 .

This example also shows that the condition of total boundedness cannot be
omitted in Proposition 1.2.6.8.

As an immediate consequence of the previous Proposition and Corollary
1.1.6.2 we have the following:

Corollary 1.2.10.2 If Φ is a bounded function family, then δΦ is the coars-
est proximity for which every f ∈ Φ is δ-continuous. ♣
Proposition 1.2.10.9 For any function family Φ, f ∈ Φ implies τdf

=
f−1(E), where E is the Euclidean topology of the real line and

τΦ = sup{f−1(E) : f ∈ Φ} .

Proof : The first part follows from Proposition 1.2.10.8 and Proposition
1.1.5.2, the second from this on account of Proposition 1.2.3.3 and Proposi-
tion 1.2.3.4. ♣

Now we can show that every completely regular topology can be induced
by a function family. First, the following proposition will be proved:

Proposition 1.2.10.10 Let (X, τ) be a topological space, Φ a function fam-
ily consisting of τ -continuous functions such that, if x ∈ X, F = F ⊂ X,
x 6∈ F , then {x} and F are Φ-separated. Then τΦ = τ .

Proof : According to the previous proposition we have that τΦ < τ . To
prove the converse, let us suppose that G is an open set in the topology τ
and let x ∈ G. Then there exists a function f ∈ Φ which separates {x} and
X − G. Then Udf ,1[x] ⊂ G, so that G is open in the topology τΦ. Hence
τ < τΦ. ♣
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Corollary 1.2.10.3 If (X, τ) is a completely regular topological space and Φ
is the function family consisting of all τ -continuous functions, then τΦ = τ .
♣

From the comparison of the above corollary and Proposition 1.2.10.4, by
applying the equality τΦ = τδΦ , we have the following:

Corollary 1.2.10.4 A topology τ can be induced by a proximity if and only
if it is completely regular. ♣

This is the answer to one of basic questions put at the beginning of
this subsection. It should also be noticed that the proximity δΦ induced
by Φ and occurring in Corollary 1.2.10.3 is a distinguished proximity of the
completely regular topology τ :

Proposition 1.2.10.11 Let τ be a completely regular topology, Φ the func-
tion family consisting of all τ -continuous functions, Φ∗ that of all the boun-
ded τ -continuous functions. Then δΦ = δΦ∗ = δ coincides with the Czech-
Stone proximity of τ . AδB holds if and only if A and B can be separated by
a τ -continuous function.

Proof : For the sake of brevity let δ1 = δΦ, δ2 = δΦ∗ , and let δ be the
Czech-Stone proximity compatible with the topology τ . Since Φ∗ ⊂ Φ, then
ΣΦ∗ ⊂ ΣΦ, so that δ2 < δ1 < δ, since, by Corollary 1.2.10.3, τδ1 = τ and
δ is the finest proximity for which τδ = τ . If AδB, then by Proposition
1.2.10.2 there exists a δ-continuous function f which separates A and B.
By Proposition 1.1.6.8 the function f is τ -continuous. On the other hand,
if some τ -continuous function f separates A and B, then 0 6 f 6 1 implies
f ∈ Φ∗ and (A × B) ∩ Udf ,1 = ∅, so that Aδ2B. Hence δ < δ2, thus
δ2 = δ1 = δ, and AδB holds if and only if A and B can be separated by
τ -continuous function. ♣

With the help of the following proposition, an answer can be given to our
second basic question about the inducement of proximities by uniformities:

Proposition 1.2.10.12 Let (X, δ) be a proximity space and Φ a bounded
function family consisting of δ-continuous functions such that, if AδB, then
A and B are Φ-separable. Then δ = δΦ.

Proof : First, let us notice that δΦ < δ holds by Corollary 1.2.10.2. To
prove the converse, let us suppose that AδB. Then there exists an f ∈ Φ
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which separates A and B, hence for which (A × B) ∩ Udf ,1 = ∅. Therefore
AδΦB, so that δ < δΦ. ♣

As a direct consequence of this proposition and Proposition 1.2.10.2 we
have the following:

Corollary 1.2.10.5 If (X, δ) is an arbitrary proximity space, Φ is the fam-
ily of the bounded δ-continuous functions and Φ∗ the family of the functions
for which 0 6 f(x) 6 1 for every x ∈ X, then δΦ = δΦ∗ = δ ♣

From the equality δΦ = δUΦ
, we can now obtain the following corollary:

Corollary 1.2.10.6 Every proximity can be induced by a uniformity. ♣
Moreover, according to Proposition 1.2.10.7, we can add to this:

Corollary 1.2.10.7 Every proximity can be induced by a totally bounded
uniformity. ♣

Summarizing results of Corollary 1.2.6.4 and Corollary 1.2.10.5, the fol-
lowing can be concluded:

Corollary 1.2.10.8 The set of all proximities δ on the set X and the set of
all totally bounded uniformities U on X are in a one-to-one correspondence
with each other. To the totally bounded uniformity U , there corresponds the
proximity δ = δU ; on the other hand the totaly bounded uniformity U = UΦ

corresponds to the proximity δ, where Φ denotes the family of all the bounded
δ-proximally continuous functions. ♣

Let us consider the question when a uniformity can be induced by a
family of pseudo-metrics. In order to clear up this basic question, let us
notice the following two lemmas.

Lemma 1.2.10.2 Let σi, i ∈ I 6= ∅, be an arbitrary set of the pseudo-
metrics defined on the set X and let us suppose that, for any x, y ∈ X, the
set of numbers {σi(x, y) : i ∈ I} is bounded from above. Then

σ(x, y) = sup{σi(x, y) : i ∈ I}
is a pseudo-metric on X.

Proof : Let us prove only the triangle inequality. If x, y, z ∈ X, then

σi(x, z) 6 σi(x, y) + σi(y, z) 6 σ(x, y) + σ(y, z)

for every i ∈ I, hence σ(x, z) 6 σ(x, y) + σ(y, z). ♣
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Lemma 1.2.10.3 Let σ be a pseudo-metric on X, c > 0. If σ′ = min(σ, c),
then σ′ is a pseudo-metric on X.

Proof : Again the triangle inequality should be proved. But σ′(x, z) 6
σ′(x, y)+σ′(y, z) is obvious if any member of the right-hand side is equal to
c, while otherwise we can refer to the inequality concerning σ. ♣

Theorem 1.2.10.1 Let us suppose that U = U0, U1, U2, . . . is a sequence of
entourages in X such that Un+1 ◦Un+1 ⊂ Un for every n = 0, 1, 2, . . .. Then
B = {Un : n = 0, 1, 2, . . .} is a base of some uniformity U on X. Let ¿n

denote the relation for the subsets of X for which A ¿n B holds if and only
if Un[A] ⊂ B. Let Φ be the family of all the functions f associated with the
sequence (¿n) and

(∗) σU (x, y) = sup{σf (x, y) : f ∈ Φ} , x, y ∈ X .

σU is then a pseudo-metric on X and U = UσU .

Proof : To prove that B is a uniform base, we have to show that B is a
filter base. This follows from the fact that, by Un+1 ⊂ Un+1 ◦ Un+1 ⊂ Un,
if n < m, then Um ⊂ Un. On account of Proposition 1.2.10.7, the sequence
(¿n) fulfils the conditions of Urysohn’s lemma, so that we can speak of the
functions associated with this sequence. As the values of these functions lie
in [0, 1], by Lemma 1.2.10.2, σU defined by (∗) is a pseudo-metric on X.

It must be shown that 1/2n < ε implies Uσ
U

,ε ⊃ Un+2. In fact, if
(x, y) 6∈ Uσ

U
,ε, i.e. if σU (x, y) > ε, then, by σU (x, y) > 1/2n, there exists

a function f ∈ Φ such that σf (x, y) > 1/2n, i.e. |f(x) − f(y)| > 1/2n.
However, f is associated with the sequence (¿n), so that by Proposition
1.2.10.1, {x} ¿n+2 X − {y}, hence (x, y) 6∈ Un+2 holds.

On the other hand, it will be shown that Uσ
U

,2−m ⊂ Um for every m =
0, 1, 2, . . . In fact, if (x, y) 6∈ Um, then Urysohn’s lemma can be applied for
the system {¿n: n = m,m + 1, . . .}, since {x} ¿m X − {y} and hence
there exists a function f associated with the sequence ¿m,¿m+1, . . . for
which f(x) = 0, f(y) = 1. Let us consider the function g(x) = f(x)/2m.
It is associated with the sequence ¿0,¿1,¿2, . . . Indeed, on the one hand
g(X) ⊂ [0, 1/2m] ⊂ [0, 1] = I, on the other hand, P, Q ⊂ I, d(P, Q) > 1/2n,
n ∈ N, imply either n > m and then |g(x′) − g(y′)| > 1/2n for any points
x′ ∈ g−1(P ) and y′ ∈ g−1(Q), thus |f(x′) − f(y′)| > 1/2n−m so that, on
account of the fact that f is associated with the sequence ¿m,¿m+1, . . .,
by 1.2.10.1 (x′, y′) 6∈ Um+n−m+2 = Un+2, i.e. g−1(P ) ¿n+2 X − g−1(Q) =
g−1(I−Q), or n 6 m and then one of the sets g−1(P ) and g−1(Q) is empty
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so that according to (O1) and (O3) g−1(P ) ¿n+2 X − g−1(Q) = g−1(I−Q)
is again true. Now from the fact that g is associated with the sequence
(¿n), i.e. g ∈ Φ, it follows that σU (x, y) > |g(x) − g(y)| = 1/2m, hence
(x, y) 6∈ Uσ

U
,2−m . ♣

Theorem 1.2.10.2 Let us suppose that (X,U) is a uniform space, B a base
of the uniformity U . For every entourage U ∈ B, let us select entourages
Un ∈ B, n = 0, 1, 2, . . ., such that U0 = U , Un+1 ◦Un+1 ⊂ Un, n = 0, 1, 2, . . .,
and let σU be the pseudo-metric constructed from the sequence (Un) according
to the formula (∗). If Σ = {σU : U ∈ B}, then U = UΣ.

Proof : First, let us notice that, by Proposition 1.2.1.1 (c), for every en-
tourage U ∈ B, a sequence (Un) with the above properties can be con-
structed. By the previous theorem for U ∈ U there exists an ε > 0 such
that Uσ

U
,ε ⊂ U (moreover, according to the proof, ε = 1 will do). On the

other hand, let us consider a finite subset ∅ 6= Σ′ ⊂ Σ, and let us say that
Σ′ = {σi : i = 1, 2, . . . , m}, σi = σ

Ui , U i ∈ B. Then for any ε > 0

UΣ′,ε =
m⋂

i=1

Uσi,ε ,

and by the previous theorem, for every i, there is an ni such that U i
ni
⊂ Uσi,ε

(moreover, according to the proof, ni = n + 2 will do whenever 1/2n < ε).
Hence, let us choosing U ∈ B such that U ⊂ ⋂m

i=1 U i
ni

, which is possible by
U i

ni
∈ B. But then U ⊂ UΣ′,ε holds. ♣
Now the answer to our basic question can be given:

Corollary 1.2.10.9 Every uniformity can by induced by a family of pseu-
do-metrics. ♣

A further important statement can be obtained from Theorem 1.2.10.1.

Theorem 1.2.10.3 A uniformity U is pseudo-metrizable if and only if there
exists a countable uniform base generating U and it is metrizable if and only
if it admits a countable base and is separated.

Proof : If U = Ud, then {Ud,1/n : n ∈ N} is obviously a countable uniform
base which generates U . If U is a metrizable uniformity, then its topology
is a T0-topology, thus it is separated by Corollary 1.2.2.4.

Conversely, let us suppose that {U ′
n : n = 0, 1, 2, . . .} is a base of the

uniformity U . Let U = U0 = U ′
0 and, if the entourage Un is already chosen,
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let Un+1 ∈ U be a entourage such that Un+1 ◦Un+1 ⊂ Un and Un+1 ⊂ U ′
n+1.

An entourage with this property can evidently be found by using properties
of the base of uniformity. Then B = {Un : n = 0, 1, 2, . . .} generates U
and therefore, according to Theorem 1.2.10.1, U = Uσ

U
holds. Moreover,

if uniformity U is separated, then its topology is T0, thus σU is a metric
according to the known result from general topology. ♣

Proposition 1.2.10.13 If {Ui : i ∈ I} is a countable family of a (pseudo-
)metrizable uniformities on X, then U = sup{Ui : i ∈ I} is a (pseudo-
)metrizable uniformity on X.

Proof : Let Bi be a countable base for the uniformity Ui. Then
⋃

i∈I Bi is
countable and the finite intersections of its elements constitute a countable
uniform base for U according to Proposition 1.2.3.2. Therefore the part of
the statement concerning the pseudo-metrizability follows from the previous
proposition. If the uniformities Ui are metrizable, and even if at least one
of them is metrizable, then the topology of this one will be a T0-topology,
and τU has the same property, thus U is metrizable. ♣

Theorem 1.2.10.4 Every uniform space can be embedded with the help of a
uniform isomorphism into the product of pseudo-metrizable uniform spaces.

Proof : If Σ = {σi : i ∈ I} is a family of pseudo-metrics such that UΣ = U∗,
Xi = X for every i, Ui = Uσi , and fi is the identity mapping of the set X,
then the system {fi,Ui : i ∈ I} generates projectively the uniformity U∗
by Proposition 1.2.3.3 and, for a given U∗, there can always be found a Σ
of this kind by Corollary 1.2.10.9. The hypotheses of Theorem 1.2.7.1 are
clearly fulfilled, hence the statement follows. ♣

Completely regular spaces can be characterized by the property that they
admit bases or subbases with certain special properties. For this purpose,
let us first introduce some notations and a suitable terminology.

Let (X, τ) be a topology space, f : X → R a function defined on X. Let

Zf = {x ∈ X : f(x) = 0} , Nf = {x ∈ X : f(x) 6= 0} = X − Zf .

The elements of the systems

Z(τ) = {Zf : f is τ − continuous function} ,
N (τ) = {Nf : f is τ − continuous function}

are said to be the zero-sets and cozero-sets of the space (X, τ) respec-
tively.
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Proposition 1.2.10.14 Let (X, τ) be a topological space. Then:
(a) A, B ∈ N (τ) implies A ∪B, A ∩B ∈ N (τ);
(b) if x ∈ N ∈ N (τ), then there exists a Z ∈ Z(τ) such that x ∈ Z ⊂ N ;
(c) if A,B ∈ Z(τ), A ∩ B = ∅, then there exist C, D ∈ Z(τ) such that

C ∪D = X, A ∩ C = B ∩D = ∅;
(d) ∅ , X ∈ N (τ).

Proof : (a) If A = Nf , B = Ng, then A ∪ B = Nh, A ∩ B = Nk, where
h = f2 + g2, k = fg. Together with f and g, h and k are continuous.

(b) If N = Nf , f(x) = c 6= 0, g = f − c, then x ∈ Zg ⊂ N , and, together
with f , g is continuous as well.

(c) If A = Zf , B = Zg, then let

h = max
(

g2

f2 + g2
,
1
2

)
− 1

2
, k = max

(
f2

f2 + g2
,
1
2

)
− 1

2
,

C = Zh, D = Zk. For x ∈ X, either f(x) > g(x) or f(x) 6 g(x), accordingly
either h(x) = 0 or k(x) = 0 and x ∈ C or x ∈ D. If x ∈ A, then f(x) = 0,
h(x) = 1/2, hence x 6∈ C; similarly, if x ∈ B, then x 6∈ D.

(d) ∅ = Nf for f ≡ 0, X = Ng for g ≡ 1. ♣
Proposition 1.2.10.15 A topological space (X, τ) is completely regular if
and only if N (τ) is a base for the topology τ .

Proof : If τ is a completely regular topology on X, x ∈ X and G is an open
neighborhood of x, then there exists a continuous function f : X → I such
that f(x) = 0 and f(X − G) = 1. Then g = 1 − f is τ -continuous, and
x ∈ Ng ⊂ G.

Conversely, let us suppose that N (τ) is a base for τ , and let x and G be
as above. If f is a τ -continuous function and x ∈ Nf ⊂ G, then let

c = f(x) , g =
1
c
f , h = min{1, max{g, 0}} , k = 1− h .

Then h is a τ -continuous function and clearly separates {x} and X −G. ♣
Theorem 1.2.10.5 Let (X, τ) be a topological space, S a subbase for the
topology τ and T = {X − S : S ∈ S} the family of sets with the following
properties:

(a) ∅, X ∈ S;
(b) if x ∈ S ∈ S, then there exists a T ∈ T such that x ∈ T ⊂ S;
(c) if A,B ∈ T , A ∩ B = ∅, then there exists Ti ∈ T , i = 1, 2, . . . , n,

such that
⋃n

1 Ti = X and, for each i, either A ∩ Ti = ∅ or B ∩ Ti = ∅.
Then (X, τ) is a completely regular space.
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Proof : According to Corollary 1.2.10.4, it suffices to show that τ is induced
by a suitable proximity δ.

In order to obtain this proximity, let

AδB if and only if there exist decompositions {Ai : i ∈ Jm}
and {Bj : j ∈ Jn} of A and B respectively such that for
every i and every j there exist Cij ∈ T and Dij ∈ T for
which Ai ⊂ Cij , Bj ⊂ Dij , Cij ∩Dij = ∅ hold ,

and let us first prove that δ is a proximity on X. Condition (B1) is obviously
fulfilled. Let us suppose AδB and AδC. Then there exist Ai, Bj , Cij , Dij ∈
T satisfying conditions of definition with respect to the sets A and B, and
also sets A′k, B

′
l, C

′
kl, D

′
kl ∈ T such that {A′k : k ∈ Jp} and {B′

l : l ∈ Jq} are
decompositions of A and C respectively, where A′k ⊂ C ′

kl ∈ T , B′
l ⊂ D′

kl ∈ T
and C ′

kl ∩D′
kl = ∅ for every k ∈ Jp and every l ∈ Jq. Now we have

A =
m⋃

i=1

p⋃

k=1

(Ai ∩A′k) , B ∪ C =
n⋃

j=1

Bj ∪
q⋃

l=1

B′
l ,

Ai ∩A′k ⊂ Cij ∈ T , Bj ⊂ Dij ∈ T , Cij ∩Dij = ∅ ,
Ai ∩A′k ⊂ C ′

kl ∈ T , B′
l ⊂ D′

kl ∈ T , C ′
kl ∩D′

kl = ∅ ,

so that Aδ(B ∪ C) by definition of relation δ. The converse can be easily
proved, so (B2) holds. Property (B3) holds because ∅, X ∈ T , and (B4)
obviously holds. Let us prove (B5). Let AδB and let Ai, Bj , Cij , Dij ∈ T be
the sets described in the definition of the relation δ. Then by the condition
(c) of the theorem there exist sets Tijk ∈ T , k = 1, 2, . . . , nij such that

nij⋃

k=1

Tijk = X , i = 1, 2, . . . , m, j = 1, 2, . . . , n ,

and, for k = 1, 2, . . . , nij , either Cij ∩ Tijk = ∅ or Dij
⋂

Tijk = ∅. Let Pij be
the union of those Tijk for which Cij ∩Tijk = ∅, and similarly, let Qij be the
union of those Tijk for which Dij ∩ Tijk = ∅. Then Pij ∪Qij = X for every
i ∈ Jm and every j ∈ Jn. It is obvious that

CijδPij , DijδQij .
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By properties (B1)− (B4) established already

Aiδ
n⋃

j=1

Pij = P ′
i , i = 1, 2, . . . , m,

A =
m⋃

i=1

Ai δ
m⋂

i=1

P ′
i = P ′ ,

Bj δ
m⋃

i=1

Qij = Q′
j , j = 1, 2, . . . , n ,

B =
n⋃

j=1

Bj δ
n⋂

j=1

Q′
j = Q′

and moreover P ′ ∪Q′ = X. Indeed, if x 6∈ P ′, then there exists an index i0
such that x 6∈ P ′

i0
, so that x 6∈ Pi0j for every j = 1, 2, . . . , n. Hence x ∈ Qi0j

for every j = 1, 2, . . . , n, thus x ∈ Q′
j for every j, from which follows that

x ∈ Q′. Therefore P = X − P ′ and Q = X −Q′ fulfil

P ∩Q = ∅ , AδX − P , BδX −Q .

According to this, δ is a proximity indeed. We show that δ generates τ . If
G is a τ -neighborhood of x, then there exist S1, S2, . . . , Sn ∈ S such that

x ∈
n⋂

i=1

Si ⊂ G .

By (b), there exist Ti ∈ T such that x ∈ Ti ⊂ Si, i = 1, 2, . . . , n. Hence
TiδX − Si ∈ T and {x}δX −G since

X −G ⊂
n⋃

i=1

(X − Si) .

To prove the converse, let us suppose that {x}δX − G for some x ∈ X
and G ⊂ X. Then

{x} =
m⋃

i=1

Ai , X −G =
n⋃

j=1

Bj ,

Ai ⊂ Cij ∈ T , Bj ⊂ Dij ∈ T , Cij ∩Dij = ∅ .

Hence x ∈ Ai for some i, so that

X −G ⊂
n⋃

j=1

Dij , x ∈
n⋂

j=1

Cij ⊂
n⋂

j=1

(X −Dij) = B ,
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so that x ∈ B ⊂ G and

B =
n⋂

j=1

(X −Dij)

is the intersection of a finite number of the elements of the subbase S.
Therefore G is a τ -neighborhood of x. ♣

The following theorem summarizes the preceding results:

Theorem 1.2.10.6 A topological space (X, τ) is completely regular if and
only if there exists a subbase S satisfying (with notation τ = {X − S : S ∈
S}) conditions (a)− (c) of the previous theorem.

Proof : If τ is completely regular, then by Proposition 1.2.10.14 and Propo-
sition 1.2.10.15 it follows that N (τ) is a base with the required properties.
♣

1.2.11 Compact proximity spaces

As in uniform spaces, in proximity spaces can also be given necessary con-
ditions for convergence of a filter base. For this purpose, the following
terminology is used.

Definition 1.2.11.1 In a proximity space (X, δ) the filter base F is said to
be compressed (or δ-compressed) if, for any two sets A and B δ-far from
each other, there exists an F ∈ F which intersects at the most one of them,
or equivalently, if the fact that A ∩ F 6= ∅ 6= B ∩ F for every set F ∈ F
implies AδB.

Proposition 1.2.11.1 Every convergent filter base in a proximity space
(X, δ) is compressed.

Proof : If, in the proximity space (X, δ), F → x and AδB, then according
to Proposition 1.1.1.3 there exist C and D such that C ∩D = ∅, AδX − C
and BδX −D. For the element x ∈ X at least one of the relations x 6∈ C,
x 6∈ D holds, let us say x 6∈ C. Then by Proposition 1.1.1.2 (b) {x}δA,
so that X − A ∈ F({x}). Therefore, by Theorem 1.1.2.3, X − A is a
τδ-neighborhood of x. Since F → x, there exists an F ∈ F for which
F ⊂ X−A, i.e. A∩F = ∅. Similarly, if x 6∈ D, then there is an F ∈ F such
that F ⊂ X −B. ♣
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Proposition 1.2.11.2 Let (X, δX) and (Y, δY ) be proximity spaces, f :
X → Y a δ-continuous mapping. If F is a compressed filter base in X,
then f(F) is compressed in Y .

Proof : If for A,B ⊂ Y AδY B holds, then f−1(A)δXf−1(B) holds by Propo-
sition 1.1.6.1. Since F is a compressed filter base in X, there exists an F ∈ F
such that F ∩ f−1(A) = ∅. But then f(F ) ∩A = ∅. ♣

Corollary 1.2.11.1 If δ1 and δ2 are the proximities on X for which δ1 < δ2,
and the filter base F is δ2-compressed, then it is δ1-compressed as well. ♣

Proposition 1.2.11.3 Let δi, i ∈ I 6= ∅, be a proximities on X and δ =
sup{δi : i ∈ I}. If F is δi-compressed for every i ∈ I, then it is δ-compressed
as well.

Proof : If AδB, then for any two decompositions {Aj : j ∈ Jp} and {Bk :
k ∈ Jq} of the sets A and B respectively, there exists an index i(j, k) ∈ I
such that for every j ∈ Jp and k ∈ Jq Ajδi(j,k)Bk holds. Let Fjk ∈ F be a
set which intersects at most one of the sets Aj and Bk, and F ∈ F such that
F ⊂ ⋂p

j=1

⋂q
k=1 Fjk. If A ∩ F 6= ∅, then, for an index j, Aj ∩ F 6= ∅, and

then for this j and all k there follows Aj ∩ Fjk 6= ∅. But then Bk
⋂

Fjk = ∅
and Bk ∩ F = ∅. Hence B ∩ F = ∅. ♣

Proposition 1.2.11.4 Let f : X → Y , δ be a proximity on Y . A filter base
F in X is f−1(δ)-compressed if and only if f(F) is δ-compressed.

Proof : Let f(F) be a δ-compressed filter base. If Af−1(δ)B, then by
f(A)δf(B) there exists an F ∈ F such that e.g. f(F ) ∩ f(A) = ∅. In
this case F ∩ A = ∅. On the other hand, if F is a f−1(δ)-compressed and
CδD, then by f−1(C)f−1(δ)f−1(D), there exists an F ∈ F such that e.g.
F ∩ f−1(C) = ∅. But then f(F ) ∩ C = ∅. ♣

Corollary 1.2.11.2 Let (X, δ) be a proximity space, ∅ 6= Y ⊂ X. A filter
base F in Y is δ|Y -compressed if and only if it is δ-compressed. ♣

Corollary 1.2.11.3 A filter base finer than a compressed filter base is itself
compressed. Equivalent filter bases are simultaneously compressed. ♣

The following propositions establish a connection between compressed
filter bases and Cauchy filter base.
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Proposition 1.2.11.5 If (X,U) is a uniform space and F a U-Cauchy filter
base, then F is δU -compressed.

Proof : If AδUB, then there exists an U ∈ U such that (A×B)∩U = ∅. Let
F ∈ F be a set small of order U . Then F×F ⊂ U , so that (A×B)∩(F×F ) =
(A ∩ F ) × (B ∩ F ) = ∅. But then at least one of the sets A ∩ F , B ∩ F is
empty. ♣
Proposition 1.2.11.6 If (X,U) is a totaly bounded uniform space, F a
δU -compressed filter base, then F is a U-Cauchy filter base.

Proof : Let F be a δU -compressed filter base. For a given entourage U ∈ U ,
let the entourage V ∈ U be chosen in such a way that V ◦ V ◦ V ⊂ U , and
let X =

⋃n
i=1 Gi, where Gi is small of order V . For all pairs of indices (i, j)

for which GiδGj holds, let Fij ∈ F be a set which intersects one of the sets
Gi and Gj at the most. Finally, let F ∈ F be a set for which F ⊂ ∩Fij . Let
us prove that F × F ⊂ U . If (x, y) ∈ F × F , then x ∈ Gi and y ∈ Gj for
some indices i and j. For these indices GiδUGj holds, because contrary to
this the set F will intersect at least one of the sets Gi and Gj . Therefore
(Gi × Gj) ∩ V 6= ∅, so there exist u ∈ Gi and v ∈ Gj such that (u, v) ∈ V .
Since (x, u) ∈ Gi×Gi ⊂ V , (v, y) ∈ Gj×Gj ⊂ V , then (x, y) ∈ V ◦V ◦V ⊂ U .
Hence F is small of order U , which was to be proved. ♣
Definition 1.2.11.2 Let X be a non-empty set. A maximal filter A in X,
i.e. a filter A in X having the property that, if B is a filter in X and A ⊂ B
then A = B, is said to be an ultrafilter in X.

Proposition 1.2.11.7 If x ∈ X, then the fundamental filter ẋ = {S : x ∈
S ⊂ X} is an ultrafilter in X.

Proof : Let ẋ ⊂ A, where A is a filter in X and let A ∈ A. Since {x} ∈
ẋ ⊂ A, then {x} ∈ A. Therefore {x} ∩ A ∈ A. But then {x} ∩ A 6= ∅, so
that x ∈ A, which proves that A ∈ ẋ. Thus A ⊂ ẋ, so that ẋ = A. ♣

Fundamental filters in X are called trivial ultrafilters in X, whereas
other ultrafilters are non-trivial ultrafilters.

Proposition 1.2.11.8 If A is an ultrafilter in X and A ⊂ X, then either
A ∈ A or X −A ∈ A.

Proof : If X −A 6∈ A, then U ∩A 6= ∅ for every U ∈ A. But then A∩ {A}
is a filter base in X. If B is a filter generated by this filter base, then
A ∩ {A} ⊂ B, so that A ⊂ B. Since A is ultrafilter, then A = B, so that
A = X ∩A ∈ B. Therefore A ∈ A. ♣
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Proposition 1.2.11.9 Let A be a filter in X. If for every A ⊂ X, either
A ∈ A or X −A ∈ A holds, then A is an ultrafilter in X.

Proof : Let B be any filter in X for which A ⊂ B holds and let B ∈ B.
Since B ∩ (X − B) = ∅, then X − B 6∈ B, so that X − B 6∈ A. But then
by the previous proposition B ∈ A follows. Thus we proved that B ⊂ A, so
that A = B. ♣

Proposition 1.2.11.10 If A is an ultrafilter in X, A ∈ A and A = ∪n
1Ai,

then there is some indices i such that Ai ∈ A.

Proof : Otherwise it would be the case that X −Ai ∈ A for every i, and so
X −A =

⋂n
1 (X −Ai) ∈ A which contradicts the fact that A ∈ A. ♣

Proposition 1.2.11.11 If A is an ultrafilter in X, C a centered system in
X and A ⊂ C, then A = C.

Proof : Any centered system C is a subbase of some filter B in X, and C ⊂ B.
But then A ⊂ B, and since A is an ultrafilter, then A = B. Therefore A = C.
♣

Proposition 1.2.11.12 Every centered system C in X can be included in
an ultrafilter in X.

Proof : It suffices to show that every filter in X can be included in an
ultrafilter in X. However, this follows from the Kuratowski-Zorn lemma,
because the system of all filters in X is inductive. In fact, if {Ai : i ∈ I}
is ordered with respect to the inclusion and every Ai is a filter in X, then
A =

⋃
i∈I Ai is a filter in X, since A ∈ A and A ⊂ A′ ⊂ X imply A ∈ Ai for

some i ∈ I and then A′ ∈ Ai ⊂ A. Further, if A1, A2 ∈ A, then A1 ∈ Ai,
A2 ∈ Aj for suitable i, j ∈ I and e.g. Ai ⊂ Aj implies A1, A2 ∈ Aj , thus
A1 ∩A2 ∈ Aj ⊂ A. ♣

The application of ultrafilters to the theory of the proximity spaces is
based on the following proposition:

Proposition 1.2.11.13 A filter in X is an ultrafilter if and only if it is
compressed with respect to the discrete proximity on X.

Proof : If a filter A is an ultrafilter and A ∩ B = ∅, then according to
Proposition 1.2.11.8 either A ∈ A or X − A ∈ A, thus there exists in A a
set either not intersecting B or not intersecting A.
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To prove the converse, suppose that the filter A is compressed with
respect to the discrete proximity of X. Since A and X − A far from each
other, there exists in A either a set which is a subset of A or a set which
is a subset of X − A and then either A ∈ A or X − A ∈ A. But then, on
account of Proposition 1.2.11.8, filter A is an ultrafilter. ♣

Corollary 1.2.11.4 If (X, δ) is a proximity space and A an ultrafilter in
X, then A is δ-compressed.

Proof : Immediately follows from the previously proposition and Corollary
1.2.11.1. ♣

Theorem 1.2.11.1 Let (X,U) be a uniform space. Then the following
statements are equivalent:

(a) U is totally bounded;
(b) the δU -compressed filter bases coincide with the U-Cauchy filter bases;
(c) every δU -compressed filter base is a U-Cauchy filter base;
(d) every ultrafilter in X is U-Cauchy.

Proof : (a) ⇒ (b): follows from Propositions 1.2.11.5 and 1.2.11.6.
(b) ⇒ (c): is evident.
(c) ⇒ (d): results from the previously corollary.
(d) ⇒ (a): Suppose that (d) is fulfilled, but U is not totally bounded.

Then there exists an entourage U ∈ U such that X cannot be decomposed
into the union of a finite number of sets small of order U . Let us consider
now the sets of the form X −⋃n

1 Ai, where n ∈ N, and Ai is small of order
U for every i. By hypothesis, these sets are non-empty and the intersection
of two sets of this type has the same form, so that these sets constitute a
filter base F . On account of Proposition 1.2.11.12, F can be included in an
ultrafilter A. This is U-Cauchy and therefore there is in it a set A ∈ A small
of order U . However, in this case, X−A ∈ F ⊂ A, which is impossible from
Proposition 1.2.11.8. ♣

A similar notion to the one of complete uniform spaces can be defined
in the case of proximity spaces.

Definition 1.2.11.3 A proximity space (X, δ) (or proximity δ) is said to be
compact if every compressed filter base is convergent. The uniform space
(X,U) and the uniformity U are said to be compact if the proximity δU is
compact.
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As the meaning of convergence is the same in the uniform space (X,U)
and the proximity space (X, δU ) (viz. the convergence with respect to the
topology τU = τδU ) by Proposition 1.2.11.5, it can be asserted that:

Proposition 1.2.11.14 Every compact uniform space is complete. ♣

On the other hand, it follows from Theorem 1.1.3.4 that:

Proposition 1.2.11.15 A totally bounded uniform space is compact if and
only if it is complete. ♣

Therefore, instead of the term ”totally bounded uniform space” and
”totally bounded uniformity”, the term a precompact uniform space is
often used. In the following, we shall use this shorter expression.

The following important statement can be immediately obtained from
Theorem 1.1.3.4:

Proposition 1.2.11.16 Every compact uniform space is precompact.

Proof : If (X,U) is compact and F is a δU -compressed filter base, then F
is convergent, thus it is a U-Cauchy filter base by Proposition 1.2.9.1. By
Theorem 1.1.3.4, (X,U) is a precompact uniform space. ♣

As an immediate corollary of the last tree propositions there follows:

Corollary 1.2.11.5 A uniform space is compact if and only if it is precom-
pact and complete.

Proposition 1.2.11.17 A compact proximity can be induced by a unique
uniformity.

Proof : By the previous corollary, a compact proximity δ can be induced
only by a precompact uniformity and exactly one of these types can be found
by Corollary 1.2.10.8. ♣

Let (xn) be an arbitrary sequence in the topological space (X, τ) and let

(1) Rk = {xn : n > k} , n ∈ N ,

and

(2) F = {Rk : k ∈ N} .
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Definition 1.2.11.4 The filter base assigned to the sequence (xn) by for-
mulae (1) and (2) are called the sequential filter base belonging to (xn).

Definition 1.2.11.5 Let (X, τ) be a topological space. A point x ∈ X is
said to be a cluster point of the filter base F in X, if every neighborhood
of x intersects every set of the filter base. We understand by the cluster
point of a sequence of points (xn) a cluster point of the sequential filter
base belonging to it.

Proposition 1.2.11.18 Let (X, τ) be a topological space, x ∈ X, N (x) the
neighborhood filter, B(x) a neighborhood base of the point x, and F a filter
base in X. Then the following statements are equivalent:

(a) x is a cluster point of F ;
(b) ∅ 6∈ N (x) ∩ F ;
(c) ∅ 6∈ B(x) ∩ F ;
(d) there exists a filter base finer than F converging to x;
(e) x ∈ ∩{F : F ∈ F}.

Proof : (a) ⇒ (b) ⇒ (c): is evident.
(c) ⇒ (d): It is known from general topology that the filter base F ′ =

B(x)∩F is finer than F and F ′ > B(x). Since N (x) and B(x) are equivalent
families, then F ′ → x.

(d) ⇒ (e): Let F ′ > F and F ′ → x. If F ∈ F and U ∈ N (x), then there
exists an F ′

1 ∈ F ′ such that F ′
1 ⊂ U , and an F ′

2 ∈ F ′ such that F ′
2 ⊂ F .

Finally, there exists an F ′
3 ∈ F ′ such that F ′

3 ⊂ F ′
1 ∩ F ′

2 ⊂ U ∩ F . Thus
x ∈ F for every F ∈ F .

(e) ⇒ (a): is obvious. ♣

Corollary 1.2.11.6 If F → x, then x is a cluster point of the filter base
F . ♣

Corollary 1.2.11.7 If x is a cluster point of the filter base F and F1 < F ,
then x is a cluster point of the filter base F1. ♣

Proposition 1.2.11.19 Let (X, τ) be a topological space, ∅ 6= Y ⊂ X, F a
filter base in Y and x ∈ Y . The point x is a τ |Y -cluster point of F if and
only if it is a τ -cluster point.

Proof : Under our conditions N (x) ∩ F = N (x) ∩ {Y }⋂F . ♣
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Proposition 1.2.11.20 If F is a compressed filter base in a proximity space
(X, δ) (in particular, if F is a Cauchy filter base in a uniform space (X,U))
and x is a cluster point of F , then F → x.

Proof : Let U be a neighborhood of x, i.e. {x}δX−U . Then by Proposition
1.1.1.3 there exist C and D such that C

⋂
D = ∅, {x}δX−C, X−UδX−D.

Hence C is a neighborhood of x and therefore intersects every set of the filter
base F . Since C ⊂ X − DδX − U and filter base F is compressed, there
exists F ∈ F which intersects one of the sets C and X − U at the most.
Since C is the neighborhood of x, then F intersects C, so that F ⊂ U which
was to be proved. ♣

The following statement is similar to the preceding one:

Proposition 1.2.11.21 Let (X, τ) be a topological space, A an ultrafilter
in X. If x is a cluster point of A, then A → x.

Proof : Let U be any neighborhood of x. Then, by Proposition 1.2.11.8,
either U ∈ A or X−U ∈ A holds. Since X−U ∈ A is in contradiction with
the fact that x is a cluster point of A, then U ∈ A. ♣

Now the following theorem can be proved:

Theorem 1.2.11.2 A proximity space is compact if and only if every filter
base admits a cluster point.

Proof : Let (X, δ) be a compact space. If F is a filter base in X, then by
Proposition 1.2.11.12 there exists an ultrafilter A in X containing F (thus
finer than F). On account of Corollary 1.2.11.4, A is compressed, hence
convergent. If A → x, then by Proposition 1.2.11.18 x is a cluster point of
A.

Conversely, if any filter base in X has a cluster point, and F is a com-
pressed filter base, then F converges to any of its cluster points according
to Proposition 1.2.11.20. ♣

This theorem shows that the compactness of a proximity space depends
only on the topology of the space as the existence of a cluster point of a filter
base is determined by the neighborhood filters of the points. Moreover,
in connection with Theorem 1.2.11.2, there is the possibility of defining
the compactness of topological spaces in the manner that is in accordance
with the compactness of proximity spaces defined earlier: let us call the
topological space (X, τ) and the topology τ compact if every filter base in
X has a cluster point. Using this terminology, we can formulate Theorem
1.2.11.2 as follows:
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Theorem 1.2.11.3 The proximity space (X, δ) is compact if and only if the
topology τδ is compact. ♣

In Theorem 1.1.3.4 we have proved that in every compact T2-space there
exists a unique proximity compatible with the given topology. According to
Proposition 1.2.11.17 following statement holds:

Theorem 1.2.11.4 For every compact T2-topology there exists a unique
uniformity which generates the given topology. ♣

In locally compact spaces there exists a proximity compatible with the
given topology, but it is not unique defined. The proximity described in
Definition 1.1.3.4 is only one among the topologies compatible with locally
compact topology.

It can be seen that every locally compact S2-space is regular. Moreover,
these spaces are completely regular. This will be shown by giving a proximity
inducing the topology of the space:

Theorem 1.2.11.5 Let (X, τ) be a locally compact S2-space and let AδB if
and only if A∩B = ∅ and at least one of the sets A and B is compact.Then
δ is a proximity inducing the topology τ ; more precisely, it is the coarsest of
the proximities inducing the topology τ .

Proof : (B1) obviously holds. Let AδC and BδC. Then A∩C = B∩C = ∅,
so that from A ∪B = A ∪ B it follows A ∪B ∩ C = ∅. If C is compact,
then A ∪ BδC evidently holds while, if C is not compact, then A and B
are compact, so that their union is also compact, i.e. A ∪B is compact,
hence A ∪ BδC. Conversely, if (A ∪ B)δC, then A ∪B ∩ C = ∅, so that
(A ∩ C) ∪ (B ∩ C) = ∅. Therefore (A ∩ C) = (B ∩ C) = ∅, and if C is
compact, then AδC and BδC. If A ∪B = A ∪ B is a compact set, then
A and B are compact sets, so that AδC and BδC. Thus we prove (B2).
(B3) holds on account to the fact that ∅ = ∅ is a compact set, while (B4) is
obviously fulfilled. To prove (B5), let us suppose that A ∩B = ∅, and, say,
let A be compact. Then for every point x ∈ A there exists a closed compact
neighborhood Kx of x for which Kx

⋂
B = ∅. The compact set A is covered

by finite number of sets intKxi , i = 1, 2, . . . , n: A ⊂ ⋃n
1 intKxi , xi ∈ A. Let

K =
⋃n

1 Kxi . Then K is compact, closed, K ∩ B = ∅, and A ⊂ intK. Let
P = intK, Q = X−K. Then P ∩Q = ∅, A∩X − P = ∅ and B∩X −Q = ∅.
Finally, A and X −Q = K = K are compact. Thus (B5) is fulfilled.

Let us prove that the proximity δ is compatible with the topology τ .
Let U be a δ-neighborhood of x ∈ X. Then x ∩ X − U = ∅, thus x 6∈



1.3 Extensions of spaces and mappings 93

X − U and X − X − U ⊂ U is a neighborhood of x. Conversely, if V is
a neighborhood of x, then, by x ∈ intV there follows that x 6∈ X − intV ,
so that x ∩X − intV = ∅ and x is compact. Therefore {x}δX − intV , and
a fortiory {x}δX − V , V is a δ-neighborhood of x. Hence δ generates the
topology τ .

Let δ1 be any proximity on X compatible with the topology τ . If AδB,
then A ∩ B = ∅, where at least one of the sets A and B is compact. By
Lemma 1.1.3.1 we have A δ1 B, so that by Proposition 1.1.2.4 Aδ1B holds.
This proves that δ < δ1. ♣
Historical and bibliographic notes

The concept of a uniform space was introduced in 1936 implicitly by Dj.
Kurepa in papers [179] and [180] (see also papers [177], [178] and [182]) and
in 1938 by A. Weil in paper [334] explicitly. The first systematic exposition
of the theory of uniform spaces was given by Burbaki, N. in 1940 ( see [38]).
A different but equivalent concept of a uniform space, defined in terms of
a collection of covers, was introduced and studied by J. W. Tukey in [323].
J. R. Isbell’s book [150], which contains an important development of the
theory of uniform spaces, is written in terms of covers.

The uniform spaces can be also described in terms of pseudo-metrics.
Such a description was given by N. Bourbaki in [38]. The ”pseudo-metric”
language is used in L. Gillman and M. Jerison’s book [123].

Subspaces and Cartesian products of uniform spaces were defined by Weil
in [334]. The notion of a totally bounded uniform space was introduced by
N. Bourbaki in [38].

Interesting generalizations of a total boundedness in uniform spaces have
been introduced and studied by Lj. Kochinac in [167] (see also [168]). For
example, it was shown in [167] that Corollary 1.2.6.1 and Proposition 1.2.6.5
remain valid if ”totally bounded” is replaced by ”Hurewicz bounded”.

The notion of a complete uniform space was introduced by A. Weil in
paper [334].

1.3 Extensions of spaces and mappings

1.3.1 Extensions of topological spaces

It is well known that, through the omission of some points of a complete
metric space, the space can lose its completeness. As the converse of this
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phenomenon, the question arises quite naturally whether a non-complete
metric space, or more generally a non-complete uniform space, can be ex-
tended by adding points to it so as to make it complete. It is an analogous
question whether a proximity space or a topological space which is not com-
pact, because some filter bases in it have no cluster points, can be extended
so as to become compact by adding further points to it. In this extension
first the cluster points of the filter bases possessing no cluster points have
to be procured, taking care at the same time that all the filter bases which
can be constructed in the extended space have cluster points as well.

The task in all of these questions is to construct to the given space an
extended space containing the original space as a subspace and fulfilling
further prescribed conditions (e.g. to be complete or compact). In view of
the last mentioned problems, we first look for an extended space containing
the given space as a dense subspace; in fact, if e.g. a topological space can
be included in an extended compact space, then the closure of the given
space in the extended space is compact as well and the given space is dense
in it.

With respect to these considerations, restricting ourselves for the mo-
ment to topological spaces, and let us introduce the following:

Definition 1.3.1.1 A topological space (X ′, τ ′) is said to be an extension
of a topological space (X, τ), if X ⊂ X ′, τ ′|X = τ and X is τ ′-dense in X ′.

In this case it is also said that the topology τ ′ is an extension of the
topology τ . First we shall be dealing with the question how such extensions
can be constructed for a given topological space.

Thus let (X, τ) be a topological space and let X ⊂ X ′. If (X ′, τ ′) is
an extension of (X, τ), then X is a dense subset in X ′, so that every τ ′-
neighborhood of each point x ∈ X ′ has a non-empty intersection with X.
Hence a filter F(x) = N ′(x) ∩ {X} can be constructed in X from the τ ′-
neighborhood filter N ′(x) of the point x. It will be called the trace in X
of the neighborhood filter N ′(x). If x ∈ X, the trace filter F(x) is identical
with the τ -neighborhood filter N (x) of the point x.

It is an obvious idea to define the topology τ ′ on the set X ′ by joining
to every point x ∈ X ′ the trace filter F(x) belonging to it. In connection
with these two questions it arises immediately: whether the trace filter F(x)
can be arbitrarily chosen or must it fulfil some restrictions and whether the
topology τ ′ is uniquely defined by the trace filters.

The first question can be answered immediately: for the points x ∈ X
the trace filter is given; it is identical with the neighborhood filter N (x),
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but the trace filters belonging to the points x ∈ X ′−X cannot be arbitrary,
because, in a topological space, the neighborhood filter of a point possesses a
base consisting of open sets and, since the intersection of a τ ′-open set with
X is τ -open, the same can be said of the trace filter F as well. Therefore
if say open filter for a filter in a topological space which possesses a base
consisting of open sets , the foregoing can be summarized in the following:

Proposition 1.3.1.1 Let (X ′, τ ′) be an extension of a topological space
(X, τ). If x ∈ X ′, let N ′(x) be the τ ′-neighborhood filter of the point x,
and F(x) = N ′(x) ∩ {X} the corresponding trace filter. In this case F(x)
is a τ -open filter in X, in particular, if x ∈ X, F(x) = N (x) is the τ -
neighborhood filter of the point x. ♣

In general, a negative answer is to be given to the second question as
well.

Example 1.3.1.1 Let X = Q, X ′ = R, and let us consider on the one hand
the Euclidean topology E on R, on the other hand the topology τ ′ 6= E for
which the E-open sets and Q itself constitute a subbase. It is clear that
E|Q = τ ′|Q, so that, denoting this topology by τ , both (R, E) and (R, τ ′) are
extensions of (Q, τ). The fact that Q is not only E-dense but τ ′-dense as well
follows from the fact that any τ ′-neighborhood of a point x ∈ R−Q is at the
same time an E-neighborhood of x and, since E < τ ′, the E-neighborhoods
of x are at the same time τ ′-neighborhoods too so that the E-trace filters
are identical to the τ ′-trace filters.

However it will be shown that if the trace filters, with the restrictions
given in Proposition 1.3.1.1, are arbitrarily given, then there exists always
an extension furnishing the given trace filters, moreover, there is a coarsest
one among them.

Theorem 1.3.1.1 Let (X, τ) be a topological space and X ⊂ X ′. Let us
also assign to every point x ∈ X ′ a τ -open filter F(x) in X, in particular,
if x ∈ X, then let F(x) = N (x) be the τ -neighborhood filter of the point x.
For A ⊂ X, let

(1) s(A) = {x : x ∈ X ′, A ∈ F(x)} .

Then

(2) S = {s(G) : G ⊂ X is τ− open}
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constitutes a base for the topology τ ′ on X ′. τ ′ is the coarsest topology on
X ′ such that, for every point x ∈ X ′, the given filter F(x) is the trace filter.
Finally, τ ′|X = τ is true.

Proof : For every filter F in X and sets A,B ⊂ X, A ⊂ B, A ∈ F imply
B ∈ F and A ∩B ∈ F is true if and only if A ∈ F and B ∈ F . Therefore

(3) A ⊂ B ⇒ s(A) ⊂ s(B) , s(A ∩B) = s(A) ∩ s(B) , A, B ⊂ X ,

and of course s(X) = X ′. It can be easily seen that S is a base for a topology
τ ′ on X ′. The τ ′-neighborhood filter N ′(x) of the point x ∈ X ′ is generated
by the system of sets

{s(G) : G is τ− open , x ∈ s(G)}

and since x ∈ s(A) is equivalent to A ∈ F(x) by (1), this can be also written
in the form of

{s(G) : G is τ− open , G ∈ F(x)} .

The trace filter N ′(x) ∩ {X} will be generated by the system

(4) {s(G) ∩X : G is τ− open , G ∈ F(x)} .

If x ∈ X, then F(x) = N (x), so that G ∈ F(x) holds for a τ -open set G if
and only if x ∈ G, i.e.

(5) s(G) ∩X = G , G is τ− open .

Therefore the system (4) is nothing other than the system of τ -open sets in
F(x), which generates F(x), since F(x) is a τ -open filter. Therefore

N ′(x) ∩ {X} = F(x) ,

in particular, if x ∈ X, then N ′(x) ∩ {X} = N (x). This shows that τ ′ is
indeed an extension of τ furnishing the given trace filters F(x).

Now let τ ′1 be another topology on X ′, N ′
1(x) the τ ′1-neighborhood filter

of the point x ∈ X ′ and let us suppose that, for each point x ∈ X ′,

N ′
1(x) ∩ {X} = F(x) .

Let x ∈ s(G) where G is a τ -open set. Then G ∈ F(x), x has a τ ′1-
neighborhood U ′

1 such that G = U ′
1 ∩ X and then there exists a τ ′1-open

set G′
1 such that x ∈ G′

1 ⊂ U ′
1. If y ∈ G′

1, then G′
1 ∈ N ′

1(y), so that



1.3 Extensions of spaces and mappings 97

G′
1 ∩ X ∈ F(y). Now G′

1 ∩ X ⊂ U ′
1 ∩ X = G implies G ∈ F(y), and

y ∈ s(G). Therefore if G is τ -open, then s(G) contains a τ ′1-neighborhood
G′

1 of any point x ∈ s(G), so that s(G) is τ ′1-open. This shows that every
τ ′-open set is τ ′1-open as well, τ ′ < τ ′1. ♣

The extensions arising in the way described in the previous theorem are
called strict extensions. More precisely:

Definition 1.3.1.2 A topological space (X ′, τ ′) is called a strict exten-
sion of a topological space (X, τ) (or the topology τ ′ is a strict ex-
tension of the topology τ) if X ⊂ X ′, τ = τ ′|X, X is τ ′-dense, and
if, denoting by F(x) for x ∈ X ′ the trace filter N ′(x) ∩ {X} of the τ ′-
neighborhood filter N ′(x), and for A ⊂ Xby s(A), the set in (1), the system
of sets S in (2) is a base for τ ′.

Corollary 1.3.1.1 Let (X, τ) be a topological space, X ⊂ X ′, and let us
join a τ -open filter F(x) in X to every point x ∈ X ′ and let us suppose that
F(x) is the τ -neighborhood filter of x for x ∈ X. Then there exists a unique
topology τ ′ on X ′ which is a strict extension of τ and furnishes the given
filters F(x) as trace filters; this is the coarsest of all topologies on X ′ leading
to the given trace filters. ♣

In order to give a further characterization of strict extensions, let us pay
attention to the following:

Proposition 1.3.1.2 Let (X ′, τ ′) be a topological space, X ⊂ X ′ τ ′-dense,
τ = τ ′|X, N ′(x) be τ ′-neighborhood filter of x ∈ X ′, F(x) = N ′(x) ∩ {X},
and

s(A) = {x : x ∈ X ′ , A ∈ F(x)}
for A ⊂ X. Then:

(a) if B ⊂ X, then τ ′-closure of the set B is X ′ − s(X −B);
(b) if G ⊂ X is τ -open, then s(G) is the largest τ ′-open set whose inter-

section with X is G.

Proof : (a) x ∈ X ′ does not belong to the τ ′-closure of B if and only if it
is not a τ ′-limit point of B, i.e. if and only if there exists in N ′(x) a set
not intersecting B which holds if and only if there exists in F(x) a set not
intersecting B, i.e. if and only if X −B ∈ F(x), x ∈ s(X −B).

(b) According to the foregoing, X ′ − s(G) is the τ ′-closure of the set
X − G, i.e. the smallest τ ′-closed set whose intersection with E is X − G.
Passing to the complements, we obtain the assertion. ♣
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Let us now introduce the following notion. A system = of the subsets of
a topological space (X, τ) is a closed base if the system {X − F : F ∈ =}
is a base for the topology τ , i.e. if the sets F ∈ = are τ -closed and every
τ -closed set distinct from X is an intersection of sets belonging to =.

Proposition 1.3.1.3 Let a topological space (X ′, τ ′) be an extension of
(X, τ). The topology τ ′ is a strict extension of τ if and only if the τ ′-closures
of the (τ -closed) sets B ⊂ X constitute a closed base for the topology τ ′.

Proof : If τ ′ is a strict extension of τ , then the sets of the form s(G), where
G is τ -open, constitute a base for τ ′. By the previous proposition X ′− s(G)
is identical with the τ ′-closure of X − G so that the τ ′-closures of τ -closed
sets constitute a closed base for τ ′.

Conversely, if the τ ′-closures of sets in X constitute a closed base for
τ ′, then the same is true even for the τ ′-closures of the τ -closed sets as the
τ ′-closure of a set B ⊂ X is identical with the τ ′-closure of the τ -closure
of B. Therefore, in this case, by Proposition 1.3.1.2, the sets of the form
s(G), where G is τ -open, constitute a τ ′-base, so that τ ′ is indeed a strict
extension of τ . ♣

Proposition 1.3.1.4 If , with the hypotheses and notations of Proposition
1.3.1.2, the topology τ ′ is regular, then it is a strict extension of τ .

Proof : For an arbitrary point x ∈ X ′ and its τ ′-neighborhood U ′ we can
find a τ ′-open set G′ and a τ ′-closed set F ′ such that x ∈ G′ ⊂ F ′ ⊂ U ′. Let
F = (X ′−G′)∩X. Then, by F ⊂ X ′−G′, x cannot belong to the τ ′-closure
of F . On the other hand, if y ∈ X ′ − U ′, then by y ∈ X ′ − F ′, together
with every τ ′-neighborhood U ′

1 of y, (X ′−F ′)∩U ′
1 is also a τ ′-neighborhood

of y which intersects X since X is τ ′-dense in X ′, i.e. U ′
1 intersects the set

(X ′−F ′)∩X ⊂ (X ′−G′)∩X = F . Hence the complement of the τ ′-closure
of F is a τ ′-neighborhood of x contained in U ′. Therefore, by the previous
proposition, we have the proof of proposition. ♣

Proposition 1.3.1.5 Let X ⊂ X ′ ⊂ X ′′, and let τ , τ ′, τ ′′ be the topologies
on X, X ′, X ′′ respectively. If τ ′ is an extension of τ , and τ ′′ the one of τ ′,
then τ ′′ is an extension of τ .

Proof : If τ = τ ′|X, τ ′ = τ ′′|X ′, then τ = τ ′′|X. If X is τ ′-dense in X ′, and
X ′ is τ ′′-dense in X ′′, then, for every τ ′′-open neighborhood G′′ of any point
x ∈ X ′′, G′′∩X ′ 6= ∅, thus G′′∩X ′ being τ ′-open, G′′∩X ′∩X = G′′∩X 6= ∅,
and X is τ ′′-dense in X ′′. ♣
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Proposition 1.3.1.6 Let X ⊂ X ′ ⊂ X ′′, τ ′′ a topology on X ′′, τ ′ = τ ′′|X ′,
τ = τ ′′|X = τ ′|X. If τ ′′ is a (strict) extension of τ , then τ ′ is a (strict)
extension of τ and τ ′′ the one of τ ′.

Proof : If X is τ ′′-dense, then its τ ′-closure is equal to X ′′ ∩X ′ = X ′ and
it is therefore τ ′-dense in X ′, too. Further, the τ ′′-closure of X ′ is X ′′, thus
X ′ is also τ ′′-dense in X ′′.

If τ ′′ is a strict extension of τ , then the τ ′′-closures of the subsets of X
constitute a closed base for τ ′′ by Proposition 1.3.1.3. Hence the τ ′′-closures
of the subsets of X ′ constitute a closed base for τ ′′ and τ ′′ is a strict extension
of τ ′. On the other hand, the τ ′-closure of A ⊂ X is the intersection of X ′

with the τ ′′-closure of A. But then these intersections constitute a closed
base for τ ′ so that, by Proposition 1.3.1.3, τ ′ is a strict extension of τ . ♣
Proposition 1.3.1.7 With the hypotheses and notations of Proposition
1.3.1.2, let τ ′ be a strict extension of τ and x, y ∈ X ′. Then

(a) x and y are weakly separated if and only if F(x) 6= F(y);
(b) x and y are separated if and only if neither of the filters F(x) and

F(y) contains the other;
(c) x and y are disconnected if and only if ∅ ∈ F(x) ∩ F(y).

Proof : (a) It can be easily seen that the points x and y are weakly separated
if and only if N ′(x) 6= N ′(y). If F(x) 6= F(y), then of course N ′(x) 6=
N ′(y) holds as well. Conversely, if N ′(x) 6= N ′(y), then e.g. x has a τ ′-
neighborhood which is not a τ ′-neighborhood of y and there exists a set
of the form s(G), where G is τ -open, such that x ∈ s(G), y 6∈ s(G), i.e.
G ∈ F(x), G 6∈ F(y).

(b) If neither of filters F(x) and F(y) contains the other, then, as these
filters are open, there exist τ -open sets G1 and G2 such that G1 ∈ F(x),
G1 6∈ F(y), G2 ∈ F(y) and G2 6∈ F(x). Then s(G1) is a τ ′-neighborhood
of x not containing y, while s(G2) is a τ ′-neighborhood of y not containing
x. On the other hand, if x has a τ ′-neighborhood not containing y and y
has one not containing x, then these can be taken in the form of s(G1) and
s(G2), where G1 and G2 are τ -open, and G1 ∈ F(x), G1 6∈ F(y), G2 ∈ F(y),
G2 6∈ F(x).

(c) If x and y have disjoint τ ′-neighborhoods U ′
1 and U ′

2, then U ′
1 ∩

X ∈ F(x) and U ′
2 ∩ X ∈ F(y) are disjoint sets as well. Conversely, if

∅ ∈ F(x) ∩ F(y), then as they are open, there exist τ -open sets G1 and G2

such that G1 ∈ F(x), G2 ∈ F(y), G1 ∩ G2 = ∅. s(G1) and s(G2) will then
be disjoint τ ′-neighborhoods of x and y respectively, for which, by the proof
of Theorem 1.1.3.4, s(G1)

⋂
s(G2) = s(G1

⋂
G2) = s(∅) = ∅ holds. ♣
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Definition 1.3.1.3 The extension (X ′, τ ′) of the topological space (X, τ)
(or the extension τ ′ of the topology τ) is called a reduced extension if x ∈
X ′ −X, y ∈ X ′, x 6= y imply that x and y are weakly separated.

It follows directly from the definition:

Corollary 1.3.1.2 If the extension (X ′, τ ′) of the space (X, τ) is a T0-space,
then it is a reduced extension. ♣

Proposition 1.3.1.8 If (X, τ) is a T0-space, and (X ′, τ ′) is a reduced ex-
tension of (X, τ), then (X ′, τ ′) is a T0-space.

Proof : It need only be shown that if x, y ∈ X, x 6= y, then x and y are
weakly separated with respect to τ ′. But in this case x and y are weakly
separated with respect to τ , thus there exists a τ -open set G such that x ∈ G
and y 6∈ G. For a suitable τ ′-open set G′, G = G′ ∩ X and then x ∈ G′,
y 6∈ G′. ♣

Proposition 1.3.1.9 Let (X ′, τ ′) be a strict extension of (X, τ), let F(x)
be a trace in X of the τ ′-neighborhood filter of x ∈ X ′. (X ′, τ ′) is a reduced
extension of (X, τ) if and only if x ∈ X ′ − X, y ∈ X ′, x 6= y implies
F(x) 6= F(y).

Proof : There follows immediately from Proposition 1.3.1.7 (a). ♣

Proposition 1.3.1.10 Let X ⊂ X ′ ⊂ X ′′, τ ′′ be a topology on X ′′, τ ′ =
τ ′′|X ′, τ = τ ′|X = τ ′′|X, and let X be τ ′′-dense in X ′′. If τ ′′ is a reduced
extension of τ , then τ ′ has the same property. Conversely, if τ ′ is a reduced
extension of τ , while τ ′′ is the one of τ ′, then τ ′′ is a reduced extension of τ
as well.

Proof : If τ ′′ is a reduced extension of τ and x ∈ X ′ −X, y ∈ X ′, x 6= y,
then there exists a τ ′′-open set G′′ such that x ∈ G′′, y 6∈ G′′, so that G′′∩X ′

is a τ ′-neighborhood of x not containing y.
Conversely, let us suppose now that τ ′ is a reduced extension of τ , τ ′′

the one of τ ′, and let x ∈ X ′′ −X, y ∈ X ′′, x 6= y. If x ∈ X ′′ −X ′, then x
and y are weakly τ ′′-separated. If x ∈ X ′ −X, y ∈ X ′′ −X ′, the same can
again be asserted because of the fact that τ ′′ is reduced with respect to τ ′.
Finally, if x ∈ X ′ −X, y ∈ X ′, then there exists a τ ′-open set G′ such that
x ∈ G′, y 6∈ G′ and choosing a τ ′′-open set G′′ such that G′ = G′′ ∩X ′, then
x ∈ G′′ and y 6∈ G′′ will hold. ♣
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The content of the following theorem is that strict extensions are essen-
tially defined uniquely by prescribing the trace filters. In order to formulate
this more precisely, let us give the following:

Definition 1.3.1.4 Let (X ′
1, τ

′
1) and (X ′

2, τ
′
2) be two extensions of the space

(X, τ), f : X ′
1 → X ′

2 a mapping such that f(x) = x for each x ∈ X. A
mapping of this kind will be called a mapping fixing X.

Theorem 1.3.1.2 Let (X ′
1, τ

′
1) and (X ′

2, τ
′
2) be two strict extensions of a

topological space (X, τ), F1(x) = N ′
1(x)

⋂{X}, F2(y) = N ′
2(y)

⋂{X} for
x ∈ X ′

1, y ∈ X ′
2, where N ′

1(x) and N ′
2(y) denote τ ′1- and τ ′2-neighborhood

filter respectively, and let f : X ′
1 → X ′

2 be an injection fixing X. The
mapping h = f |f(X′

1)

X′
1

: (X ′
1, τ

′
1) → (f(X ′

1), τ
′
2|f(X ′

1)) is a homeomorphism if
and only if y = f(x) implies F1(x) = F2(y). If τ ′2 is a reduced extension of
τ , and f1 : X ′

1 → X ′
2 as well as f2 : X ′

1 → X ′
2 are mappings fixing X such

that f1|f1(X′
1)

X′
1

: (X ′
1, τ

′
1) → (f1(X ′

1), τ
′
2|f1(X ′

1)) and f2|f2(X′
2)

X′
1

: (X ′
1, τ

′
1) →

(f2(X ′
1), τ

′
2|f1(X ′

1)) are homeomorphisms, then f1 = f2.

Proof : If h : (X ′
1, τ

′
1) → (f(X ′

1), τ
′
2|f(X ′

1)) is a homeomorphism, then
y = f(x) = h(x), x ∈ X ′

1 implies f(N ′
1(x)) = N ′

2(y) ∩ {f(X ′
1)}, thus

F1(x) = N ′
1(x)

⋂{X} = f(N ′
1(x))

⋂{X} =
= N ′

2(y)
⋂{f(X ′

1)}
⋂{X} = N ′

2(y)
⋂{X} = F2(y) .

Let us suppose now F1(x) = F2(y) whenever x ∈ X ′
1 and y = f(x).

With the usual notations

s1(A) = {x : x ∈ X ′
1 , A ∈ F1(x)} , s2(A) = {y : y ∈ X ′

2 , A ∈ F2(y)} ,

the sets s1(G) constitute a τ ′1-base, the sets s2(G) a τ ′2-base, and the sets
s2(G) ∩ f(X ′

1) a τ ′2|f(X ′
1)-base; G always runs over all the τ -open sets.

But, by the hypothesis, x ∈ s1(G), i.e. G ∈ F1(x) holds if and only if
G ∈ F2(f(x)), i.e. f(x) ∈ s2(G) ∩ f(X ′

1) and therefore h : (X ′
1, τ

′
1) →

(f(X ′
1), τ

′
2|f(X ′

1)) is a homeomorphism.
If f1 and f2 are homeomorphisms corresponding to the hypothesis, then

by the first statement x ∈ X ′
1 implies F2(f1(x)) = F2(f2(x)) = F1(x). But if

x ∈ X, then f1(x) = f2(x) = x, and if x ∈ X ′−X, then, since τ ′2 is reduced,
F2(f1(x)) = F2(f2(x)) can hold only if f1(x) = f2(x) by Proposition 1.3.1.9.
♣

It was mentioned that the study of extensions of topological spaces is
particularly important for the construction of compact extensions. For this
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purpose strict extensions are very suitable since, if a compact extension of a
space is known, then the strict extension belonging to the same trace filters
is compact as well on account of Corollary 1.3.1.1. In connection to this, let
us notice:

Proposition 1.3.1.11 With the hypothesis and notations introduced in
Theorem 1.3.1.2 let τ ′ be a strict extension of τ . The topology τ ′ is compact
if and only if from any system of τ -open sets {Gi : i ∈ I} such that for every
x ∈ X ′ there exists a Gi ∈ F(x), a finite subsystem {Gik : k = 1, 2, . . . , n}
having the same property can be selected.

Proof : The assertion immediately follows from the fact that the topology
τ ′ is compact if and only if there can be select a finite cover from every cover
of X ′ consisting of sets of the form s(G), where G is a τ -open set. ♣
Definition 1.3.1.5 Every compact extension (X ′, τ ′) of a topological space
(X, τ) is said to be a compactification of the space.

As the first application of strict extensions, let (X, τ) be an arbitrary
non-compact space. Let us consider the complements of compact closed sets
in X. These are non-empty as was supposed and constitute a filter base
consisting of open sets. Denote by M the (open) filter generated by this
filter base, and construct that strict extension (X ′, τ ′) of (X, τ) in which X ′

arises by adding a single new point ω to X, and F(ω) = M. By assigning
as F(x) the τ -neighborhood filter N (x) to the point x ∈ X, the obtained
extension will be compact. In fact, if {Gi : i ∈ I} is a system of τ -open
sets for which for every x ∈ X ′ there exists an i ∈ I such that Gi ∈ F(x),
then this holds for x = ω, i.e. there are an io ∈ I and a compact τ -closed
set K ⊂ X such that X −K ⊂ Gi0 . To each point x ∈ K there belongs an
ix ∈ I such that Gix ∈ N (x), i.e. x ∈ Gix . Let us select a finite covering
from the covering obtained in this way for the compact set K:

K ⊂
n⋃

j=1

Gixj
, xj ∈ K , ixj ∈ I .

For the system {Gi0 , Gix1
, . . . , Gixn

} it is again the case that, if x ∈ X ′, one
of its members belongs to F(x), viz. Gi0 if x = ω or x ∈ X −K, or a Gixj

if x ∈ K. Thus by Proposition 1.3.1.11 the following statement is proved:

Proposition 1.3.1.12 If (X, τ) is a non-compact topological space, X ′ =
X ∪ {ω}, F(x) is the filter M in X generated by the complements of the
compact closed sets, then the strict extension (X ′, τ ′) corresponding to this
choice is compact. ♣
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The extension described in the previous proposition is called the Alex-
androff compactification of the space (X, τ). It can be seen from Propo-
sition 1.3.1.2 that the Alexandroff compactification of a space (X, τ) is
uniquely determined up to a homeomorphism fixing X.

Proposition 1.3.1.13 With the hypothesis and notations of Proposition
1.3.1.12, F(x) ⊂ F(ω) cannot hold for any point x ∈ X.

Proof : Assuming that F(x) ⊂ F(ω), i.e. N (x) ⊂ M, let X =
⋃

i∈I Gi,
Gi τ -open. Then, for an index i0 ∈ I, x ∈ Gi0 and there exists a compact,
closed set K such that X − K ⊂ Gi0 . The set K is covered by a finite
number of Gi although X is not compact, which is a contradiction. ♣

It follows from this on account of Proposition 1.3.1.8 and Corollary
1.3.1.2:

Proposition 1.3.1.14 The Alexandroff compactification of any space is a
reduced extension. If the space is a T0-space, then its Alexandroff compacti-
fication has the same property. ♣

Proposition 1.3.1.15 The Alexandroff compactification of the space (X, τ)
is an S2-space if and only if (X, τ) is a locally compact S2-space.

Proof : If (X, τ) is a locally compact S2-space, then, again with the nota-
tions of Proposition 1.3.1.12, F(x) 6= F(y) implies ∅ ∈ F(x) ∩ F(y), which
is true whenever x, y ∈ X since τ fulfils (S2), and for x ∈ X and y = ω as
a consequence of the fact that in a locally compact (S2)-space, every point
has a neighborhood base consisting of compact closed sets, x has a compact
closed neighborhood K and then (X −K) ∩K = ∅, X −K ∈ F(ω). Hence
by Proposition 1.3.1.7 (X ′, τ ′) is an S2-space, where X ′ = X ∪ {ω}.

On the other hand, if (X ′, τ ′) is an S2-space, then (X, τ) is an S2-
space. Now x ∈ X implies, by Proposition 1.3.1.13, F(x) 6= F(ω) thus
∅ ∈ F(x) ∩ F(ω) so that x has a neighborhood in (X, τ) which does not in-
tersect the complement of a compact closed set and has therefore a compact
neighborhood as well. ♣

1.3.2 Extension of mappings

In connection with the question of the extension of topological spaces stud-
ied above, the following problem arises quite naturally. Let (X ′, τ ′) be an
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extension of a topological space (X, τ), (Y, τ∗) a given topological space,
f : (X, τ) → (Y, τ∗) a continuous mapping. The question can be raised
whether there exists a continuous extension of f onto X ′, i.e. a mapping
g : (X ′, τ ′) → (Y, τ∗) which is continuous and for which g|X = f .

A necessary condition for the existence of such a g can be formulated
at once. For this purpose, let us denote as usual the τ ′-neighborhood filter
of x ∈ X ′ by N ′(x), and its trace filter in X by N ′(x) ∩ {X} = F(x).
Since F(x) > N ′(x), then F(x) → x with respect to τ ′. Thus, if g :
(X ′, τ ′) → (Y, τ∗) is continuous, then g(F(x)) → g(x) and g|X = f implies
f(F(x)) → g(x). According to this there follows:

Proposition 1.3.2.1 Let (X, τ) and (Y, τ∗) be two topological spaces ,
(X ′, τ ′) an extension of the space (X, τ), f : (X, τ) → (Y, τ∗) a given map-
ping, N ′(x) the τ ′-neighborhood filter of x ∈ X ′, F(x) = N ′(x) ∩ {X}.
In order that a continuous mapping g : (X ′, τ ′) → (Y, τ∗) exists for which
g|X = f , it is necessary that f : (X, τ) → (Y, τ∗) be continuous and f(F(x))
a τ∗-convergent filter for each x ∈ X ′. ♣

Proposition 1.3.2.2 With the notations of the previous proposition, let τ∗

be regular, f : (X, τ) → (Y, τ∗) a continuous mapping, and let us suppose
that f(F(x)) is a τ∗-convergent filter for every x ∈ X ′. For x ∈ X, let
g(x) = f(x), and if x ∈ X ′ − X, let us choose the point g(x) ∈ Y such
that f(F(x)) → g(x) with respect to τ∗. Then g : (X ′, τ ′) → (Y, τ∗) is a
continuous mapping and g|X = f .

Proof : Since the mapping f : (X, τ) → (Y, τ∗) is continuous, f(F(x)) →
f(x) = g(x) holds for x ∈ X, too. Let us prove that g(N ′(x)) → g(x) for
x ∈ X ′. Let U∗ be an arbitrary τ∗-neighborhood of g(x), and V ∗ ⊂ U∗ a
closed τ∗-neighborhood of g(x). By f(F(x)) → g(x), there exists a τ ′-open
neighborhood G of x with f(G ∩ X) ⊂ V ∗. For an arbitrary point y ∈ G,
G is a τ ′-neighborhood of y, hence G ∩X ∈ F(y), and, as a consequence of
f(F(y)) → g(y), then g(y) ∈ f(G ∩X) ⊂ V ∗ ⊂ U∗. Accordingly g(G) ⊂
U∗. ♣

Concerning the uniqueness of the continuous extension, the following
holds:

Proposition 1.3.2.3 With the notations of Proposition 1.3.2.1, let g1 :
(X ′, τ ′) → (Y, τ∗) and g2 : (X ′, τ ′) → (Y, τ∗) be continuous mappings, where
g1|X = g2|X = f . If τ∗ is a T2-topology, then g1 = g2.



1.3 Extensions of spaces and mappings 105

Proof : If F(x) → x, x ∈ X ′, then g1(F(x)) → g1(x), g2(F(x)) → g2(x) and
g1(F(x)) = g2(F(x)) = f(F(x)). Since τ∗ is a T2-topology, then g1(x) =
g2(x). ♣

Now let (X,U) and (Y,V) be two uniform spaces, f : (X,U) → (Y,V) a
uniformly continuous mapping and examine the question whether f can be
extended in a uniformly continuous way to an extension (X ′,U ′) of the space
(X,U), i.e. whether there can be found a uniformly continuous mapping
g : (X ′,U ′) → (Y,V) for which g|X = f . Of course, we have

Definition 1.3.2.1 A uniform space (X ′,U ′) is an extension of a uni-
form space (X,U) if X ⊂ X ′, U ′|X = U and X is τU ′-dense in X ′.

A necessary condition for the existence of such a g is, by Proposition
1.2.5.2, that f has a continuous extension g : (X ′, τU ′) → (Y,V) to X ′. It is
an important fact that this condition is also sufficient:

Proposition 1.3.2.4 Let (X ′,U ′) be an extension of (X,U), (Y,V) a uni-
form space, f : (X,U) → (Y,V) uniformly continuous mapping, g : (X ′, τU ′)
→ (Y, τV) continuous and g|X = f . Then g : (X ′,U ′) → (Y,V) is uniformly
continuous as well.

Proof : Let V ∈ V be a given entourage, V1 ∈ V an entourage such that
V1 ◦ V1 ◦ V1 ⊂ V . Since f : (X,U) → (Y,V) is a uniformly continuous
mapping, there exists an entourage U ∈ U such that (x, y) ∈ U implies
(f(x), f(y)) ∈ V1. Further, let U ′ ∈ U ′ be an entourage such that U ′ ∩ (X ×
X) ⊂ U ; finally let U ′

1 ∈ U ′ be an entourage for which is U ′
1 ◦ U ′

1 ◦ U ′
1 ⊂ U ′.

Let us prove that (x, y) ∈ U ′
1 implies (f(x), f(y)) ∈ V .

Let N ′(x) be the τU ′-neighborhood filter of the point x ∈ X ′. Since
g : (X ′, τU ′) → (Y, τV) is a continuous mapping, there exists for the τV -
neighborhood V1(g(x)) of g(x) a V ′

1 ∈ N ′(x) such that g(V ′
1) ⊂ V1(g(x)).

Similarly there exists V ′
2 ∈ N ′(y) such that g(V ′

2) ⊂ V1(g(y)). As V ′
1 ∩

U ′
1(x) ∈ N ′(x) and X is τU ′-dense, we can find a point x1 ∈ V ′

1 ∩U ′
1(x)∩X.

In the same way we can see that there exists a point y1 ∈ V ′
2 ∩ U ′

1(y) ∩X.
Now (x1, x) ∈ U ′

1, (x, y) ∈ U ′
1 and (y, y1) ∈ U ′

1, so that (x1, y1) ∈ U ′. But
then (x1, y1) ∈ V , and hence (f(x1), f(y1)) = (g(x1), g(y1)) ∈ V1. Since
g(x1) ∈ V1(g(x)), g(y1) ∈ V1(g(y)), then (g(x), g(y)) ∈ V . ♣

Lemma 1.3.2.1 If (X ′,U ′) is an extension of a uniform space (X,U), then
the topology τU ′ is a (strict) extension of the topology τU .
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Proof : By hypothesis, X is τU ′-dense in X ′. From U ′|X = U , it follows by
Proposition 1.2.4.3 that τU ′ |X = τU . Thus the topology τU ′ is an extension of
τU , namely a strict extension by 1.3.1.4, because the topology τU ′ is regular
by Proposition 1.1.2.7 and τU ′ = τδU ′ . ♣
Theorem 1.3.2.1 Let (X,U), (X ′,U ′), (Y,V) be uniform spaces, (X ′,U ′)
an extension of (X,U), and let (Y,V) be complete. If f : (X,U) → (Y,V)
is a uniformly continuous mapping, then there is a uniformly continuous
mapping g : (X ′,U ′) → (Y,V) such that g|X = f .

Proof : According to Proposition 1.3.2.4, it suffices to show that f has a
continuous extension and to prove this, by Proposition 1.3.2.2, we must show
that if F(x) denotes the trace filter in X of the τU ′-neighborhood filter of
the point x ∈ X ′, then f(F(x)) is τV -convergent for every x ∈ X ′. Since
τV = τδV , the topology τV is regular from Proposition 1.1.2.7. The mapping
f : (X, τU ) → (Y, τV) is continuous by Proposition 1.2.5.2. Furthermore,
by the previous lemma, the space (X ′, τU ′) is an extension of (X, τU ). Now
F(x) → x with respect to τU ′ , thus by Proposition 1.2.9.1 it is a U ′-Cauchy
filter, and then it is, on account of Corollary 1.2.9.2, a U-Cauchy filter.
Hence, by Proposition 1.2.9.2, f(F(x)) is a V-Cauchy filter and, as V is
complete, it is τV -convergent. ♣

Theorems similar to the preceding ones can be proved in connection with
proximally continuous mappings. For this purpose, the following terminol-
ogy will be introduced:

Definition 1.3.2.2 A proximity space (X ′, δ′) is said to be an extension
of the proximity space (X, δ) if X ⊂ X ′, δ′|X = δ and X is τδ′-dense in
X ′. At the same time the proximity δ′ will be called an extension of the
proximity δ.

Proposition 1.3.2.5 If (X ′,U ′) is an extension of (X,U), then δU ′ is an
extension of the proximity δU .

Proof : By Proposition 1.2.4.3, δU ′ |X = δU ′|X = δU holds, and since τU ′ =
τδU′ , then X is τδU′ -dense in X ′. ♣
Proposition 1.3.2.6 If (X ′, δ′) is an extension of (X, δ), then the topology
τδ′ is a strict extension of the topology τδ.

Proof : Since, by Proposition 1.1.5.1, τδ′ |X = τδ′|X = τδ, then, according
to the hypothesis, X is τδ′-dense. By Proposition 1.1.2.7 the topology τδ′ is
regular, thus, it is a strict extension of τδ by Proposition 1.3.1.4. ♣
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Proposition 1.3.2.7 Let (X ′, δ′) be an extension of (X, δ), (Y, δ∗) a given
proximity space, f : (X, δ) → (Y, δ∗) a δ-continuous mapping, and g :
(X ′, τδ′) → (Y, τδ∗) a continuous mapping for which g|X = f . Then g :
(X ′, δ′) → (Y, δ∗) is δ-continuous as well.

Proof : Let U ′ and U∗ be precompact uniformities inducing the prox-
imity relations δ′ and δ∗. By Corollary 1.2.10.7 these uniformities exist.
Let U ′|X = U . Then on account of Proposition 1.2.4.3 δU = δ, thus,
f : (X,U) → (Y,U∗) is uniformly continuous by Theorem 1.2.6.1. There-
fore, Proposition 1.3.2.4 can be applied to show that g : (X ′,U ′) → (Y,U∗)
is uniformly continuous, so that by Proposition 1.2.5.2 g : (X ′, δ′) → (Y, δ∗)
is δ-continuous. ♣

Proposition 1.3.2.8 Let (X, δ), (X ′, δ′), (Y, δ∗) be three proximity spaces,
(X ′, δ′) an extension of (X, δ), (Y, δ∗) compact. If f : (X, δ) → (Y, δ∗) is
δ-continuous, then there exists a δ-continuous mapping g : (X ′, δ′) → (Y, δ∗)
for which g|X = f .

Proof : Let us consider again the precompact uniformities U ′ and U∗ in-
ducing δ′ and δ∗ respectively. If U = U ′|X, then f : (X,U) → (Y,U∗) is
uniformly continuous, and uniformity U∗ is complete by Corollary 1.2.11.5.
Then, by Theorem 1.3.2.1, for the mapping f there exists a uniformly con-
tinuous extension g : (X ′,U ′) → (Y,U∗), which is also δ-continuous by
Proposition 1.2.5.2. ♣

1.3.3 Extensions of uniform spaces

By former results, we can show that as well as in the case of strict extensions
of topological spaces, the extensions of uniform spaces and proximity spaces
are determined by prescribing the trace filters of the neighborhood filters:

Proposition 1.3.3.1 Let (X,U) be a uniform space, X ⊂ X ′, U ′1 and U ′2
two uniformities on X ′ such that both (X ′,U ′1) and (X ′,U ′2) are extensions
of (X,U), and let N ′

1(x) and N ′
2(x) be the τU ′1- and τU ′2-neighborhood filters

of the point x ∈ X ′ respectively, and let us suppose that, for every x ∈ X ′,

(1) N ′
1(x) ∩ {X} = N ′

2(x) ∩ {X} = F(x) .

Then U ′1 = U ′2.
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Proof : Let g : X ′ → X ′ be the identity mapping of the set X ′, and let
f = g|X. Since by Lemma 1.3.2.1 topologies τU ′1 and τU ′2 are identical with
the strict extension of τU with respect to the trace filters F(x), then τU ′1 = τU ′2
by Corollary 1.3.1.1. The mapping g : (X ′, τU ′1) → (X ′, τU ′2) is therefore
continuous and f : (X,U) → (X ′,U ′2) is evidently uniformly continuous.
Hence, Proposition 1.3.2.4 can be applied so that g : (X ′,U ′1) → (X ′,U ′2) is
uniformly continuous. An analogous reasoning shows that g : (X ′,U ′2) →
(X ′,U ′1) is uniformly continuous. Hence, by Proposition 1.2.5.3 U ′1 < U ′2 <
U ′1, so that U ′1 = U ′2. ♣

We can prove by the same reasoning the following:

Proposition 1.3.3.2 Let (X, δ) be a proximity space, X ⊂ X ′, δ′1 and δ′2
two proximities on X ′, (X ′, δ′1) and (X ′, δ′2) extensions of (X, δ), N ′

1(x) and
N ′

2(x) the τδ′1- and τδ′2-neighborhood filters of the point x ∈ X ′ respectively,
and let us assume that (1) holds for every x ∈ X ′. Then δ′1 = δ′2. ♣

Two questions arise now quite naturally. Let a proximity space (X, δ) or
a uniform space (X,U) and a set X ′ ⊃ X be given and let us assign to every
point x ∈ X ′ a filter F(x) in X. What conditions do the filters F(x) have to
fulfil in order that there exist a proximity δ′ or a uniformity U ′ on X ′ which
is an extension of δ or U respectively and for which F(x) is equal, for every
x ∈ X ′, to the trace filter in X of the τδ′- or τU ′-neighborhood filter of the
point x? Propositions 3.2.2.6 and 3.5.1.2 show that there exists at most one
δ′ or U ′ having this property, but the question is whether it exists at all.

In order to look for necessary conditions, let us consider first the case of
proximities; the conditions found will, of course, be necessary in the case of
uniformities as well, since, by Proposition 1.3.2.5, δU ′ is an extension of δU
whenever U ′ is an extension of U .

In order to formulate such a condition, let us introduce the following
definition:

Definition 1.3.3.1 Let (X, δ) be a proximity space. A filter F in X is
said to be round if F ∈ F implies the existence of an F1 ∈ F such that
F ∈ P(F1), where P(F1) is a δ-filter of the set F1.

Proposition 1.3.3.3 In a proximity space (X, δ), the δ-filter P(A) of any
set ∅ 6= A ⊂ X, in particular, the τδ-neighborhood filter N (x) of any point
x ∈ X, is a round filter.

Proof : Assertion immediately follows from Proposition 1.1.1.5 (e) as well
as the fact that N (x) = P({x}). ♣
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Proposition 1.3.3.4 In a proximity space (X, δ), every round filter is a
τδ-open filter.

Proof : Let F be a round filter, F ∈ F . Then there exists F1 ∈ F such that
F ∈ P(F1), so that F is a δ-neighborhood of F1, i.e. F1δX − F . Then, by
Proposition 1.1.2.4, we have F 1 δ X − F = X− intF , thus F1 ⊂ F 1 ⊂ intF .
But then intF ∈ F . ♣
Proposition 1.3.3.5 If F is a round filter in the proximity space (X, δ),
Y ⊂ X, and ∅ 6∈ F ∩ {Y }, then FY = F ∩ {Y } is a round filter in the
subspace (Y, δ|Y ).

Proof : First of all let us notice that FY is a filter in Y . Let FY ∈ FY . Then
FY = Y ∩F , where F ∈ F ; thus, there exists an F1 ∈ F such that F ∈ P(F1).
Let F2 = F1

⋂
Y . Then F2 ∈ FY . Furthermore, F ∈ P(F2) holds by

Proposition 1.1.1.5 (c), so that, by Proposition 1.1.5.1, SY = S ∩ Y ∈
PY (F2), where PY (F2) denotes the (δ|Y )-filter. ♣
Proposition 1.3.3.6 If F is a round filter in the proximity space (X, δ)
and Y ⊂ X is τδ-dense, then ∅ 6∈ F ∩ {Y }.
Proof : If F ∈ F , then by Proposition 1.3.3.4 there exists a τδ-open set
G ⊂ F such that G ∈ F . For any x ∈ G, G is a τδ-neighborhood of x for
which G ∩ Y 6= ∅, so that S ∩ Y 6= ∅. ♣
Proposition 1.3.3.7 Let F1 and F2 be round filters in the proximity space
(X, δ). If ∅ 6∈ F1 ∩ F2, then F = F1 ∩ F2 is a round filter.

Proof : First let us notice that F is a filter. Let F = F1 ∩ F2 ∈ F , where
F1 ∈ F1, F2 ∈ F2. Then there exist F ′

1 ∈ F1 and F ′
2 ∈ F2 such that

F1 ∈ P(F ′
1), F2 ∈ P(F ′

2). On account to Proposition 1.1.1.5 (f), we have
F = F1 ∩F2 ∈ P(F ′), where F ′ = F ′

1 ∩F ′
2 ∈ F , hence F is a round filter. ♣

Proposition 1.3.3.8 Let (X, δ) be a proximity space. If B is a filter base
in X, then the collection of all δ-neighborhoods of all sets R ∈ B constitutes
a round filter called the δ-filter of the filter base B and is denoted by
P(F).

Proof : If A1 ∈ P(B1), A2 ∈ P(B2), where B1, B2 ∈ B, then there exists a
B ∈ B such that B ⊂ B1 ∩ B2. But then by Proposition 1.1.1.5 (f) and (c)
A1 ∩A2 ∈ P(B1 ∩B2) ⊂ P(B). Now it is obvious that P(B) is a filter in X.
Let A ∈ P(B), i.e. A ∈ P(B) for some B ∈ B. Then by Proposition 1.1.1.5
(e) there exists an A1 ∈ P(B) such that A ∈ P(A1). Therefore A1 ∈ P(B),
so that P(B) is a round filter. ♣
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Proposition 1.3.3.9 If B is a compressed filter base in the proximity space
(X, δ), then P(B) is also a compressed filter base.

Proof : If AδB, let C, D ⊂ X be such that C ∩ D = ∅, AδX − C and
BδX−D. Further, let C1, D1 ⊂ X be sets such that C1∩D1 = ∅, AδX−C1

and X − CδX −D1. Since B is a compressed filter base, there exists either
an F ∈ B such that F ∩ (X − C) = ∅, i.e. F ⊂ C, or an F ∈ B such that
F ∩ (X − D1) = ∅, i.e. F ⊂ D1. If F ∈ B is a set for which F ⊂ C, then
C ⊂ X −DδB implies X −B ∈ P(F ) ⊂ P(B). On the other hand, if F ∈ B
is such that F ⊂ D1, then from D1 ⊂ X − C1δA follows that FδA, so that
X −A ∈ P(F ) ⊂ P(B). ♣

Proposition 1.3.3.10 If F → x in the proximity space (X, δ) , then
P(F) → x.

Proof : By Proposition 1.2.11.1, F is compressed, thus P(F) has the same
property according to the previous proposition. Of course, P(F) < F ; thus
by Proposition 1.2.11.18 x is a cluster point of P(F) so the statement follows
from Proposition 1.2.11.20. ♣

It is an important fact that among the round filters, the compressed ones
are identical with the maximal ones. More precisely, the following statement
holds:

Theorem 1.3.3.1 Let F be a round filter in the proximity space (X, δ).
If F is compressed, F1 is a round filter for which F ⊂ F1, then F = F1.
Conversely, if there is no round filter distinct from F and containing it, then
F is compressed.

Proof : Let us suppose that F is compressed and F ⊂ F1, where F1 is a
round filter. If A ∈ F1, then there exists a B ∈ F1 such that BδX − A.
Then there exists an F ∈ F such that either F ⊂ A or F ⊂ X − B. The
second case is impossible from the fact that F ∈ F1, so that A ∈ F , and
F = F1.

Let us suppose now that F is not compressed. Then there exist the
sets A, B ⊂ X such that AδB, X − A 6∈ F , X − B 6∈ F . Hence A 6= ∅,
X −B ∈ P(A) and applying Proposition 1.1.3.2 (c) a sequence (Cn) can be
constructed such that C1 ⊂ X − B, Cn ∈ P(A), Cn ∈ P(Cn+1) for every
n ∈ N. The sets Cn obviously constitute a filter base. Let F0 be a filter
in X generated by it. F0 is a round filter. Indeed, if F0 ∈ F0, then there
exists an n ∈ N such that Cn ⊂ F0 and then Cn+1 ∈ F0, F0 ∈ P(Cn+1).
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Finally, let F1 = F ∩ F0. By Proposition 1.3.3.7 F1 is a round filter, and
since X − A 6∈ F , then each set from F intersects the set A, and thus a
fortiori each Cn. Evidently F ⊂ F1, and F 6= F1, since X − B ∈ F1, but
X −B 6∈ F . ♣

Let us introduce now a notion which gives a characterization of maximal
round filters, i.e. compressed round filters.

Definition 1.3.3.2 A collection F of subsets of a proximity space (X, δ) is
said to be an end if

(a) for arbitrary two sets B,C ∈ F there exists a non-void subset A ∈ F
for which A ¿ B and A ¿ C;

(b) if A ¿ B, then either X −A ∈ F or B ∈ F .

If a collection F of subsets of X is an end, then ∅ 6∈ F and X ∈ F . It is
easy to see that the system N (x) of δ-neighborhood of any point x ∈ X is
an end in X. P. S. Alexandroff introduced first the notion of an end in the
following way:

Definition 1.3.3.3 A collection of sets F from a proximity space (X, δ) is
said to be a centered δ-system if two following conditions are satisfied:

(a) if A,B ∈ F , then A ∩B 6= ∅;
(b) if A ∈ F , then there exists a B ∈ F such that B ¿ A.

A maximal centered δ-system is said to be an end.

It is easy to prove that these definitions are equivalent.

Proposition 1.3.3.11 Every end is a maximal round filter.

Proof : Let F be an end. Let us first prove that F is a filter. From condition
(a) of the definition of an end and the fact that X ∈ F , there follows that
F is a non-empty filter base. Let C ∈ F and C ⊂ D. We must show that
D ∈ F . By condition (a) of the definition of an end there exists a set A ∈ F
such that A ¿ C. Thus by Theorem 1.1.1.1 A ¿ D. Condition (b) of
Definition 1.3.3.3 demands that either X −A ∈ F or D ∈ F . Condition (a)
excluded the first possibility since A ∈ F , so that D ∈ F , which was to be
proved.

That F is a round filter follows immediately from condition (a) of the
definition of an end.

Finally, we must show that the round filter F is maximal. Let G be a
round filter for which F ⊂ G and let B ∈ G. Then by the definition of round
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filter there exists a set A ∈ G such that A ¿ B. G is a filter, A ∈ G, so that
X−A 6∈ F . Hence by condition (b) of the definition of an end, there follows
that B ∈ F , which proves that F = G. ♣

Proposition 1.3.3.12 Let F be a round filter in the proximity space (X, δ)
and A ¿ B. If A intersects every member of F , then B belongs to some
round filter finer than F .

Proof : Let G = {A ∩ F : F ∈ F}. Let us prove that the family G◦ =
{E ⊂ X : there is an A ∈ G such that A ¿ E} is a round filter finer than
F and that it contains B. Let P and Q be arbitrary elements of G◦. Then,
by definition of the family G◦, there exist elements C and D of the family F
such that A ∩ C ¿ P and A ∩D ¿ Q. Since F is a filter, E = C ∩D ∈ F .
From Theorem 1.1.1.1, it is evident that A∩E ¿ P and A∩E ¿ Q, so that
A∩E ¿ P ∩Q. Since A∩E ∈ G, it follows that P ∩Q ∈ G◦. Furthermore,
it is obvious that the supersets of elements of family G◦ are also contained
in G◦, so that G◦ is a filter. By Theorem 1.1.1.1, there exists a set R such
that A ∩ E ¿ R ¿ P ∩ Q. By taking P = Q and noting that A ∩ E ∈ G
implies R ∈ G◦, we can see that G◦ is a round filter.

Since A ¿ B, by Theorem 1.1.1.1 there follows A ∩ E ¿ B, so that
B ∈ G◦. To prove that G◦ is finer than F , let us suppose that E ∈ F .
Since F is a round filter, there exists an F ∈ F such that F ¿ E. Then
A ∩ F ¿ E holds by Theorem 1.1.1.1 and so E ∈ G◦. ♣

Theorem 1.3.3.2 F is an end if and only if it is a maximal round filter.

Proof : On account of Proposition 1.3.3.11 it is sufficient to show that every
maximal round filter F is an end. Condition (a) of the definition of an end is
clearly satisfied by any round filter. In verifying condition (b), let us suppose
A ¿ B and B 6∈ F . Since F is maximal, by the previous proposition there
exists a set E ∈ F for which A∩E = ∅. Therefore E ⊂ X−A and X−A ∈ F
since F is a filter, thus condition (b) of the definition of an end is satisfied.
♣

Proposition 1.3.3.13 If F is a round filter in the proximity space (X, δ)
and F → x, then F = N (x), where N (x) is the τδ-neighborhood filter of the
point x.

Proof : By Proposition 1.3.3.3 N (x) is a round filter, and, by Proposition
1.2.11.1, it is compressed. Hence, if F is a round filter and F > N (x), i.e.
N (x) ⊂ F , then F = N (x). ♣
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In a uniform space (X,U) the notions ”round filter” and ”proximity filter
of a filter base” are always understood with respect to the proximity δU .

Proposition 1.3.3.14 If F is a Cauchy filter in a uniform space (X,U),
then its δ-filter is a Cauchy filter.

Proof : Let U ∈ U be an arbitrary entourage and U1 ∈ U an entourage such
that U1◦U1◦U1 ⊂ U . If F ∈ F is a set small of order U1, then U1[F ] ∈ P(F)
since (F × (X − U1[F ]))

⋂
U1 = ∅. Therefore FδUX − U1[F ] and U1[F ] is

small of order U . ♣
Now the question raised concerning uniform spaces can be answered.

Proposition 1.3.3.15 If (X ′,U ′) is an arbitrary extension of the uniform
space (X,U), N ′(x) denotes the τU ′-neighborhood filter of x ∈ X ′, and
F(x) = N ′(x) ∩ {X} is its trace filter in X, then F(x) is a round Cauchy
filter in (X,U); in particular, if x ∈ X, F(x) is identical with the τU -
neighborhood filter N (x) of x.

Proof : Since τU ′ is an extension of τU by Lemma 1.3.2.1, F(x) is identical
to N (x) if x ∈ X. N ′(x) is a δU ′-round filter by Proposition 1.3.3.3 and, on
account of Proposition 1.3.2.5, δU ′ is an extension of δU . Therefore F(x) is a
δU -round filter by Proposition 1.3.3.5. Finally N ′(x), being τU ′-convergent,
is a U ′-Cauchy filter by Proposition 1.2.9.1. Hence F(x) is a U ′-Cauchy filter
base by Corollary 1.2.9.3 and a U-Cauchy filter by Corollary 1.2.9.2. ♣

Theorem 1.3.3.3 Let (X,U) be a uniform space, X ⊂ X ′, and let us assign
to every point x ∈ X ′ a round Cauchy filter F(x) in X, in particular, if
x ∈ X, let F(x) = N (x) be the τU -neighborhood filter of x. Then there
exists exactly one uniformity U ′ on X ′ such that U ′ is an extension of U and
F(x) = N ′(x)∩ {X} for every x ∈ X ′, where N ′(x) is the τU ′-neighborhood
filter of the point x.

Proof : From Proposition 1.3.3.1 there exists one uniformity U ′ with this
property at the most. It will be shown that there exists indeed at least one.

For an arbitrary entourage U ∈ U ′, let a subset U ′ ⊂ X ′×X ′ be defined
as follows: (x, y) ∈ U ′ if and only if (P × Q) ∩ U 6= ∅ for every P ∈ F(x)
and every Q ∈ F(y). It will be shown that the sets U ′ obtained in this way
constitute a uniform base B′ = {U ′ : U ∈ U is an entourage} on X ′.

If x = y, then P ∩ Q 6= ∅ for any sets P ∈ F(x), Q ∈ F(y), and if
z ∈ P ∩Q, then (z, z) ∈ (P ×Q) ∩ U so that (x, x) ∈ U ′.
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From the definition, it is evident that (x, y) ∈ U ′ implies (y, x) ∈ U ′

since U = U−1.
It is also clear that U1 ⊂ U2 implies U ′

1 ⊂ U ′
2. From this, and by the

filter base property of the entourages in U , it follows that B′ is a filter base
as well.

Finally, for the entourage U ∈ U , let U1 ∈ U be an entourage such that
U1 ◦ U1 ◦ U1 ⊂ U . It will be shown that U ′

1 ◦ U ′
1 ⊂ U ′. Indeed if (x, y) ∈ U ′

1,
(y, z) ∈ U ′

1, let P ∈ F(x) and R ∈ F(z) be arbitrary and Q ∈ F(y) a set
small of order U1. There are then x1 ∈ P , y1 ∈ Q such that (x1, y1) ∈ U1

and y2 ∈ Q, z2 ∈ R such that (y2, z2) ∈ U1. Then (y1, y2) ∈ U1 implies
(x1, z2) ∈ U , so that (P ×R)

⋂
U 6= ∅.

Thus B′ is a uniform base on X ′ and it generates a uniformity U ′ on X ′.
It will be shown that U ′|X = U . For this purpose, let us select first, for an
entourage U ∈ U , the entourage U1 ∈ U as before. It will be verified that
U ′

1 ∩ (X ×X) ⊂ U . Indeed if x, y ∈ X, (x, y) ∈ U ′
1, then by U1[x] ∈ F(x),

U1[y] ∈ F(y) there exist x1 ∈ U1[x], y1 ∈ U1[y] such that (x1, y1) ∈ U1 and
then (x, y) ∈ U . On the other hand, for any entourage U ∈ U , we have that
U ⊂ U ′ ∩ (X × X) as (x, y) ∈ U implies (x, y) ∈ (P × Q) ∩ U for all sets
P ∈ F(x) and Q ∈ F(y).

Now let N ′(x) be the τU ′-neighborhood filter of x ∈ X ′. If V ′ ∈ N ′(x),
then there exists an entourage U ∈ U such that U ′[x] ⊂ V ′. Let F ∈ F(x) be
a set small of order U . If y ∈ F , P ∈ F(x) and Q ∈ F(y) are arbitrary, then
x1 ∈ P ∩F implies (x1, y) ∈ (P ×Q)∩U , thus (x, y) ∈ U ′ and y ∈ U ′[x]∩X.
Therefore F ⊂ U ′[x] ∩ X ⊂ V ′ ∩ X, and V ′ ∩ X ∈ F(x). On the other
hand, if F ∈ F(x), then there exists an F1 ∈ F(x) such that F1δUX − F .
Hence, for a suitable entourage U ∈ U we have (F1 × (X − F )) ∩ U = ∅.
Let U1 ∈ U be an entourage for which U1 ◦ U1 ⊂ U . Then U ′

1[x] ∩X ⊂ F ,
so that F ∈ N ′(x) ∩ {X}. Indeed, if y ∈ U ′

1[x] ∩ X, then, by (x, y) ∈ U ′
1,

there are in the sets F1 ∈ F(x) and U1[y] ∈ F(y) two points x1 ∈ F1 and
y1 ∈ U1[y] such that (x1, y1) ∈ U1. Hence (x1, y) ∈ U , thus y ∈ U [F1] ⊂ F .

According to this, N ′(x) ∩ {X} = F(x) for all x ∈ X ′. It is clear that
X is τU ′-dense in X ′ so that U ′ is an extension of U . ♣

From the above remark it is evident that U1, U2 ∈ U , U1 ⊂ U2 imply
U ′

1 ⊂ U ′
2:

Corollary 1.3.3.1 Under the hypotheses and with the notations of Theorem
1.3.3.3, let B be a uniform base generating U . Then the entourages U ′

constructed from the entourages U ∈ B constitute a uniform base generating
the uniformity U ′. ♣
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From Proposition 1.3.3.1 and Proposition 1.3.3.15 we obtain:

Corollary 1.3.3.2 Every extension of a uniform space (X,U) can be ob-
tained by means of the construction described in Theorem 1.3.3.3. ♣

From this and on account of Corollary 1.3.3.1 and Theorem 1.2.10.3 the
following holds:

Corollary 1.3.3.3 Every extension of a pseudo-metrizable uniform space
is pseudo-metrizable as well.

Proposition 1.3.3.16 Under the hypotheses and with the notations of
Theorem 1.3.3.3, let X ⊂ X ′

1 ⊂ X ′. If U ′1 is the extension of U corresponding
to the trace filters F(x) (x ∈ X ′

1) on X ′
1, then U ′1 = U ′|X ′

1.

Proof : It follows from Proposition 1.2.4.3 and Corollary 1.2.4.2 that U ′|X ′
1

is also an extension of U , namely precisely that one corresponding to the
trace filters F(x), x ∈ X ′

1. Hence by Theorem 1.3.3.3 and Proposition 1.3.3.1
U ′1 = U ′|X ′

1. ♣

Proposition 1.3.3.17 Let (X ′,U ′) be an extension of the uniform space
(X,U) and, if x ∈ X ′, F(x) the trace filter in X of the τU ′-neighborhood
filter of the point x. Then the following statements are equivalent:

(a) τU ′ is a reduced extension of τU ;
(b) if x ∈ X ′ − X, then F(x) is a non-convergent filter with respect to

τU and x, y ∈ X ′ −X, x 6= y imply F(x) 6= F(y);
(c) for x ∈ X ′−X, F(x) → y ∈ X ′ holds with respect to τU ′ if (and only

if) y = x.

Proof : (a) ⇒ (b): By Lemma 1.3.2.1 and Proposition 1.3.1.9 (a) means
that if x ∈ X ′ − X, y ∈ X ′ and x 6= y, then F(x) 6= F(y). However, this
implies (b); for, if x ∈ X ′ −X, F(x) → y ∈ X would hold with respect to
τU , then, on account of Proposition 1.3.3.13, F(x) = N (y) = F(y) would
follow since F(x) is a round filter in (X,U) by Proposition 1.3.3.15.

(b) ⇒ (c): If x ∈ X ′ − X, then by (b) F(x) → y ∈ X cannot hold
with respect to τU ′ , because then the same would hold for τU . On the other
hand, if F(x) → y ∈ X ′−X with respect to τU ′ , then F(x) is finer than the
τU ′-neighborhood filter of y and, of course, than its trace filter F(y) as well.
However, F(y) ⊂ F(x) can hold by Theorem 1.3.3.1 only if F(x) = F(y)
as F(x) and F(y) are round, compressed filters in (X,U) by Proposition



116 Proximity spaces and uniform spaces

1.3.3.15. Hence x = y on account of (b). Of course, F(x) → x holds in any
case.

(c) ⇒ (a): It is to be shown that if (c) is fulfilled, then x ∈ X ′ − X,
y ∈ X ′, x 6= y imply F(x) 6= F(y). However F(x) = F(y) would imply
F(x) → y with respect to τU ′ . ♣

Definition 1.3.3.4 The extension (X ′,U ′) of the uniform space (X,U) is
reduced if τU ′ is a reduced extension of τU , i.e. if one of conditions (b) or
(c) of the preceding theorem is fulfilled.

Proposition 1.3.3.18 If (X,U) is a separated uniform space and (X ′,U ′)
is a reduced extension of (X,U), then (X ′,U ′) is separated as well.

Proof : By Corollary 1.2.2.4 the property of U or U ′ of being separated is
equivalent to the property of being T0 of the topology τU or τU ′ respectively.
Thus Proposition 1.3.1.8 furnishes the statement. ♣

The following theorem is of fundamental importance in the theory of
uniform spaces.

Theorem 1.3.3.4 Let (X,U) be an arbitrary uniform space, X ′
c ⊃ X a set

such that the points x ∈ X ′
c −X can be associated in a one-to-one manner

with all round Cauchy filters non-τU -convergent in (X,U). Denoting by F(x)
the filter associated in this way with the point x ∈ X ′

c−X and making F(x)
equal to the τU -neighborhood filter N (x) of x whenever x ∈ X, let U ′c be
the uniformity on X ′

c constructed in the proof of Theorem 1.3.3.3. Then
(X ′

c,U ′c) is complete and a reduced extension of (X,U).

Proof : Only the completeness of (X ′
c,U ′c) should be proved; the rest follows

from Proposition 1.3.3.17. Thus let I ′ be a U ′c-Cauchy filter base. Let
us consider the δ-filter P ′(I ′) of I ′ with respect to the proximity δU ′c . By
Proposition 1.3.3.17 this is a U ′c-Cauchy filter, and, on account of Proposition
1.3.3.8, also a δU ′c-round filter. By Proposition 1.3.3.6, we can speak of the
filter F = P ′(I ′) ∩ {X} which is, by Proposition 1.3.3.5, a round filter with
respect to the proximity δU ′c |X = δU (this equality follows from Proposition
1.3.2.5). F is a U ′c-Cauchy filter base by Corollary 1.2.9.3 and hence a
U-Cauchy filter on account of Corollary 1.2.9.2. Therefore there exists an
x ∈ X ′

c such that F = F(x). Namely, if F converges to a point x ∈ X with
respect to τU , then F = F(x) by Proposition 1.3.3.13, while, if F is not τU -
convergent, then F = F(x) will hold for some point x ∈ X ′

c −X. However,
denoting the τU ′c-neighborhood filter of x by N ′(x), F(x) = N ′(x) ∩ {X} >
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N ′(x) implies F(x) → x with respect to τU ′c , hence x is a τU ′c-cluster point
of the filter P ′(I ′) by Proposition 1.2.11.18. On account of Proposition
1.2.11.20, P ′(I ′) → x, and by I ′ > N ′(I ′) we have that I ′ → x with respect
to τU ′c . ♣

Proposition 1.3.3.19 Let (X,U) be an arbitrary uniform space, (X ′
c,U ′c)

its extension constructed in Theorem 1.3.3.4, X ⊂ X ′ ⊂ X ′
c. If (X ′,U ′c|X ′)

is complete, then X ′ = X ′
c.

Proof : Lat us suppose that x ∈ X ′
c−X ′. Then F(x) → x, but F(x) is also

a (U ′c|X ′)-Cauchy filter base by Corollary 1.2.9.2 so that there is a y ∈ X ′

such that F(x) → y with respect to τU ′c|X′ = τU ′c |X ′, i.e. with respect to τU ′c
on account of Proposition 1.2.4.3. However, x and y are weakly separated,
thus disconnected by the regularity of τU ′c which is a contradiction. Thus
X ′

c = X ′. ♣

Proposition 1.3.3.20 Let (X,U) be a uniform space, (X ′
c,U ′c) its extension

constructed in Theorem 1.3.3.4 and (X ′,U ′) an arbitrary reduced extension
of (X,U). Then there exists a uniquely defined isomorphism h fixing X
which maps (X ′,U ′) into a subspace of (X ′

c,U ′c). U ′ is complete if and only
if h(X ′) = X ′

c.

Proof : If x ∈ X ′, let N ′(x) be the τU ′-neighborhood filter of x. Its trace
filter F ′(x) = N ′(x)∩{X} is a round Cauchy filter in (X,U) by Proposition
1.3.3.15 and F ′(x) is not τU -convergent if x ∈ X ′ −X on account of Propo-
sition 1.3.3.17. Moreover x, y ∈ X ′ − X and x 6= y imply F ′(x) 6= F ′(y).
Therefore it can be given a uniquely defined bijection h : X ′ → X ′′ onto
a suitable set X ⊂ X ′′ ⊂ X ′

c such that h(x) = x for x ∈ X and F ′(x) =
F(h(x)) for x ∈ X ′ −X, where F(h(x)) denotes the filter belonging to the
point h(x) ∈ X ′

c according to Theorem 1.3.3.4. Let us denote by U ′′ the ex-
tension of U constructed on the set X ′′ by means of Theorem 1.3.3.3 starting
from the trace filters F(y), y ∈ X ′′. In this case τU ′′ and τU ′ are, by Lemma
1.3.2.1, strict extensions of τU with respect to the trace filters F ′′(y) and
F ′(y) respectively, so that by Theorem 1.3.1.2 h : (X ′, τU ′) → (X ′′, τU ′′) is a
homeomorphism. Since h|X : X → X ′′ is the canonical injection of X into
X ′′ and U = U ′′|X, h|X : (X,U) → (X ′′,U ′′) is uniformly continuous, thus
Proposition 1.3.2.4 can be applied and shows that h : (X ′,U ′) → (X ′′,U ′′)
is uniformly continuous. Interchanging the roles of X ′ and X ′′, we get
in the same way that h−1 : (X ′′,U ′′) → (X ′,U ′) is uniformly continu-
ous. Since by Proposition 1.3.3.16 U ′′ = U ′c|X ′, h : (X ′,U ′) → (X ′′,U ′′)
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is the required isomorphism. The uniqueness of h results from the fact
that uniform isomorphism h : (X ′,U ′) → (X ′′,U ′c|X ′′) is a homeomorphism
h : (X ′, τU ′) → (X ′′, τU ′c |X ′′) if X ⊂ X ′′ ⊂ X ′

c. Thus Theorem 1.3.1.2 can
be applied.

On account of Corollary 1.2.9.4, U ′ and U ′c|h(X ′) are simultaneously
complete, namely by Proposition 1.3.3.19 if and only if h(X ′) = X ′

c. ♣
Definition 1.3.3.5 The uniform space (X ′,U ′) is called a completion of
the uniform space (X,U) if U ′ is a reduced complete extension of U .

Corollary 1.3.3.4 Every uniform space (X,U) has a completion: the space
(X ′

c,U ′c) constructed in the proof of Theorem 1.3.3.4 is of this kind. Two
completions of the space (X,U) can be mapped onto each other by means of
a uniquely defined isomorphism fixing X.

Proof : It follows from Theorem 1.3.3.4 and Proposition 1.3.3.20. ♣
Corollary 1.3.3.5 Let (X,U) be an arbitrary uniform space, (X ′,U ′) its
reduced extension and (X ′′,U ′′) a completion of (X ′,U ′). Then (X ′′,U ′′) is
a completion of the space (X,U).

Proof : It needs only to be proved that (X ′′,U ′′) is a reduced extension of
(X,U) which follows from Corollary 1.3.2.1 and Proposition 1.3.1.10. ♣
Corollary 1.3.3.6 If the uniform space (X ′′,U ′′) is a completion of (X,U),
X ⊂ X ′ ⊂ X ′′ and U ′ = U ′′|X ′, then (X ′′,U ′′) is a completion of (X ′,U ′).
Proof : Corollary 1.3.2.1 and Proposition 1.3.1.10 can be applied again. ♣
Corollary 1.3.3.7 The completion of a separated uniform space is sepa-
rated as well.

Proof : The proof follows immediately from Proposition 1.3.3.18. ♣
Corollary 1.3.3.8 The completion of a pseudo-metrizable (metrizable )
uniform space is pseudo-metrizable (metrizable) as well.

Proof : By means of Corollary 1.3.3.7, it follows from Corollary 1.3.3.3. ♣
Corollary 1.3.3.9 Let (X,U) be a uniform space. The following statements
are equivalent:

(a) (X,U) is precompact;
(b) the completion of (X,U) is compact;
(c) uniform space (X,U) has a compact extension.
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Proof : (a) ⇒ (b) : If (X ′,U ′) denotes the completion of (X,U), then by
Proposition 1.2.6.5 U ′ is precompact as well, hence, by Proposition 1.2.11.15,
it is compact.

(b) ⇒ (c) : Evident.
(c) ⇒ (a) : If (X ′,U ′) is a compact extension of the space (X,U), then U ′

is precompact on account of Proposition 1.3.2.6. Thus, by Corollary 1.2.6.1,
U is precompact as well. ♣

1.3.4 Extensions of proximity spaces

Proposition 1.3.4.1 If (X ′, δ′) is an arbitrary extension of the proximity
space (X, δ), N ′(x) denoting for x ∈ X ′ the τδ′-neighborhood filter of x
and F(x) = N ′(x) ∩ {X} is its trace filter in X, then F(x) is a round
compressed filter in (X, δ) and, in particular, if x ∈ X, it is identical with
the τδ-neighborhood filter N (x) of x.

Proof : τδ′ is an extension of τδ by Proposition 1.3.2.6. Thus F(x) = N (x)
whenever x ∈ X. On account of Proposition 1.3.3.3, N ′(x) is δ′-round
filter for every x ∈ X ′, thus F(x) is a δ-round filter by Proposition 1.3.3.5.
According to Proposition 1.2.11.1, N ′(x) is δ′-compressed, thus by Corollary
1.2.11.3 F(x) is δ′-compressed, and then by Corollary 1.2.11.2 δ-compressed,
too. ♣

Proposition 1.3.4.2 Let (X ′, δ′) be an extension of the proximity space
(X, δ), U and U ′ the precompact uniformities inducing δ and δ′ respectively.
Then U ′ is an extension of U .

Proof : δU ′|X = δU ′ |X = δ′|X = δ by Proposition 1.2.4.3 and U ′|X is pre-
compact on account of Corollary 1.2.6.1. U ′|X = U according to Corollary
1.2.6.4; further, by τU ′ = τδU′ = τδ′ , X is τU ′-dense in X ′. ♣

The following theorem corresponds to Theorem 1.3.3.3.

Theorem 1.3.4.1 Let (X, δ) be a proximity space, X ⊂ X ′, and to every
point x ∈ X ′ let us assign a round compressed filter in X, in particular, for
x ∈ X, let F(x) = N (x) be the τδ-neighborhood filter of x. Then there exists
exactly one proximity δ′ on X ′ such that δ′ is an extension of δ and, for all
x ∈ X ′, F(x) = N ′(x) ∩ {X} where N ′(x) is the τδ′-neighborhood filter of
the point x.
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Proof : The uniqueness of the proximity δ′ with the given property follows
from Proposition 1.3.3.2. Let us show that a δ′ of this kind exists.

Let U be the precompact uniformity inducing δ; this exists by Corollary
1.2.10.5. The filters F(x) are U-Cauchy filters by Proposition 1.2.11.6 so
that the existence of an extension U ′ of U which furnished the given trace
filters F(x) is guaranteed by Theorem 1.3.3.3. Then the proximity δ′ = δU ′
will do, as on account of Proposition 1.3.2.5, δU ′ is an extension of δU = δ.
♣

In the preceding theorem the construction of δ′ was done by means of
the extension of the precompact uniformity inducing δ. However, we δ′ can
also be obtained by extending the topology induced by δ. More precisely,
there exists:

Proposition 1.3.4.3 Under the hypotheses of the previous theorem, let τ ′

be the strict extension of the topology τδ with respect to the trace filters F(x).
Then, for A′, B′ ⊂ X ′, A′δ′B′ holds if and only if there are A,B ⊂ X such
that AδB, A′ ⊂ A, B′ ⊂ B, where Y denotes the τ ′-closure of the set
Y ⊂ X ′.

Proof : On account of Proposition 1.3.2.6, τδ′ is a strict extension of τδ and
by Corollary 1.3.1.1 τ ′ = τδ′ . If now AδB, then A δ′B, and by Proposition
1.1.2.4 Aδ′B so that A′ ⊂ A and B′ ⊂ B implies A′δ′B′. Conversely,
if A′δ′B′, then X ′ − B′ ∈ P ′(A′) (denoting by this the δ′-proximity filter
of A′), hence by Proposition 1.1.1.5 (e) there exist C ′, D′ ⊂ X ′ such that
C ′ ∈ P ′(A′), D′ ∈ P ′(C ′), X ′ − B′ ∈ P ′(D′), i.e. C ′δ′X ′ − D′ and by
Proposition 1.1.1.5 (b) X ′−D′ ∈ P ′(B′). Let A = C ′∩X, B = (X ′−D′)∩X.
Then Aδ′B, and, at the same time, AδB, further A′ ⊂ A, B′ ⊂ B. In fact, if
x ∈ A′, taking an arbitrary set V ∈ N ′(x) = P ′({x}), then V ∩C ′ ∈ P ′({x})
since C ′ ∈ P ′({x}) from Proposition 1.1.1.5 (c). Since X is τ ′-dense, then
V ∩ C ′ ∩X 6= ∅, i.e. V ∩A 6= ∅. It can be similarly proved that B′ ⊂ B. ♣

Proposition 1.3.4.4 Under the hypotheses of Theorem 1.3.4.1, let X ⊂
X ′

1 ⊂ X ′ and δ′1 be the extension of δ on X ′
1 constructed with the help of the

trace filters F(x), x ∈ X ′
1. Then δ′1 = δ′|X ′

1.

Proof : δ′|X ′
1 is also an extension of δ by Proposition 1.1.5.1, namely that

one with the trace filters F(x). ♣

Proposition 1.3.4.5 The following two statements are equivalent under
the hypotheses of Theorem 1.3.4.1:
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(a) if x ∈ X ′ − X, then F(x) is non-convergent with respect to τδ and
x, y ∈ X ′ −X, x 6= y imply F(x) 6= F(y);

(b) τδ′ is a reduced extension of τδ.

Proof : On account of Propositions 1.3.2.6 and 1.3.1.9 (b) means that if
x ∈ X ′ −X, y ∈ X ′ and x 6= y, then F(x) 6= F(y) which is the same as (a)
by Proposition 1.3.3.13. ♣
Definition 1.3.4.1 The extension (X ′, δ′) of the proximity space (X, δ) is
said to be reduced if it fulfils the statement (b) of the previous theorem
(hence condition (a)).

According to Proposition 1.3.3.18, we obtain:

Corollary 1.3.4.1 Every reduced extension of a separated proximity space
is also separated. ♣

The following corresponds now to Theorem 1.3.3.4.

Theorem 1.3.4.2 Let (X, δ) be an arbitrary proximity space, X ′
k ⊃ X a set

such that, with the points x ∈ X ′
k −X, there are associated in a one-to-one

manner all non-τδ-convergent, compressed, round filters in (X, δ). Let us
denote by F(x) the filter associated in this way with the point x ∈ X ′

k −X,
while F(x) = N (x) for x ∈ X, where N (x) is a τδ-neighborhood filter of x.
Then the proximity δ′k constructed according to Theorem 1.3.4.1 on X ′

k is
compact and is a reduced extension of δ.

Proof : If U denotes the precompact uniformity inducing δ, then the non-
convergent round compressed filters in (X, δ) are by Theorem 1.1.3.4 the
same as the non-convergent round Cauchy filters in (X,U). Accordingly,
with the notation of Theorem 1.3.3.4, we can write X ′

k = X ′
c and δ′k = δU ′c

by Theorem 1.3.4.1. Since U ′c is compact by Corollary 1.3.3.9, all statements
are proved by Theorem 1.3.3.4. ♣
Proposition 1.3.4.6 Let (X, δ) be an arbitrary proximity space, (X ′

k, δ
′
k)

its extension constructed in the proof of Theorem 1.3.4.2, X ⊂ X ′ ⊂ X ′
k. If

(X ′, δ′k|X ′) is compact, then X ′ = X ′
k.

Proof : Let U ′ be the precompact uniformity inducing δ′k. U ′ is complete
by Proposition 1.3.2.6, and it is evidently a reduced extension of U ′|X = U ,
hence, it is identical with the complete extension of U . If δ′k|X ′ is compact,
then U ′|X ′ is complete, thus the statement follows from Proposition 1.3.3.19
and Corollary 1.3.3.4. ♣
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Proposition 1.3.4.7 Let (X ′
k, δ

′
k) be the extension of the proximity space

(X, δ) described in Theorem 1.3.4.2 and (X ′, δ′) an arbitrary reduced exten-
sion of the same space. Then (X ′, δ′) can be mapped by means of a uniquely
determined δ-homeomorphism h fixing X onto a suitable subspace (X ′′, δ′′)
of (X ′

k, δ
′
k), where X ⊂ X ′′ ⊂ X ′

k, δ′′ = δ′k|X ′′. δ′ is compact if and only if
h(X ′) = X ′′ = X ′

k.

Proof : Let U , U ′c and U ′ be the precompact uniformities inducing the prox-
imities δ, δ′k and δ′ respectively. U ′c and U ′ are extensions of U by Proposition
1.3.4.2, namely reduced extensions, U ′c is also complete according to Propo-
sition 1.3.2.6, thus there exists by Proposition 1.3.3.20 a uniform isomor-
phism h : (X ′,U ′) → (X ′′,U ′c|X ′′) fixing X, X ⊂ X ′′ ⊂ X ′

k. According to
Proposition 1.2.5.2, h : (X ′, δ′) → (X ′′, δ′′k |X ′′) is a δ-homeomorphism. On
the other hand, if, for a set X ⊂ X ′′ ⊂ X ′

k, g : (X ′, δ′) → (X ′′, δ′k|X ′′) is a
δ-homeomorphism fixing X, then g is by Corollary 1.2.6.1 also a uniform iso-
morphism with respect to the uniformity U ′ and U ′c|X ′′, since, by Corollary
1.2.6.1, U ′c|X ′′ is a precompact uniformity. Hence, according to Proposition
1.3.3.20, g = h. δ′ and δ′k|X ′′ are simultaneously compact, namely by the
previous proposition if and only if X ′′ = X ′

k. ♣

Definition 1.3.4.2 The proximity space (X ′, δ′) is said to be the Smirnoff
compactification of the proximity space (X, δ) if δ′ is a compact and re-
duced extension of δ.

The Smirnoff compactification of the proximity space (X, δ) will be de-
noted by uX. The set uX consists, by Theorem 1.3.4.1, from all compressed,
round filters in X, i.e. from maximal round filters by Theorem 1.3.3.1,
i.e. from ends in X by Theorem 1.3.3.2. Smirnoff defined the proximity
in uX with the help of the operator O〈 〉, which corresponds to each set
A ⊂ X the set of all ends ξ ∈ uX which contain the set A as an element:
O〈A〉 = {ξ ∈ uX : A ∈ ξ}.

Now let C and D be any two sets of uX. We will say they are far apart
if and only if there are two sets A and B in X which are far apart such that
C ⊂ O〈A〉 and D ⊂ O〈B〉. It can be proved that a relation defined in such
a way is a proximity on uX which is equivalent to the proximity defined in
Proposition 1.3.4.3. Operator O〈 〉 has the following simple, but important
properties:

(a) O〈A〉 ∩O〈B〉 = O〈A ∩B〉 for any A,B ⊆ X;
(b) ∪λO〈Aλ〉 ⊆ O〈∪Aλ〉 for any {Aλ} ⊆ P (X);
(c) if X −A and X −B are far in X, then O〈A〉 ∪O〈B〉 = uX;
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(d) O〈intA〉 = O〈A〉 holds for any A ⊆ X;
(e) O〈A〉 is open in uX for any A ⊆ X;
(f) the sets O〈Γ〉, where Γ is any open set in X, form a basis for compact

uX;
(g) for any set A of the proximity space X, the set O〈A〉 is the largest

among the open sets of the space uX which trace is intA in X;
(h) O〈H〉uX

= H
uX for each H ∈ τδ;

(i) A
uX = uX −O〈X −A〉 for each A ⊆ X.

Let us prove some of these properties.
(c) For this it is enough to prove that any end in ξ ∈ uX contains either

A or B, if X − A and X − B are far in X. In case that A = X it is clear
that X ∈ ξ. Otherwise X − A = D is non-empty, so the system ξD of all
δ-neighborhoods of D is a centered by property (O6) formulated in Theorem
1.1.1.1. If every H of an end ξ meets D, then the union ξ∪ ξD of the system
ξD with the end ξ will be centered δ-system, so ξD ⊆ ξ. But DδX − B,
which means B ∈ ξD and consequently B ∈ ξ. Finally, in the remaining
case when D is non-empty and the end ξ has an element H which does not
meet D, it follows that H ⊆ A, and so A ∈ ξ, which proves our assertion.

(e) On account of Proposition 1.1.2.5, it suffices to prove that O〈A〉 is a
δ-neighborhood of each end ξ ∈ O〈A〉. Indeed, if ξ ∈ O〈A〉, i.e. if A ∈ ξ,
then there are sets B and C in ξ such that C ¿ B ¿ A. Since B and
X − A are far, by (c) it follows that uX = O〈X − B〉 ∪ O〈A〉, whence
uX −O〈A〉 ⊆ O〈X −B〉. But, as a matter of fact, ξ ∈ O〈C〉 and the sets C
and X −B are far apart. This means by our definition of proximity in uX
that ξ is far from uX −O〈A〉, which was to be proved.

We know that the system ξx of all δ-neighborhood of any point x ∈ X
is an end. It is easy to prove that a mapping f : X → uX, assigning
to each point x ∈ X the end ξx ∈ uX, is a δ-homeomorphism of X into
uX. However, it can be proved that this mapping is at the same time a
δ-homeomorphism for which f−1(O〈A〉) = intA, where A is an arbitrary set
in X. Identifying each point x ∈ X with the end ξx, we can see that the
proximity space X is a subspace of the proximity space uX.

In other words, the operator O〈P 〉 = OP 〈 〉, considered only on the
system of all open sets of proximity space X, is, in fact, the well-known
operator O( ) = OX

uX( ), which corresponds to each open set Γ of X the
largest open set H of uX excises Γ from X (see [294]).

Theorem 1.3.4.2 and Proposition 1.3.4.7 give

Corollary 1.3.4.2 Every proximity space (X, δ) has a compactification;
(X ′

k, δ
′
k) in Theorem 1.3.4.2 is one of them. Two compactificatons of the
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space (X, δ) can be mapped onto each other by means of a uniquely deter-
mined δ-homeomorphism fixing X. ♣

By Proposition 1.3.4.7 we have:

Corollary 1.3.4.3 The compactification of a separated proximity space is
separated. ♣

Proposition 1.3.4.8 Let (X ′, δ′) be a compactification of the proximity
space (X, δ). If U is a uniformity inducing δ, then there corresponds to
it a uniquely determined set X ⊂ X ′

U ⊂ X ′ and a uniquely determined
uniformity U ′U on it such that (X ′

U ,U ′U ) is the completion of (X,U) and
δU ′U = δ′|X ′

U is fulfilled. If U1 and U2 are uniformities inducing δ and if
U1 < U2, then X ′

U1
⊃ X ′

U2
.

Proof : If δU = δ and (X ′
c,U ′c) is the completion of the space (X,U),

then (X ′
c, δU ′c) is evidently a reduced extension of (X, δ). Hence there ex-

ists a uniquely determined set X ⊂ X ′
U ⊂ X ′ and uniquely determined

δ-homeomorphism h : (X ′
c, δU ′c) → (X ′

U , δ′|X ′
U ) fixing X. If f denotes its

inverse and U ′U = f−1(U ′c), then U ′U is the required uniformity on X ′
U since f

is a uniform isomorphism with respect to U ′U and U ′c by Proposition 1.2.5.10,
δU ′U = f−1(δU ′c) by Proposition 1.2.4.7 and hence δU ′U = δ′|X ′

U by Proposi-
tion 1.1.6.11. On account of Theorem 1.3.3.4 and Proposition 1.3.3.20, X ′

U
consists evidently of those points x ∈ X ′ whose τδ′-neighborhood filter in X
furnishes a trace filter F(x) which is a U-Cauchy filter. From this and from
Corollary 1.2.9.1 it follows that U1 < U2 implies X ′

U1
⊃ X ′

U2
. ♣

Let us consider compactification of completely regular spaces. First, let
us introduce the following notion.

Definition 1.3.4.3 The space (X ′, τ ′) is said to be an ordinary com-
pactification of the completely regular space (X, τ) if (X ′, τ ′) is a compact
S2-space and a reduced extension of (X, τ).

Definition 1.3.4.4 Let (X ′
1, τ

′
1) and (X ′

2, τ
′
2) be two ordinary compactifica-

tions of the space (X, τ). We say that (X ′
1, τ

′
1) is a coarser compactifi-

cation than (X ′
2, τ

′
2), or that (X ′

2, τ
′
2) is a finer compactification than

(X ′
1, τ

′
1), if there exists a continuous surjection f : X ′

2 → X ′
1 fixing X. We

say that (X ′
1, τ

′
1) and (X ′

2, τ
′
2) are equivalent compactifications if there

exists a homeomorphism from X ′
1 onto X ′

2 fixing X.

The latter relation is obviously reflexive, symmetric and transitive.
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Proposition 1.3.4.9 Let (X, τ) be a completely regular space, δ a proximity
relation inducing τ , and (X ′, δ′) a compactification of the space (X, τ). Then
(X ′, τδ′) is an ordinary compactification of the space (X, τ).

Proof : (X ′, τδ′) is a reduced extension of (X, τ), it is compact, an S3-space
and a fortiory S2-space. ♣

Proposition 1.3.4.10 Let (X, τ) be a completely regular space, (X ′, τ ′) an
ordinary compactification of it. Then there exists exactly one proximity δ′

on X ′ inducing τ ′ such that (X ′, δ′) is the compactification of (X, δ′|X) and
τ = τδ′|X .

Proof : By Theorem 1.1.3.4 there exists exactly one proximity δ′ inducing τ ′

and, on account of Proposition 1.1.5.1, τ = τ ′|X = τδ′|X . Therefore (X ′, τ ′)
is a reduced, compact extension of (X, δ′|X). ♣

Theorem 1.3.4.3 (Smirnoff’s theorem) Let (X, τ) be a completely reg-
ular space. Every ordinary compactification of this space can be obtained by
constructing the compactification (X ′, δ′) of (X, δ) for a proximity δ induc-
ing τ and choosing τ ′ equal to τδ′. In this way an ordinary compactification
of (X, τ) is obtained from any proximity δ inducing τ . Let δ1 and δ2 be two
proximities inducing τ , and (X ′

1, τ
′
1) and (X ′

2, τ
′
2) ordinary compactifications

corresponding to them in the way mentioned above. The compactification
(X ′

1, τ
′
1) is coarser than the compactification (X ′

2, τ
′
2) if and only if δ1 < δ2.

These two compactifications are equivalent if and only if δ1 = δ2.

Proof : The first statements are repetitions of Propositions 1.3.4.9 and
1.3.4.10. Let us suppose that δ1, δ2, (X ′

1, τ
′
1) and (X ′

2, τ
′
2) have the properties

described in the theorem, and δ′1 and δ′2 are extensions of δ1 and δ2 induc-
ing τ ′1 and τ ′2 respectively. If the compactification (X ′

1, τ
′
1) is coarser than

(X ′
2, τ

′
2), then there exists a continuous surjection f : (X ′

2, τ
′
2) → (X ′

1, τ
′
1)

fixing X. By Proposition 1.1.6.10, f is at the same time δ-continuous with
respect to δ′2 and δ′1 and then on account of Proposition 1.1.6.6 and Proposi-
tion 1.1.6.11 f |XX is δ-continuous with respect to δ2 and δ1; thus by Corollary
1.1.6.4 δ1 < δ2. Conversely, if δ1 < δ2, then the identity mapping of X is
δ-continuous with respect to δ2 and δ1 and therefore by Proposition 1.1.6.6,
denoting by g the canonical injection of X into X ′

1, g is δ-continuous with
respect to δ′2 and δ′1. Hence Proposition 1.3.2.8 guarantees the existence
of a δ-continuous mapping f : X ′

2 → X ′
1 such that f |XX = g. Accordingly,

f : (X ′
2, τ

′
2) → (X ′

1, τ
′
1) is a continuous mapping fixing X on account of
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Proposition 1.1.6.8. Since f is continuous, the topology τ ′1|f(X ′
2) is com-

pact and since X ⊂ f(X ′
2) ⊂ X ′

1, on account of Proposition 1.3.4.6 and
Corollary 1.3.4.2 we have that f(X ′

2) = X ′
1.

If the compactifications (X ′
1, τ

′
1) and (X ′

2, τ
′
2) are equivalent, then evi-

dently either of them is coarser than the other one and hence, by the fore-
going δ1 < δ2 < δ1, which implies δ1 = δ2. On the other hand, if δ1 = δ2,
then (X ′

1, δ
′
1) and (X ′

2, δ
′
2) are two compactifications of the proximity space

(X, δ), where δ = δ′1 = δ′2. Thus by Corollary 1.3.4.2 there exists a δ-
homeomorphism with respect to the proximities δ′1 and δ′2 fixing X which is
a homeomorphism with respect to the topologies τ ′1 and τ ′2 by Proposition
1.1.6.8. ♣

Proposition 1.3.4.11 The ordinary compactifications of a Tychonoff space
coincide with the T2-compactifications of the space.

Proof : If (X, τ) is a completely regular T0-space, then its ordinary compact-
ifications are by the previous theorem simultaneous T0- and S2-spaces, thus
T2-spaces. Conversely a T2-compactification is an S2-space and T0-space;
thus by Corollary 1.3.1.2 it is a reduced S2-compactification. ♣

The proximity belonging to a given ordinary compactification according
to Theorem 1.3.4.3 can be obtained directly:

Proposition 1.3.4.12 Let (X, τ) be a completely regular space, δ a prox-
imity inducing τ , (X ′, δ′) a compactification of the space (X, δ) and τ ′ = τδ′.
Then, for A,B ⊂ X, AδB holds if and only if A

τ ′ ∩B
τ ′ 6= ∅.

Proof : AδB holds if and only if Aδ′B, and this is valid by Proposition
1.1.2.4 if and only if A

τ ′
δ′Bτ ′ . The latter is by Theorem 1.1.3.4 equivalent

to A
τ ′ ∩B

τ ′ = ∅. ♣
With the help of this result, the following can be easily proved:

Theorem 1.3.4.4 Let (X, τ) be a non-compact, completely regular space.
The Alexandroff compactification of this space is an ordinary compactifica-
tion if and only if the space is locally compact and then this is the coarsest
ordinary compactification of the space.

Proof : By Proposition 1.3.1.14 the Alexandroff compactification (X ′, τ ′)
is always a reduced extension and it is on account of Proposition 1.3.1.15
- for a completely regular topology τ - an S2-space if and only if τ is lo-
cally compact. If (X, τ) is a space with this property, then the proximity
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δ corresponding to (X ′, τ ′) on X holds between A and B if and only if the
τ ′-closures of A and B intersect each other; in other words AδB holds if
and only if A

τ ′ ∩ B
τ ′ = ∅. The latter is equivalent to the fact that the τ -

closures of A and B do not intersect and moreover - with the usual notation
X ′ = X ∪ {ω} - one of A

τ ′ and B
τ ′ at the most contains ω. But if ω 6∈ A

τ ′ ,
then A = A

τ ′ ∩ X is the τ -closure of A and it is compact. On the other
hand, if A

τ ′ ∩X is compact, then X −A
τ ′ belongs to the trace filter F(ω),

so that (X − A
τ ′) ∪ {ω} is a τ ′-neighborhood of ω not intersecting A and

ω 6∈ A
τ ′ . Finally, we can say that δ is identical with the proximity defined

in Theorem 1.2.11.5 from which it is known that it is the coarsest proximity
inducing the topology τ . ♣

It is known that there exists the finest among the proximities inducing
the completely regular topology τ ; this is called the Czech-Stone proximity.
By Theorem 1.3.4.3, the ordinary compactification corresponding to it is
the finest ordinary compactification. On account of Proposition 1.2.10.11
we have:

Proposition 1.3.4.13 Let (X, τ) be a completely regular space, δ the prox-
imity on X for which AδB holds if and only if A and B are separated by a
τ -continuous function, (X ′, δ′) the compactification of the space (X, δ) and
τ ′ = τδ′. Then (X ′, τ ′) is the finest ordinary compactification of the space
(X, τ). ♣

Definition 1.3.4.5 The space (X ′, τ ′) in Proposition 1.3.4.13 and the to-
pology τ ′ are called the Czech-Stone compactification of the space (X, τ)
and of the topology τ respectively.

It follows from Theorem 1.3.4.3 that two Czech-Stone compactifications
of the space (X, τ) can be mapped onto each other by means of a homeo-
morphism fixing X.

Important characteristic properties of the Czech-Stone compactification
are contained in the following theorem:

Theorem 1.3.4.5 Let (X ′, τ ′) be an ordinary compactification of the com-
pletely regular space (X, τ). The following statements are equivalent:

(a) (X ′, τ ′) is the Czech-Stone compactification of (X, τ);
(b) if (Y, τ1) is a compact S2-space and f : (X, τ) → (Y, τ1) is a contin-

uous mapping, then there exists a continuous mapping g : (X ′, τ ′) → (Y, τ1)
such that g|X = f ;
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(c) if f is a τ -continuous bounded function, then there exists a τ ′-conti-
nuous function g such that g|X = f .

Proof : (a) ⇒ (b) : Let δ be the Czech-Stone proximity of the topology τ ,
δ′ its extension inducing τ ′, δ1 the proximity inducing τ1 (it is unique by
Theorem 1.1.3.4). If f : (X, τ) → (Y, τ1) is a continuous mapping, then it
is δ-continuous by Proposition 1.1.6.9. Thus on account Proposition 1.3.2.8
there exists a δ-continuous mapping g : (X ′, δ′) → (Y, δ1) such that g|X = f .
Then g : (X ′, τ ′) → (Y, τ1) is continuous as well.

(b) ⇒ (c) : Let I ⊂ R be a finite closed interval such that f(X) ⊂ I.
Then h = f |IX : X → I is continuous with respect to τ and E|I, where
E|I is a compact T2-topology. Furthermore there exists continuous function
k : (X ′, τ ′) → (I, E|I) such that k|X = h. If m : I → R is the canonical
injection and g = m◦k, then g : (X ′, τ ′) → (R, E) is the required continuous
extension of f .

(c) ⇒ (a) : Let δ′0 be the proximity inducing τ ′, δ0 = δ′0|X. It is to
be shown that δ0 is identical with the Czech-Stone proximity δ of τ , i.e.
that δ < δ0, on account of δ0 < δ. However, if AδB, i.e. if by Proposition
1.2.10.11 A and B are separated by a τ -continuous function f , then let
g : X ′ → R be a τ ′-continuous function for which g|X = f holds. Then
g(A τ ′) = 0, g(B τ ′) = 1, so that A

τ ′ ∩ B
τ ′ = ∅. But then according to

Proposition 1.3.4.12 it follows that Aδ0B. ♣

Proposition 1.3.4.14 Let (X, τ) be a completely regular space, (X1, τ1)
one of its completely regular, reduced extensions. If (X1, τ1) is a subspace
of the Czech-Stone compactification of the space (X, τ), then every bounded
τ -continuous function has a τ1-continuous extension. If (X1, τ1) has the
latter property, then any Czech-Stone compactification (X2, τ2) of the space
(X1, τ1) is at the same time the Czech-Stone compactification of (X, τ).

Proof : The first statement follows directly from the previous proposition.
To prove the second part of the statement, let us notice that (X2, τ2) is
a reduced extension by Proposition 1.3.1.10, and hence an ordinary com-
pactification of (X, τ). If f is a bounded τ -continuous function, then it
has a τ1-continuous extension which is itself bounded. Hence it can be τ2-
continuous extended over X2. Thus the statement follows from Theorem
1.3.4.5. ♣

The Czech-Stone compactification was originally defined with the help
of the Czech-Stone proximity. However, it can be constructed by means of
a uniformity as well.
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Proposition 1.3.4.15 Let (X, τ) be a completely regular space, Φ∗ the fun-
ction family consisting of all bounded, τ -continuous functions. If (X ′,U ′) is
the completion of the uniform space (X,UΦ∗), then (X ′, τU ′) is the Czech-
Stone compactification of (X, τ).

Proof : The proximity δUΦ∗ = δΦ∗ is identical with the Czech-Stone prox-
imity of τ by Proposition 1.2.10.11 and UΦ∗ is precompact on account of
Proposition 1.2.10.7. (X ′,U ′) is a compact, reduced extension of (X,UΦ∗)
by Corollary 1.3.3.9, thus (X ′, δU ′) is identical with the compactification
(X, δΦ∗) while (X ′, τδU′ ) = (X ′, τU ′) is identical with the Czech-Stone com-
pactification of (X, τ). ♣

Therefore compact spaces can be also characterized among the com-
pletely regular spaces as follows:

Proposition 1.3.4.16 Let (X, τ) be a completely regular space, Φ∗ the fun-
ction family consisting of bounded, τ -continuous functions. The following
statements are equivalent:

(a) (X, τ) is compact;
(b) UΦ∗ is complete;
(c) (X, τ) is the Czech-Stone compactification of itself.

Proof : (a) ⇒ (b) : By Proposition 1.2.10.11 τUΦ∗ = τ , so that on account
of Proposition 1.3.2.6 the compactness of τ implies the completeness of UΦ∗ .

(b) ⇒ (c) : If UΦ∗ is complete , then (X,UΦ∗) is a completion of itself
and by the previous proposition the Czech-Stone compactification of (X, τ)
is (X, τUΦ∗ ) = (X, τ).

(c) ⇒ (a) Obvious.

Historical and bibliographic notes

Specific examples of extensions of spaces, such as the completion of ra-
tional numbers by means of real numbers, or the compactification of the
complex plane by adding the ”point in infinity,” have been known for a long
time. The work on ”prime ends” by C. Caratheodory in 1913 gives further
impetus to the development of general theory of extensions (see [42]). The
beginnings of such a theory can be found in articles of H.Tietze in 1924, who
used the concept of ”one-point compactification” and ”absolute H-closure,”
(see [322]), P. S. Alexandroff in 1924 ( see [3]) and P.S. Urysohn in 1924 (see
[11]), who, besides using these concepts, introduce ”bicompactness”. A. Ty-
chonoff in 1930 made further significant advances, among others, by pointing



130 Proximity spaces and uniform spaces

out the importance of complete regularity in this context (see [324]). Elab-
orating and analyzing Tychonoff’s ideas further, E. Czech proved in 1937
that the compactification, now known as the Czech-Stone, is maximal in the
set of all compactification of a Tychonoff space (see [62]). M. H. Stone also
obtained the same results, as well as many other results for extensions (see
[312]). A large number of results concerning the Czech-Stone compactifica-
tion is collected in R. C. Walker’s book [328].

The centred system is used by the Soviet school instead of the filter.
An excellent survey of centred systems in topological spaces has recently
been published by S. Iliadis and S. V. Fomin [149]. The concept of an
end was originated by Alexandroff, while both H. Freudentahl (see [112])
and P. S. Alexandroff (see [5], p. 244) defined a round filter. Ju. M.
Smirnoff used these devices in his proximal extension theory. The results on
proximal extensions are due to Smirnoff [294], who was the first to explain
the relationship between proximities and compactifications.

1.4 Connectedness of uniform andproximity spaces

1.4.1 Definition and basic properties

Connectedness of topological spaces can be defined in terms of continuous
function to a discrete space. We will consider similar properties for prox-
imity and uniform spaces obtained by replacing continuous functions by
δ-continuous or uniformly continuous functions.

Definition 1.4.1.1 A proximity space (X, δ) is δ-connected if every δ-
continuous function on X to a discrete space is constant. A subset A of X
is δ-connected if it is δ-connected as a proximity subspace.

Since each δ-continuous function, by Proposition 1.1.6.8, is τδ-continuo-
us, then every τδ-connected space is also δ-connected. The converse in gen-
eral case is not true.

Example 1.4.1.1 To prove that the converse is not true, let us consider
the set Q of rational numbers as a proximity subspace of the space of real
numbers with the metric proximity δd. As a proximity subspace of R, the
space (Q, E|Q) is not connected.
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However, it is δd-connected. Indeed, let f be any δ-continuous function
from Q to discrete space {0, 1}. If it is not constant, then the sets f−1({0})
and f−1({1}) are far, because the sets {0} and {1} are far in the space {0, 1}.
But then one of them must be empty. Indeed, in the opposite case these
sets will be downright subsets of Q whose union gives the space Q; but since
they are far, it follows that d(f−1({0}), f−1({1})) = η > 0. This means that
there exists an interval (α, β) ⊂ R with the property that |β − α| > 0, and
(α, β) ∩ Q = ∅, which is a contradiction, because the set Q is dense in R.
Thus, one of the sets f−1({0}) and f−1({1}) must be empty, which proves
that the function f is constant.

Proposition 1.4.1.1 In any proximity space (X, δ) the following state-
ments are equivalent:

(a) the space (X, δ) is δ-connected;
(b) Aδ(X −A) for each subset A of X, ∅ 6= A 6= X;
(c) if X = A ∪B and AδB, then one of the sets A and B is empty.

Proof : (a) ⇒ (b) : Let us suppose that there exists a non-empty set A 6= X
such that Aδ(X − A). Let us define the function f : X → {0, 1} in the
following manner: f(A) = {0}, f(X − A) = {1}. Since {0, 1} is a discrete
space, the sets {0} and {1} are only sets which are far. Also, we have that
f−1({0})δf−1({1}), and therefore f is a δ-continuous function which is not
constant.

(b) ⇒ (c) : Let us suppose that there are non-empty sets A, B ⊂ X such
that X = A ∪B and AδB. Since X = A ∪B, then X −A ⊂ B. Therefore,
by Proposition 1.1.1.2 (b) AδX −A holds.

(c) ⇒ (a) : Let f : X → {0, 1} be a δ-continuous function which is not
constant. Then A = f−1({0}) and B = f−1({1}) are non-empty sets for
which it is obvious that A ∪B = X, and since f is a δ-continuous function,
we have that AδB. ♣

Corollary 1.4.1.1 A proximity space (X, δ) is δ-connected if and only if it
can not be presented as the union of two non-empty far sets.

Proposition 1.4.1.2 A subspace (Y, δY ) of the proximity space (X, δX) is
δ-connected if and only if for each two sets A and B for which Y = A ∪ B
and AδXB holds, one of them is empty.

Proof : Let us suppose that the subspace Y is δ-connected and let A and
B be the sets for which Y = A ∪ B and AδXB holds. Then, AδY B, and
therefore, by the previous proposition, A = ∅ or B = ∅ holds.
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To prove the converse, let us suppose that Y is not a δ-connected sub-
space of X. Then by previous proposition there are non-empty sets A and
B such that Y = A∪B and AδY B. But then for the sets A and B we have
that Y = A ∪B and AδXB. ♣

Proposition 1.4.1.3 Let (Y, δY ) be a δ-connected subspace of proximity
space (X, δX). If the sets A and B are far in X and Y ⊂ A ∪ B, then
either Y ⊂ A or Y ⊂ B.

Proof : The sets A ∩ Y and B ∩ Y are far in X by Proposition 1.1.1.2 (b),
while their union is equal to Y . Therefore, by the previous proposition, one
of them must be empty. But then the set Y is contained in the other. ♣

Proposition 1.4.1.4 Let Y be a δ-connected subspace of the δ-connected
space X. If A and B are far subsets in the space X and if X − Y = A

⋃
B,

then A ∪ Y and B ∪ Y are δ-connected sets.

Proof : Let us suppose that the set A ∪ Y is not δ-connected. Then by
Proposition 1.4.1.1 there exist non-empty far sets M and N for which A∪Y
= M ∪ N holds. Since Y ⊂ A ∪ Y = M ∪ N , the set Y is contained in
exactly one of the sets M or N by Proposition 1.4.1.3. Let us suppose that
Y ⊂ N . Then Y ∩M = ∅. So, from M ⊂ A∪Y follows M ⊂ A. Since AδB,
we have that MδB. Now, from MδN and MδB we have that Mδ(B ∪N).
It is obvious that X = Y ∪ A ∪B = (M ∪N) ∪B = M ∪ (N ∪B), so X is
not δ-connected, which is a contradiction. ♣

Proposition 1.4.1.5 Let {Ys : s ∈ S} be a family of δ-connected subspaces
of the proximity space (X, δ). If there exists an s0 ∈ S such that the set Ys0

is near to each of the sets Ys, then the union ∪{Ys : s ∈ S} is a δ-connected
subspace of the space X.

Proof : Let us suppose that Y = ∪{Ys : s ∈ S} = A∪B, where A and B are
far subsets of X. Then, by the previous proposition, the set Ys0 is contained
in one of the sets A or B. Let us suppose that Ys0 ⊂ A holds. Then also
Ys ⊂ A for each Ys. Indeed, if Ys ⊂ B for some Ys, then by Proposition
1.1.1.2 (b) we have that Ys0δYs, contrary to the supposition. Therefore we
have that Ys ⊂ A for each s ∈ S. Hence Y ⊂ A. But then B = ∅ holds, and
thus, by Proposition 1.4.1.2, Y is a δ-connected subspace of the space X. ♣

Corollary 1.4.1.2 If the family {Ys : s ∈ S} of δ-connected subspaces of
the proximity space X has a non-empty intersection, then the union

⋃
s∈S Ys

is a δ-connected subspace of the space X. ♣
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Corollary 1.4.1.3 If a subspace Y of the proximity space X is δ-connected,
then every subspace Z of X which satisfies the condition Y ⊂ Z ⊂ Y is also
δ-connected. ♣

Proof : The family {Y ∪ {x} : x ∈ Z} satisfies the condition in Proposition
1.4.1.5, with Ys0 = Y . ♣

Corollary 1.4.1.4 If the proximity space X contains a δ-connected dense
subspace, then X is a δ-connected space. ♣

Corollary 1.4.1.5 If any two points of the proximity space X can be joined
by a δ-connected subspace of X, then the space X is δ-connected.

Proof : Let x0 ∈ X be a fixed point of the space X. For every point x ∈ X
let Yx denote a connected subspace of X joining x0 and x. Then the family
{Yx : x ∈ X} satisfies the assumptions of Consequence 1.4.1.2, which implies
that

⋃
x∈X Yx = X is a δ-connected space. ♣

Proposition 1.4.1.6 The Smirnoff compactification (X∗, δ∗) of the prox-
imity space (X, δ) is δ-connected if and only if the proximity space X is
δ-connected.

Proof : Let us suppose first that the space (X, δ) is δ-connected. If the
space (X∗, δ∗) is not δ∗-connected, then it is not τδ∗-connected. Therefore
there exist two non-empty sets A and B which are simultaneously open and
closed in X∗, different from X∗, such that

A ∪B = X∗ , A ∩B = ∅ .

But then

(A ∩X) ∪ (B ∩X) = X , (A ∩X) ∩ (B ∩X) = ∅ ,

for which we have that A ∩X 6= ∅ and B ∩X 6= ∅. Indeed, if the equality
A ∩X = ∅ is true, then X = B ∩X ⊂ B, and since X is dense in X∗, and
B is closed in X∗, we have that B = X∗, which is in contradiction with
the choice of the sets A and B. In an analogous manner we can prove that
B ∩ X 6= ∅. We can also see that A 6= X 6= B. Indeed, if X = A, then
B

⋂
X = ∅, which is a contradiction.

Let us prove now that

A ∩X
τ∗ = A , B ∩X

τ∗ = B ,
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where τ∗ = τδ∗ . To do this, let us first note that A
τ∗ = A and B

τ∗ = B. If
x ∈ A ∩X

τ∗ , then it is obvious that x ∈ A
τ∗ = A. To prove the converse

inclusion, let us suppose that there exists some point x ∈ A which is not
contained in the set A

⋂
X

τ∗
. In this case there exists a neighborhood

Ux of the point x in the space X∗ with the property Ux ∩ (A ∩ X) = ∅,
which is impossible, because X is dense in X∗. In an analogous manner
it can be proved that B ∩X

τ∗ = B. Now from A
⋂

B = ∅ follows the
equality A ∩X

τ∗∩B ∩X
τ∗ = ∅. Thus, by Theorem 1.1.3.4 and Proposition

1.1.2.4 we have that (A ∩ X)δ∗(B ∩ X), i.e. (A ∩ X)δ(B ∩ X). Since
X − (A∩X) ⊂ B ∩X, then (A∩X)δ(X − (A∩X)), from which, according
to Proposition 1.4.1.1, there follows that the space (X, δ) is not δ-connected,
which is in contradiction to the supposition.

To prove the converse, let us first note that the discrete space {0, 1},
as a subspace of the space R of real numbers, is close and compact. Let
f : X → {0, 1} be any δ-continuous function. Then by Proposition 1.3.2.8
there exists a unique determined δ-continuous extension f∗ : X∗ → {0, 1} of
f from X to the compactification X∗. Since X∗ is δ∗-connected, the function
f∗ is constant. But then the function f is also constant, which proves that
the space X is δ-connected. ♣

Proposition 1.4.1.7 The Czech-Stone compactification (X∗, δ∗) of a prox-
imity space (X, δ) is δ-connected if and only if the proximity space (X, δ) is
δ-connected.

Proof : Let us suppose that (X∗, δ∗) is δ-connected and let f : X → {0, 1}
be any δ-continuous function. Then by Proposition 1.3.2.8 there exists a
δ-continuous extension f∗ : X∗ → {0, 1} such that f∗|X = f . Since X∗ by
supposition is δ-connected, the f∗ is a constant function. But then f is also
a constant function, so that X is a δ-connected space.

Conversely, if X is a δ-connected space, then, by Corollary 1.4.1.4, the
space X∗ is δ-connected. ♣

Proposition 1.4.1.8 If a space (X, τ) is δ-connected with respect to any
proximity relation on X which is compatible with the topology τ , then the
space X is τ -connected.

Proof : Let S be a set of all proximity relations on X compatible with the
topology τ . Then by Corollary 1.1.4.2 between them there exists the finest
proximity δ and this is exactly the Czech-Stone proximity. It is compati-
ble with the topology τ , so that (X, δ) is a δ-connected space. According
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to Theorem 1.3.4.3, Smirnoff compactification (X∗, δ∗) is the finest ordinal
compactification. Therefore (X∗, δ∗) is the Czech-Stone compactification of
proximity space (X, τ). Since, by the previous proposition, (X∗, δ∗) is a
δ-connected space, it is, on account of the compactness of the space X∗ and
by Proposition 1.1.6.10, τδ∗-connected. Therefore (X, τ) is τ -connected by
the well known theorem of general topology. ♣

Proposition 1.4.1.9 Let f be a δ-continuous mappingfrom a δ-connected
proximity space (X, δX) onto a proximity space (Y, δY ). Then the space Y
is δ-connected.

Proof : If the proximity space (Y, δ) is not δ-connected, then by Proposition
1.4.1.1 there exists a set B, ∅ 6= B 6= Y , such that BδY (Y −B). Since f is a
δ-continuous mapping, we have that f−1(B)δXf−1(Y −B) = X − f−1(B).
The set f−1(B) is non-empty and different from X, so that the space X is
not δ-connected by Proposition 1.4.1.1. ♣

Proposition 1.4.1.10 The Cartesian product
∏

i∈I Xi, where Xi 6= ∅ for
each i ∈ I, is δ-connected if and only if all spaces Xi are δ-connected.

Proof : If the Cartesian product X =
∏

i∈I Xi is δ-connected, then all
spaces Xi are δi-connected by previous proposition, because the projection
pi : X → Xi is a δ-continuous mapping of X onto Xi.

We shall now prove that Cartesian product of δi-connected spaces
(Xi, δi), i ∈ I, is a δ-connected space. To begin with, let us consider
the Cartesian product X × Y of two δ-connected proximity spaces. Any
two points (x1, y1) and (x2, y2) of the space X × Y can be joined by the set
(X×{y1})∪({x2}×Y ), which is δ-connected as the union of two δ-connected
sets with a non-empty intersection. Hence, the space X × Y is δ-connected
by Corollary 1.4.1.5.

By induction one can readily show that any finite Cartesian product of
δ-connected spaces is also a δ-connected space.

Let us consider the family {Xi}i∈I of non-empty δ-connected spaces. For
every i ∈ I let us choose a point ai ∈ Xi. Let us denote by I the family of
all finite subsets of the set I and for every L ∈ I let CL =

∏
i∈I Ai, where

Ai = {ai} if i 6∈ L, and Ai = Xi if i ∈ L. By the finite case of our theorem,
the family {CL}L∈I consists of δ-connected subspaces of the space X. Since
a = (ai) ∈

⋂
L∈I CL 6= ∅, it follows from Corollary 1.4.1.2 that the union

C =
⋃

L∈I CL is δ-connected. But C is a dense subspace of X, so that we
conclude the proof by applying Corollary 1.4.1.4. ♣
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Definition 1.4.1.2 A δ-continuous mapping f from a proximity space X
to a proximity space Y is called δ-monotone if for every y ∈ Y the set
f−1(y) is a δ-connected set.

Definition 1.4.1.3 A δ-continuous mapping f : (X, δX) → (Y, δY ) is δ-
quotient if for each C, D ⊂ Y , CδY D if and only if f−1(C)δXf−1(D).

Proposition 1.4.1.11 If f is a δ-monotone and δ-quotient mapping from
a proximity space X onto a proximity space Y , then f−1(C) is a δ-connected
subset of X for each δ-connected subset C of Y .

Proof : Let us suppose that f−1(C) is not δ-connected. Then by Corollary
1.4.1.1 there exist non-empty far sets A and B such that f−1(C) = A ∪ B.
Since the mapping f is δ-monotone, we have that for each y ∈ C the set
f−1(y) is δ-connected and contained in one of the sets A or B by Proposition
1.4.1.3. Let us define the sets P and Q in the following way:

P = {y ∈ C : f−1(y) ⊂ A} , Q = {y ∈ C : f−1(y) ⊂ B} .

It is obvious that A = f−1(P ), B = f−1(Q) and C = P ∪ Q. Since f
is a δ-quotient and AδB, then PδQ, i.e. C is not connected, which is a
contradiction. ♣

Definition 1.4.1.4 A finite sequence of the subsets A1, A2, . . . , An of a
proximity space X is a δ-chain if AiδAi+1 for each i = 1, 2, . . . , n − 1.
A family A of subsets of the proximity space X is called δ-chained if for
every two elements A and B of A, there exists a δ-chain consisting of the
elements of the family A which joins the sets A and B.

Proposition 1.4.1.12 If A1, A2, . . . , An is a δ-chain and if the sets Ai,
i = 1, 2, . . . , n, are δ-connected, then the union ∪{Ai : i = 1, 2, . . . , n} is a
δ-connected set.

Proof : For n = 2 the assertion is true by Proposition 1.4.1.5. Now, the
assertion of the proposition can be proved easily by induction. ♣

Proposition 1.4.1.13 Let A = {As : s ∈ S} be a δ-chained family. If As

is a δ-connected set for each s ∈ S, then the set A =
⋃

s∈S As is δ-connected.

Proof : Let a and b be any two points of the set A. Let us suppose that
a ∈ As1 and b ∈ As2 . Since A is a δ-chained family, there exists a δ-chain
consisting of (δ-connected) elements of the family A which joins the sets As1
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and As2 . According to the previous proposition the union of all the sets of
this δ-chain is a δ-connected set. But then by Corollary 1.4.1.5 the set A is
δ-connected. ♣

Definition 1.4.1.5 A cover U of a proximity space X is called a proximity
cover if for any two near sets A and B there exists a set U ∈ U such that
A ∩ U 6= ∅ and B ∩ U 6= ∅.

Proposition 1.4.1.14 Every proximity cover of a δ-connected proximity
space X is a δ-chained family.

Proof : Let U = {Us : s ∈ S} be a proximity cover of the δ-connected
space X. Let us assume that there are the sets Us1 and Us2 in U which
cannot be joined by a δ-chain composed from elements of the cover U . Let
us denote with A the union of all elements of U which can be joined with
Us1 by some δ-chain C ⊂ U and let B be the union of all other elements of
U . It is obvious that X = A ∪ B. Let us prove that AδB. Indeed, if AδB,
then there exists a set U ∈ U such that U ∩A 6= ∅ and U ∩B 6= ∅. Therefore
there exist the sets Uk ⊂ A and Um ⊂ B for which we have U ∩ Uk 6= ∅ and
U ∩ Um 6= ∅. But then the set Um can be joined with Us1 by some δ-chain
S ⊂ U , which is impossible. Thus AδB holds, so that X is not δ-connected.
This contradiction proves the proposition. ♣

Definition 1.4.1.6 A uniformity space (X,U) is uniformly or U-connec-
ted if every uniformly continuous mapping from X to a discrete space {0, 1}
is constant.

Proposition 1.4.1.15 Let (X,U) be a uniform space and let δ = δU be a
proximity on X generated by the uniformity U . Then the following conditions
are equivalent:

(a) the proximity space (X, δ) is δ-connected;
(b) for every δ-continuous function f : X → R the set f(X) is dense in

some interval of R;
(c) the uniform space (X,U) is U-connected;
(d) for every uniformly continuous function f : X → R the set f(X) is

dense in some interval of R;
(e) the uniform space X is U-chain connected, i.e. for every pair

(p, q) ∈ X ×X and every U ∈ U there exists n ∈ N such that (p, q) ∈ Un.

Proof : (a) ⇒ (b) Let us suppose that the set f(X) is not dense in the
interval (inf f(X), sup f(X)). In this case there exists a point x in this
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interval which is not in closure f(X) of the set f(X). Therefore there
exists some finite interval (a, b) ⊂ (inf f(X), sup f(X)) which contains point
x such that f(X) ∩ (a, b) = ∅. Let us define the function g on the set
(−∞, a] ∪ [b, +∞) into the discrete space {0, 1} in the following way:

g(x) =
{

0 , x ∈ (−∞, a] ,
1 , x ∈ [b, +∞) .

It is obvious that the function g is δ-continuous, so that g ◦ f : X → {0, 1}
by Corollary 1.1.6.3 is a δ-continuous function which is not constant. But
this is in contradiction with the supposition that the proximity space X is
δ-connected.

(b) ⇒ (d) According to Proposition 1.2.11.18 every uniformly continuous
function is δ-continuous, and τU = τδU holds. If the condition (b) holds for
a δ-continuous function f , then it also holds for f as a uniformly continuous
function.

(d) ⇒ (c) Let f : X → {0, 1} be a uniformly continuous function. Ac-
cording to the supposition the set f(X) is dense in some interval of the real
line, i.e. the closure f(X) is a segment of the real line which contains the
points 0 and 1, which is impossible. Therefore we have that f(x) = 0 for
each x ∈ X, or f(x) = 1 for each x ∈ X. Consequently, the function f is
constant on X, so that the uniform space (X,U) is uniformly connected.

(c) ⇒ (e) Let us suppose that the uniform space (X,U) is not U-chain
connected. Then there exist a pair (p, q) ∈ X × X and a set U ∈ U such
that (p, q) 6∈ Un for each n ∈ N. Since (p, p) ∈ U , the set of all the points
x ∈ X for which (p, x) ∈ Un for some n ∈ N holds is not empty. Let us
define the function f : X → R in the following way:

f(x) =
{

0 , if there exists some n ∈ N such that (p, x) ∈ Un ,
1 , in others cases .

It is obvious that f(p) = 0 and f(q) = 1. Let us prove that the function
f is uniformly continuous. To do this we can note that the discrete space
{0, 1} for the base of uniformity has the set {(0, 0), (1, 1)}. Let us prove
that U ⊂ f−1(∆), i.e. f−1(∆) ∈ U , from which follows that the function f
is uniformly continuous. Let (x, y) ∈ U . If f(x) = 0, then (p, x) ∈ Un for
some n ∈ N, so that (p, y) ∈ U ◦ Un = Un+1 for some n ∈ N, from which
follows that f(y) = 0. On the other hand, if we suppose that f(y) = 1, then
there must be f(x) = 1. Indeed, if f(x) = 0, then (p, x) ∈ Un for some n,
from which follows that (p, y) ∈ U ◦ Un = Un+1, i.e. f(y) = 0, which is in
contradiction with the supposition. Hence U ⊂ f−1(∆), i.e. f−1(∆) ∈ U . In



1.4 Connectedness of uniformand proximity spaces 139

this manner we have proved that the function f : X → {0, 1} is uniformly
continuous. Since it is different from the constant function, X is not a
uniformly connected space. A contradiction obtained in such a way proves
the implication (c) ⇒ (e).

(e) ⇒ (a) Let X be a U-chain connected uniform space and let A be a
non-empty subset of X different from X. Let us prove that AδX −A, from
which by Proposition 1.4.1.1 there follows δ-connectedness of the space X.
Let us choose any point p ∈ A and let q be an arbitrary point of the set X−A.
Then for every U ∈ U there exists a natural number n such that (p, q) ∈ Un.
Thus there exists a sequence of points p = x0, x1, . . . , xk−1, xk, . . . , xn = q
with the property that (xk−1, xk) ∈ U for each k = 1, 2, . . . , n. Since q ∈
X −A, there exists in this sequence the first point xi for which xi ∈ X −A
holds and therefore we have that xi−1 ∈ A. So we prove that for each U ∈ U
there exists a pair (xi−1, xi) of the points xi−1 and xi of the set X with the
property that (xi−1, xi) ∈ U . Hence (A× (X−A))∩U 6= ∅ for every U ∈ U ,
which proves that AδX −A. The proof of the proposition is completed. ♣

In connection with parts (b) and (d), let us notice that one cannot replace
the condition given on the range of the function f by the requirement that
the range of f is an interval as the example of the rationales with f(x) = x
shows. It is natural to ask what would happen if one would require that
all δ-continuous functions on a proximity space have the Darboux property.
The answer is rather unexpected.

Proposition 1.4.1.16 Let (X, δ) be a Lindelöf space. If every real-valued
function on X has the Darboux property, then X is connected (in topological
sense).

Proof : Let us suppose that X is not connected and let X = A ∪B, where
A and B are closed and disjoint sets. Let us denote by X∗ the Smirnoff
compactification of X associated with the proximity δ and let us set Z =
A

⋂
B, where the closures of the sets A and B are taken in the space X∗.

By the theorem of Smirnoff (see [293]), there exists a real-valued continuous
function f on X∗ for which f(p) = 0 holds if p ∈ Z, but f(p) > 0 for
p ∈ X. Let us define a real-valued function g on X∗ by setting g(p) = f(p)
for p ∈ A and g(p) = −f(p) for p ∈ B. Clearly, the range of the function
g|X is not an interval since g|X is never 0, but does take on both positive
and negative values. Since f is continuous on A, −f is continuous on B,
and f and −f agree on A

⋂
B, g is continuous on X∗. Hence the restriction

g|X of g to X is δ-continuous. However, the function g does not have the
Darboux property. ♣
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1.4.2 δ-components

Definition 1.4.2.1 The δ-component Cδ(x) of a point x in a proximity
space X is the union of all δ-connected subsets of X which contain the point
x.

By Proposition 1.4.1.2 it follows that the δ-component of each point is
a δ connected set. It is easy to see that the δ-components of two distinct
points of a proximity space X either coincide or are far sets in X. In this
way all δ-components in X constitute a decomposition of the space X into
pairwise far δ-connected subsets, which are called the δ-components of the
proximity space X.

Let us point out that the δ-components of a proximity space (X, δ) in
general does not coincide with the components with respect to the topology
τδ generated by the proximity δ. For example, the set Q of rational numbers
is a δ-connected space, as is well known, and therefore Q is the δ-component
of every point x ∈ Q, while the τδ-component of the point x ∈ Q is the set
{x}.

Since each τδ-connected set is also δ-connected, each τδ-component is
contained in some δ-component. However, if X is a compact proximity
space, then the δ-component Cδ(x) of a point x ∈ X is contained in the
quasi-component Qx of the point x. Indeed, let F be both an open and
closed set (in the topology τδ) such that x ∈ F . Since X is a compact space,
the sets F and X − F are far. Therefore the sets Cδ(x) ∩ F and Cδ(x)− F
are also far. Since Cδ(x) ∩ F 6= ∅ and the set Cδ(x) is δ-connected, we have
that Cδ(x)− F = ∅, i.e. Cδ(x) ⊂ F . Thus Cδ(x) ⊂ Qx.

Proposition 1.4.2.1 The δ-components of a proximity space (X, δ) are
closed sets in topology τδ.

Proof : The proof follows from Corollary 1.4.1.3. ♣

Proposition 1.4.2.2 Let X be a δ-connected proximity space. If A is a
δ-connected subset of X and C ⊂ X − A is a δ-component in X − A, then
the set X − C is δ-connected.

Proof : Let us suppose conversely that X − C is not δ-connected. Then,
by Corollary 1.4.1.1, it can be presented as X −C = M ∪N , where M and
N are non-empty, far sets. Since A ⊂ X − C = M ∪ N , then according
to Proposition 1.4.1.3, A ⊂ M or A ⊂ N . Let us suppose that A ⊂ N .
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Then A ∩ (C ∪ M) = ∅, and hence C ∪ M ⊂ X − A. But then the set
C ∪M is δ-connected by Proposition 1.4.1.4, and since C is δ-component in
the set X − A, we have that C = C ∪M . This implies M = ∅, which is a
contradiction. This proves that the set X − C is a δ-connected set. ♣
Proposition 1.4.2.3 The δ-component of a point x = (xs) in the product
(X, δ) =

∏{(Xs, δs) : s ∈ S} coincides with the product
∏{Cδs(xs) : s ∈ S},

where Cδs(xs) is the δs-component of the point xs in the space Xs.

Proof : Let us denote the δ-component of the point x in X with Cδ(x).
Then the product

∏{Cδs(xs) : s ∈ S} is a δ-connected set according to
Proposition 1.4.1.10, and therefore it is contained in Cδ(x). Conversely, by
Proposition 1.4.1.9, the projection psCδ(x) is a δ-connected set for every
s ∈ S and hence psCδ(x) ⊂ Cδs(xs). Therefore Cδ(x) ⊂ ∏{psCδ(x) : s ∈
S} ⊂ ∏{Cδs(xs) : s ∈ S}. ♣
Proposition 1.4.2.4 If f : X → Y is a δ-monotone and δ-quotient map-
ping from a proximity space X onto a proximity space Y , then C is a δ-
component of some set B ⊂ Y if and only if f−1(C) is a δ-component of the
set f−1(B).

Proof : Let us suppose first that the set C is a δ-component of B ⊂ Y (as
a subspace of the space Y ). Let us suppose that there exists a δ-connected
set K in f−1(B) satisfying f−1(C) ⊂ K ⊂ f−1(B). Then C ⊂ f(K) ⊂ B
and since f(K) is a δ-connected set, according to Proposition 1.4.1.9, there
follows that C = f(K), because C is a δ-component of the set B. It also
holds that f−1(C) = f−1(f(K)) ⊃ K, so that K = f−1(C), which proves
that f−1(C) is a δ-component in the set f−1(B).

Let us suppose now that f−1(C) is a δ-component of the set f−1(B), and
let us suppose that there exists a δ-connected set L for which C ⊂ L ⊂ B
holds. Since the set f−1(L) is δ-connected by Proposition 1.4.1.11, from
inclusion f−1(C) ⊂ f−1(L) ⊂ f−1(B) and the fact that f−1(C) is a δ-
component in the set f−1(B) as a subspace of the space X, the equality
f−1(C) = f−1(L) follows, i.e. C = L. This proves that C is a δ-component
of the set B. ♣

1.4.3 δ-quasi-components

Let us define a relation ∼ on a proximity space (X, δ) in the following way:

x ∼ y if and only if there are not the sets A and B
far in X for which x ∈ A , y ∈ B and X = A ∪B hold .
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It is easy to check that ∼ is an equivalence relation on X. Therefore it
determines a decomposition of X into disjoint sets - the equivalence classes
of the relation ∼ .

Definition 1.4.3.1 We shall call the equivalence class of a point x ∈ X with
respect to the relation ∼ δ-quasi-component of the point x in proximity
space (X, δ) and denote it by Qδ(x).

Proposition 1.4.3.1 The δ-quasi-components are closed sets in topology
τδ.

Proof : Let Qδ(x) be the δ-quasi-component of a point x and let us suppose
that y 6∈ Qδ(x). Then y 6∼ x and hence there exist the sets A and B far
in X for which x ∈ A, y ∈ B and X = A ∪ B hold. If z ∈ B, then z 6∼ x
and therefore B ∩Qδ(x) = ∅. From Qδ(x) ⊂ A it follows that BδQδ(x), and
therefore by Proposition 1.1.1.2 we have that yδQδ(x). In this way we have
proved that Qδ(x) is a closed set in the topology τδ. ♣
Proposition 1.4.3.2 In a compact proximity space X the quasi-component
Qx of the point x coincides with the δ-quasi-component Qδ(x) of the point
x.

Proof : First we shall prove the inclusion Qδ(x) ⊂ Qx. Let us suppose that
y 6∈ Qx. Then there exists a set F which is simultaneously open and closed
and containing the point x, but not containing the point y. Since X is a
compact space, by Theorem 1.1.3.4 FδX −F and hence y 6∼ x. This proves
that y 6∈ Qδ(x).

To prove the inclusion Qx ⊂ Qδ(x), let us suppose that y 6∈ Qδ(x). Then
there exist the sets A and B such that x ∈ A, y ∈ B, AδB and X = A ∪B.
Since X is compact, by Theorem 1.1.3.4 we have that A∩B = ∅. Now from
A ∪B = X and A ∩B = ∅ it follows A = X −B, which proves that the set
A is open. In a similar way it can be proved that the set B is open, too.
Thus from A ∪ B = X and A ∩ B = ∅ it follows that the sets A and B are
closed. Since the point x belongs to the set A which is both open and closed
and y 6∈ A, we have that y 6∈ Qx. The proposition has been proved. ♣
Proposition 1.4.3.3 If (X, δ) is a proximity space, then Cδ(x) ⊂ Qδ(x)
for every x ∈ X.

Proof : Let us suppose that there exists a point y ∈ Cδ(x) such that y 6∈
Qδ(x). Then there are two far sets A and B such that x ∈ A, y ∈ B and
X = A∪B. The sets Cδ(x)∩A and Cδ(x)∩B are non-empty far subsets of
a δ-connected set Cδ(x), which is a contradiction. ♣
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Corollary 1.4.3.1 If a separated proximity space X is compact, then Cx =
Cδ(x) = Qx = Qδ(x) for each x ∈ X.

Proof : This corollary follows immediately from Propositions 1.4.3.2 and
1.4.3.3, the comment after Definition 1.4.2.1 and the fact that in a compact
T2-space the component of a point coincides with the quasi-component of
that point. ♣

Proposition 1.4.3.4 The δ-quasi-component of a point x = (xs) in the
product (X, δ) of the proximity spaces (Xs, δs), s ∈ S, coincides with the
product

∏{Qδs(xs) : s ∈ S}, where Qδs(xs) is a δ-quasi-component of the
point xs in Xs.

Proof : Let x = (xs) and y = (ys) be any two points of the space X. Let
us prove that x ∼ y if and only if xs ∼ ys for each s ∈ S.

If xs 6∼ ys for some s ∈ S, then there exist two sets A and B which are
far in Xs such that xs ∈ A, ys ∈ B and Xs = A ∪ B. Since the projection
ps : X → Xs is a δ-continuous mapping, the sets p−1

s (A) and p−1
s (B) are far

in X. Now from x ∈ p−1
s (A), y ∈ p−1

s (B) and p−1
s (A) ∪ p−1

s (B) = X there
follows that x 6∼ y.

Let us suppose now that x 6∼ y and let A and B be two far subsets of
X for which x ∈ A, y ∈ B and A ∪ B = X hold. From AδB it follows that
there exist covers {A1, A2, . . . , Am} and {B1, B2, . . . , Bn} of the sets A and
B respectively, and some index s ∈ S for which ps(Ai)δsps(Bj) holds for each
i ∈ Jm and each j ∈ Jn. It is obvious that xs ∈

⋃{ps(Ai) : i ∈ Jm} = M ,
ys ∈

⋃{ps(Bj) : j ∈ Jn} = N , MδsN and M ∪ N = Xs. This means that
xs 6∼ ys. ♣

1.4.4 Locally δ-connected spaces

Definition 1.4.4.1 A proximity space X is locally δ-connected at the
point x if every δ-neighborhood of the point x contains some δ-connected
δ-neighborhood of the point x. The space X is locally δ-connected if it
is locally δ-connected at each of its points. A subset Y ⊂ X is locally δ-
connected if Y is locally δ-connected as a proximity subspace of X.

If a proximity space X is locally connected with respect to the topology
τδ, then it is also locally δ-connected. Indeed, if x ∈ X is an arbitrary point
and U is any δ-neighborhood of x, then x ∈ intU by virtue of Proposition
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1.1.2.5. Since X is locally connected, there is a connected neighborhood V
of the point x for which x ∈ V ⊂ intU holds. But V is also a δ-connected
set, and since x ∈ intV , it follows that xδX − V . This proves that V is a
δ-neighborhood of the point x which is δ-connected.

The following example shows that the converse in general is not valid.

Example 1.4.4.1 The space Q ∩ ([0, 1) ∪ (2, 3]) is locally δ-connected, but
it is not locally connected (and δ-connected).

Proposition 1.4.4.1 If x ∈ A ∩ B and if the sets A and B are locally δ-
connected at the point x, then the set A ∪ B is locally δ-connected at the
point x.

Proof : Let U be a δ-neighborhood of the point x in the set A ∪ B. Then
UA = U ∩ A and UB = U ∩ B are δ-neighborhoods of the point x in A
and B respectively. Since A and B are locally δ-connected at the point x,
there exist δ-connected δ-neighborhoods VA and VB of the point x such that
x ∈ VA ⊂ UA and x ∈ VB ⊂ UB. Then V = VA ∪ VB ⊂ UA ∪ UB = U is a
δ-connected set. On the other hand, from xδA−VA and xδB−VB it follows
that xδ(A−VA)∪ (B−VB) ⊂ (A∪B)−V , and hence xδ(A∪B)−V . Thus
V is a δ-neighborhood of the point x in A ∪B. ♣

Proposition 1.4.4.2 A proximity space X is locally δ-connected if and only
if the δ-component of every open subspace of the space X is open.

Proof : Let U be an open subspace of a locally δ-connected space X and
let C be a δ-component of the set U . If x ∈ C, then xδX − U because U is
open. But then U is a δ-neighborhood of the point x, and therefore (since X
is locally δ-connected) there exists a δ-connected δ-neighborhood V of the
point x which is contained in U . Since C is the δ-component of the point x,
we have that V ⊂ C. But since each δ-neighborhood of the point x is also
a topological neighborhood of the point x with respect to the topology τδ,
the set C is open.

Conversely, let us suppose that the δ-components of any open subspace
of the space X are open and let U be a δ-neighborhood of an arbitrary point
x ∈ X. The δ-component Cδ(x) of the point x in U is an open set in X and
thus it is a δ-connected δ-neighborhood of the point x which is contained in
the set U . Therefore X is a locally δ-connected space. ♣

Corollary 1.4.4.1 The δ-components in a locally δ-connected proximity
space are open and closed sets (in the induced topology τδ). ♣
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Corollary 1.4.4.2 In a locally δ-connected proximity space the quasi-com-
ponent of a point is contained in the δ-component of this point. ♣

Corollary 1.4.4.3 If a locally δ-connected proximity space is compact, then
it has a finite number of δ-components. ♣

Proposition 1.4.4.3 Let {(Xs, δs) : s ∈ S} be a family of proximity spaces.
The product (X, δ) =

∏{(Xs, δs) : s ∈ S} is locally δ-connected if and
only if all the spaces Xs are locally δ-connected and there exists a finite set
F = {s1, s2, . . . , sk} ⊂ S such that Xs is δ-connected for each s ∈ S − F .

Proof : By virtue of Proposition 1.4.4.2 it is enough to prove that the δ-
components of any open subspace of the space X are open sets. Let U be
an arbitrary open set in X and let x = (xs) ∈ X. Since the topology τδ

is equal to the product topology of (X, δ), we can assume without a loss of
generality that U =

∏{Us : s ∈ S}, where Us are open sets in Xs, Us = Xs

for s ∈ S − F , and all Xs, s ∈ S − F , are δ-connected. Let Cδ(x) be a
δ-component of the point x in the set U . We shall prove that x ∈ intCδ(x).
Let Cδs(xs) be a δ-component of the point xs in Us. Then by Proposition
1.4.2.3 Cδ(x) =

∏{Cδs(xs) : s ∈ S} holds. For s ∈ S − F we have that
Us = Xs. But then Cδs(xs) = Xs holds, because Xs is a δ-connected set.
Now from xs ∈ intCδs(xs) and intCδ(x) =

∏{intCδs(xs) : s ∈ S} it follows
that x ∈ intCδ(x), which completes the proof of the proposition. ♣

1.4.5 Treelike proximity spaces

Let (X, δ) be a proximity space. If it can be present as the union of the far
sets A and B, then for the sets A and B we shall say that they separate
the space X and write X = A + B. If the sets A and B separate the
proximity space X, so that A contains a set P , and B contains a set Q, we
shall write X = A(P ) + B(Q). Especially, if P = {x1, x2, . . . , xm}, and Q =
{y1, y2, . . . , yn}, we shall write X = A(x1, x2, . . . , xm) + B(y1, y2, . . . , yn).

Lemma 1.4.5.1 If X is a δ-connected proximity space and if X − {x} =
A + B, then xδA and xδB.

Proof : Since X − {x} = A + B, then X − {x} = A ∪ B, where AδB. Let
us suppose that xδA. Since AδB, i.e. BδA, by axiom (B2) we have that
AδB ∪ {x}, i.e. AδX − A. Therefore the space X is not δ-connected by
Proposition 1.4.1.1, which is contrary to the supposition. ♣
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Definition 1.4.5.1 A proximity space (X, δ) is called δ-treelike if it is δ-
connected and for each two distinct points x and y from X there exists
δ-connected set K ⊂ X such that X −K = A(x) + B(y).

An example of the rational numbers with the usual proximity shows that
there exists a δ-treelike proximity space which is not (topologically) treelike.

Proposition 1.4.5.1 Every δ-treelike proximity space (X, δ) is separated.

Proof : Let us suppose that there exist two distinct points x, y ∈ X for
which xδy follows. Then the set {x, y} is δ-connected. On the other hand,
if K is a δ-connected set which separates the points x and y: X − K =
A(x) + B(y), then the sets A ∩ {x, y} and B ∩ {x, y} make a disconnection
of the set {x, y} in non-empty far sets. But this is a contradiction. ♣

Definition 1.4.5.2 A subset S of a proximity space (X, δ) is called a δ-
segment (of the point x) if S is the δ-component of X − {x} for some
x ∈ X.

Proposition 1.4.5.2 If (X, δ) is a δ-treelike proximity space, then each δ-
segment on X is open in the topology τδ.

Proof : Let C be an arbitrary δ-segment in X. Then there exists a point
x ∈ X such that C is a δ-component of the set X−{x}. Let us suppose that
the δ-segment C is not an open set. Then there exists a point y ∈ C− intC;
for this point we have that {y}δX − C. Let K be a δ-connected set which
separates the points x and y: X − K = A(x) + B(y). The set B ∪ K is
δ-connected in X − {x} and intersects the set C. Since C is a δ-component
in X − {x}, we have the inclusion B ∪ K ⊂ C. But then X − C ⊂ A,
and therefore by Proposition 1.1.1.2 (a) it follows that {y}δA. Since y ∈ B,
then again by virtue of Proposition 1.1.1.2 (a) we have that AδB which is a
contradiction. This means that the set C must be open. ♣

Proposition 1.4.5.3 In a δ-treelike proximity space (X, δ) any two distinct
points x and y can be separated by an open δ-connected set.

Proof : Let x, y ∈ X be any two distinct points and let K be a δ-connected
set which separates the points x and y : X −K = M(x) + N(y) . Let X −
{x} = B(y) + C, where B is a δ-connected set and let B − {y} = ∪{Ca :
a ∈ A} be a decomposition of the set B − {y} in δ-components. Since K
is a δ-connected set which is contained in union of two far sets B and C,
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it must be contained in one of them by Proposition 1.4.1.3. Let B is the
set with this property. Then the set K ∪ N is δ-connected by Proposition
1.4.1.4, and since y ∈ K ∪N , we have that K ∪N ⊂ B. Therefore K ⊂ B,
or more precisely, K ⊂ B − {y}. Consequently, the set K is contained in
some δ-component Ca0 of the set B−{y}. According to Proposition 1.4.2.2
the set B−Ca0 is δ-connected in the set B and therefore the set B − Ca0 is
δ-connected by Corollary 1.4.1.3. Since y ∈ B−Ca0 , we have that xδB−Ca0 ,
because in contrary case the sets B − Ca0 ∩M and B − Ca0 ∩N would make
a disconnection of B − Ca0 on non-empty far sets, which is impossible. Since
X − {x} = B(y) + C, then, by Lemma 1.4.5.1, xδB and xδC, i.e. x ∈ B
and x ∈ C. Now from the fact that xδB−Ca0 , i.e. x 6∈ B − Ca0 ⊃ B−Ca0 ,
it follows that xδCa0 . The set Ca0 ∪ {x} ∪ C is δ-connected. Moreover, it
is a δ-segment of the point y. This immediately follows from the fact that
Ca0 is δ-component in the set B − {y}. But then the set C ∪ {x} ∪ Ca0 is
open according to the above proposition. Moreover, the set C∪{x} is closed.
Indeed, since the space X is δ-connected, we have that C∪{x}δX−(C∪{x}).
But then yδC ∪ {x} for every y ∈ X − (C ∪ {x}), which shows that the set
C ∪ {x} is closed. Therefore the set Ca0 = (Ca0 ∪ {x} ∪ C) − (C ∪ {x}) is
open. It is obvious that

X − Ca0 = (M − Ca0)(x) + (N − Ca0)(y) ,

which proves the statement of the proposition. ♣

Proposition 1.4.5.4 Let (X, δ) be a δ-treelike proximity space. Then, am-
ong any three distinct points of the space X, there exists at least one which
is contained in an open δ-connected set which separates the other two points.

Proof : Let us suppose that there exist three distinct points x1, x2, x3 ∈ X
for which the assertion of the proposition is not true. Let K and L be
δ-connected sets such that

X −K = A1(x1) + B1(x2, x3) and X − L = A2(x2) + B2(x1, x3) .

First we shall prove that the set A2 ∪ L ∪K is not δ-connected. Let us
suppose contrary, that it is δ-connected. Then from

X − (A2 ∪K ∪ L) = X − ((X −B2) ∪K) = B2 ∩ (A1 ∪B1) =
= (B1 ∩B2) ∪ (A1 ∩B2) ,

x1 ∈ A1 ∩B2 , x2 ∈ A2 ∪K ∪ L , x3 ∈ B1 ∩B2 and (B1 ∩B2)δ(A1 ∩B2) it
follows that A2∪K ∪L is a δ-connected set which contains the point x2 and
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separates the points x1 and x3. But this contradicts the assumption about
these points. So A2 ∪K ∪ L is not a δ-connected set.

Since the set A2 ∪ L is δ-connected, according to Proposition 1.4.1.4 we
can conclude that Kδ(A2∪L). Indeed, if Kδ(A2∪L), then the set A2∪K∪L
would be δ-connected, which is impossible. In a similar way we obtain that
Lδ(A1 ∪K).

Now we shall prove that A1δA2. From LδK, i.e. L ⊂ X −K it follows
that the set L is contained in the union of far sets A1 and B1, so that
it is contained in one of them by virtue of Proposition 1.4.1.3. But the
set L can not be contained in the set A1. Indeed, if L ⊂ A1, then, by
δ-connectedness of the set A2 ∪ L, we have that A2 ∪ L ⊂ A1. But then
A2 ⊂ A1 implies A2δB1, which is impossible because x2 ∈ A2 and x2 ∈ B1.
Therefore L ⊂ B1. So we have proved that A2∪L ⊂ B1, from which follows
that A2 ⊂ B1. Now A1δB1 implies A1δA2.

Now we are going to prove that the set (B1 ∩ B2) ∪ K ∪ L is not δ-
connected. Let us suppose that it is δ-connected. From the equality

X − ((B1 ∩B2) ∪K ∪ L) = (A1 ∩ (X − L)) ∪ (A2 ∩ (X −K))

and the facts that A1 ∩ (X −L)δA2 ∩ (X −K) (which follows from A1δA2),
x1 ∈ A1∩ (X−L), x2 ∈ A2∩ (X−K) and x3 ∈ (B1∩B2)∪K ∪L, it follows
that (B1 ∩B2)∪K ∪L is a δ-connected set which contains the point x3 and
separates the points x1 and x2. This contradicts the assumption about the
points x1, x2 and x3. Thus the set (B1∩B2)∪K ∪L cannot be δ-connected
and hence there exists a disconnection if this set of the form

(B1 ∩B2) ∪K ∪ L = P (L) + Q .

The δ-connected set K is contained in the union of the far sets P and Q
and hence it is contained in one of them by Proposition 1.4.1.3.

If K ⊂ P , then X = (A1 ∪ A2 ∪ P ) + Q. Indeed, since K ∪ L ⊂ P , we
have that Q ⊂ B1∩B2, so that QδA1 and QδA2, which, together with QδP ,
implies Qδ(A1 ∪ A2 ∪ P ). But this contradicts the fact that the space X is
δ-connected.

If K ⊂ Q, then X = (A2 ∪ P ) + (A1 ∪ Q). To prove this assertion, let
us first note that A1δ(B1 ∩ B2) ∪ L; this immediately follows from the fact
that A1δL and A1δ(B1 ∩ B2). Since P ⊂ (B1 ∩ B2) ∪ L, then A1δP . From
this and A1δA2 we obtain that A1δA2 ∪ P . We have also that A2δK and
A2δ(B1 ∩ B2), so that A2δ(B1 ∩ B2) ∪K. Since Q ⊂ (B1 ∩ B2) ∪K, then
A2δQ. But now we have that QδA2 ∪ P , because QδP . Finally, from the
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facts that A1δA2∪P and QδA2∪P , it follows that (A1∪Q)δ(A2∪P ), which
again obtains a contradiction.

In both cases we have a contradiction, which completes the proof of the
proposition. ♣

Historical and bibliographic notes

The notion of a δ-connectedness of a proximity space was introduced by
S. Mrówka and W. J. Pervin in 1964 as an equiconnectedness of a proximity
space (see [228]). In this paper they also introduced the notion of a U-
connectedness of uniform space as a uniform connectedness. Propositions
1.4.1.15 and 1.4.1.16 were also proved there. The Example 1.4.1.1 is given
in [207]. The notions of local δ-connectedness, δ-components and δ-quasi-
components were introduced 1987 by R. Dimitriyević and Lj. Kochinac
in [83]. All the results of subsections 4.1., 4.2. and 4.3. were proved in
paper [83]. The notion of a treelike space was introduced by R. Dimitriyevic
and Lj. Kochinac 1987 in [85] (see also [84]). All the results of subsection
4.5. were proved in paper [85]. Connectedness in syntopogenous spaces was
considered by Z. Mamuzic [206] (see also [207]) and J. L. Sieber and W. J.
Pervin [285].

1.5 Dimension functions of proximity spaces

1.5.1 Covering dimension of proximity spaces

Definition 1.5.1.1 Let (X, δ) be a proximity space. We call a finite cov-
ering {Γ1, Γ2, . . . ,Γn} of X a δ-covering if there exist sets A1, A2, . . . , An

such that
⋃

i6n Ai = X and AiδX − Γi (i.e. Ai ¿ Γi) for each i 6 n.

We shall note further that, if a proximity space X is compact, then
any two disjoint closed sets are far, which means that in this case, for any
closed set A and any neighborhood Γ of A, A ¿ Γ holds. From this, in
turn, it follows that for any compact proximity space X each finite open
covering {Γ1, . . . ,Γk} is a δ-covering, since, by a well-known lemma of P. S.
Aleksandroff, there exist closed sets A1, . . . , Ak, such that

⋃
i6k Ai = X and

each Ai is contained in Γi.
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Lemma 1.5.1.1 For each δ-covering α = {A1, A2, . . . , An} of a proximity
space X the sets O〈A1〉, O〈A2〉, . . . , O〈An〉 form a δ-covering O〈α〉 of the
compact space uX.

Proof : Let α = {Ai} be a δ-covering of X and let β = {Bi} be a covering of
X consisting of the elements for which Bi ¿ Ai. According to the property
(c) of the operator O〈 〉, for each i the equality uX = O〈X − Bi〉 ∪ O〈Ai〉
is true. By the property (g) of the operator O〈 〉 and the property of O( )
which is given on page 122, for every set Bi the following equality holds:

Bi
uX = Bi

X
uX

= X − int (X −Bi)
uX

=
= uX −O(int (X −Bi)) = uX −O〈X −Bi〉 .

Now it follows that Bi
uX ⊆ O〈Bi〉. Therefore, uX =

⋃
i Bi

uX ⊆ ⋃
i O〈Bi〉.

♣

Definition 1.5.1.2 The δ-dimension δ-dimX of the proximity space X
is the smallest natural number n > 0 such that every δ-covering of X can
be refined by a δ-covering of order 6 n + 1; if there is no such n, we set
δ-dimX = +∞. For the empty space ∅ we set δ-dimX = −1.

It is clear from the definition that δ-dimension is δ-invariant, i.e. it is
unchanged by δ-homeomorphic mappings. Also we can conclude that for
the dimension δ-dim of the proximity space X the inequality δ-dimX 6 n
(n is an integer > 1) holds if and only if every δ-covering of X can be refined
by a δ-covering of order n + 1 at the most.

Theorem 1.5.1.1 The δ-dimension of any proximity space X coincides
with the topological dimension of its compact (absolutely closed) δ-extension
uX: δ-dimX=dimuX.

Proof : Let us prove first that δ-dimX 6 dimuX. Let dimuX = n. Take
any δ-covering γ = {Γ1,Γ2, . . . , Γk} of X. Let us apply to it the operator
O〈 〉, which associates to each set Γ ⊆ X the largest open set O〈Γ〉 of uX
whose intersection with X is the interior int Γi of the set Γi; this yields, by
Lemma 1.5.1.1, an open covering Oγ = {O〈Γ1〉, O〈Γ2〉, . . . , O〈Γk〉} of the
compact space uX. Let ω̃ = {Ũi} be a finite open refinement of Oγ of order
6 n + 1. Since ω̃ is a δ-covering of uX, the restriction {X ∩ Ũi} of ω̃ to X
is a δ-covering ω. The order of the restriction ω is again 6 n + 1. For each
i 6 k we have X ∩O〈Γi〉 = int Γi ⊆ Γi. Consequently ω is a refinement of γ,
since ω̃ was a refinement of Oγ . Thus we see that δ-dimX 6dimuX = n.
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To prove the converse, let δ-dimX = n, and let ω̃ be any finite open
covering of uX. Let η̃ be some finite refinement of ω̃ consisting of regular
open sets H̃j . Then η̃ is a δ-covering of uX and consequently, its restriction
to X, η = {Hj : Hj = X ∩ H̃j}, is a δ-covering of X. Let us refine η by a
δ-covering γ of order n+1 at the most and let us consider the open covering
Oγ of uX obtained from γ by the application of the operator O〈 〉. From the
multiplicativity of this operator (see the property (a) on the page 122) we
conclude that the order of Oγ cannot exceed the order of γ. Further, using
the multiplicativity of operator O〈 〉 again and the fact that for regular
open sets Hj of X one has O〈Hj〉 = O(Hj) = H̃j (see [297], p. 210), we find
that if Γ ⊆ Hi then O〈Γ〉 ⊆ O〈Hi〉 = H̃i. This means that the covering Oγ

of uX is a refinement of η̃ and hence also of ω̃. Since Oγ has order 6 n + 1,
we have dimuX 6 n = δ-dimX, as was to be shown. ♣

Corollary 1.5.1.1 For compact proximity spaces, δ-dimension coincides
with the topological dimension dim.

Proposition 1.5.1.1 For any subspace A of a proximity space X, δ-dimA
6 δ-dimX.

Proof : Let us consider the compact δ-extension uX of X. Since the closure
A

uX of the set A in uX is its compact δ-extension uA, δ-dimA =dimuA =
=dimA

uX 6dim uX = δ-dimX holds, as it is required. ♣

Proposition 1.5.1.2 If A is a dense subspace of the proximity space X,
then δ-dimA = δ-dimX.

Proof : Let us consider again the compact extension uX. We can see that it
is also a compact δ-extension of A. Therefore, according to Theorem 1.5.1.1,
it follows that δ-dimA = δ-dimX, as was to be shown. ♣

Corollary 1.5.1.2 The dimension δ-dimA of any subspace A of the prox-
imity space X coincides with the dimension δ-dimA of the closure A of A
in X. ♣

The importance of Theorem 1.5.1.1 is clear from the last two proofs;
numerous propositions concerning the δ-dimension of a proximity space can
be proved by reducing them to already known facts from the dimension
theory of compact spaces. We can also see that the δ-dimension of even a
”good” δ-space need not coincide with the topological dimension; taking in
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the n-dimensional cube Qn (or the Hilbert parallelotope Q∞) a countable
dense set An (respectively, A∞) we find that the δ-dimension of An (or of
A∞) is n (or ∞), while, at the same time, the topological dimension of
each of these is zero. Observe thirdly that, since a countable metric space
can have a big δ-dimension too, the δ-dimension is not at all similar to the
topological dimension. In particular, the known sum theorem for countable
many closed sets cannot be generalized. None the less there follows

Proposition 1.5.1.3 The δ-dimension of the union of any finite number
of the subsets of a given proximity space X is equal to the largest of the
δ-dimension of the summands.

Proof : Let A1, A2, . . . , An be any n subsets of the proximity space X. Tak-
ing the compact δ-extension uX of X, we can see that the closure Ai

uX of
each summand Ai is its compact δ-extension uAi. But since the closure of
the union of finitely many sets is equal to the union of their closures, we ob-
tain u(

⋃
i Ai) = (

⋃
i Ai)

uX
=

⋃
i A

uX
i =

⋃
i uAi. Therefore the topological

dimension of the set u(
⋃

i Ai) is equal to the maximum of the dimension of
the summands uAi. Then from Theorem 1.5.1.1 we immediately obtain the
required result. ♣

Let us consider next the case of the proximity space X embedded in
some proximity space Y . In this case it is convenient to define δ-dimension
of X not with respect to its own δ-coverings, but in terms of the systems
δ-covering of X in the following sense:

Definition 1.5.1.3 We call a finite system of sets Γ1,Γ2, . . . , Γk in the
proximity space Y an exterior δ-covering of the subspace X relative
to the space Y , if there exist sets B1, B2, . . . , Bk such that X ⊆ ⋃

i6k Bi

and Bi ¿Y Γi for each i 6 k.

To avoid any misunderstanding, recall that under the inclusion Bi ¿Y Γi

we understand strong inclusion with respect to the space Y (i.e. BiδY −Γi),
not with respect to X. Accordingly the δ-coverings of X are not obligated
to be, generally speaking, exterior δ-coverings of X (relative to Y ). We
remark further that by Proposition 1.1.2.5 (b) the interiors int Γi of the sets
Γi, taken in Y , also constitute an exterior δ-covering of the subspace X.

Lemma 1.5.1.2 If X is a compact subspace of a proximity space Y then
every exterior open covering of X is an exterior δ-covering of X.
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Proof : Let us suppose Γ1, Γ2, . . . ,Γk are open sets of the space Y whose
union contains the compact set X. By force of a known lemma of P. S.
Alexandroff, there exist closed subsets of X, B1 ⊆ Γ1, B2 ⊆ Γ2, . . . , Bk ⊆ Γk,
whose union is X. Since each Bi is compact, its neighborhood Γi is a δ-
neighborhood in Y . The lemma has been proved. ♣

It is not difficult to see that every exterior δ-covering of the subspace
X relative to a δ-space Y ⊇ X intersects X in a δ-covering of X itself. It
turns out that the converse is also true: every δ-covering γ of a subspace X
of a proximity space Y can be extended to an exterior δ-covering of X, in
the sense that for each Γi ∈ γ one can select a Γ′i so that X ∩ Γ′i = Γi for
each i and the system of all Γ′i form an exterior δ-covering of X. Indeed, a
somewhat stronger proposition is true:

Lemma 1.5.1.3 Each δ-covering γ′ of a subspace X of a proximity space
Y can be extended to a δ-covering of all of Y .

Proof : Let the sets Γ′1,Γ
′
2, . . . , Γ

′
k constitute a δ-covering of the subspace

X of the proximity space Y . This means that there exist sets B′
i ¿X Γ′i

such that
⋃

i6k B′
i = X. This means that B′

iδX−Γ′i for each i, and therefore
B′

i ¿Y Y − (X − Γ′i) = (Y −X)∪ Γ′i. It is also clear from this that the sets
Γi = (Y −X)∪ Γ′i form an exterior δ-covering of X. Let us prove that they
form a δ-covering of all of Y . To this end, let us note that there exist sets Bi,
for each i such that B′

i ¿Y Bi ¿Y Γi. This implies that X ⊆ ⋃
i6k B′

i ¿Y⋃
i6k Bi and Y − ⋃

i6k Bi ¿Y Y − X. Then B1 ∪ (Y − ⋃
i6k Bi) ¿Y Γ1.

But B1 ∪ (Y −⋃
i6k Bi) ∪

⋃
26i6k Bi = Y . Therefore {Γi} is a δ-covering of

Y , as was to be shown. ♣
Proposition 1.5.1.4 For any subspace X of a proximity space Y , the δ-
dimension δ-dimX is the least of the integers n = 0, 1, 2, . . ., such that every
exterior δ-covering (relative to Y ) of the subspace X can be refined by an
exterior δ-covering of X (relative to Y ) of order 6 n + 1.

Proof : It suffices to show that δ-dimX 6 n if and only if every exterior
δ-covering of X can be refined by an exterior δ-covering of order 6 n + 1.

We shall prove first the sufficiency of this condition. Let us assume that
every exterior δ-covering of the subspace X can be refined by an exterior δ-
covering of order 6 n+1. Let us take an arbitrary δ-covering γ′ of X and let
us extend it to an exterior δ-covering according to the previous lemma. For
the latter, we take a finer exterior δ-covering γ of order 6 n + 1. Evidently,
the exterior δ-covering γ intersects X in a δ-covering of order 6 n + 1, a
refinement of γ′, as required.
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We shall now prove the necessity of the condition. Let δ-dimX 6 n. Let
us take an arbitrary exterior δ-covering γ = {Γ1, Γ2, . . . ,Γk} of the subspace
X. From the definition, there exist sets Bi such that X ⊆ ⋃

i6k Bi and
Bi ¿Y Γi for each i 6 k. Let us take now the compact δ-extension uY

of the proximity space Y , and in it the closure X
uY of X, which is, as is

known, the compact δ-extension uX of X. Since Biδ Y −Γi for each i, then
by Proposition 1.1.2.4, Bi

uY
δ Y − Γi also holds. Consequently, just as in

the above lemma, we have Bi
uY ¿uY (uY − Y ) ∪ Γi. Since X ⊆ ⋃

i6k Bi,

uX = X
uY ⊆ ⋃

i6k Bi
uY . Hence the sets Γ̃i = (uY − Y ) ∪ Γi, i 6 k, form

an exterior δ-covering γ̃ of the compact set uX relative to uY . But the sets
intuY Γ̃i also form an exterior δ-covering of uX; so, we may assume that the
sets Γ̃i, and thus also the sets Γi = Y ∩ Γ̃i, are open in uY (respectively, in
the space Y ).

Since dimuX = δ-dim X 6 n, there exists a finite closed covering φ of
uX, finer that γ̃, of order 6 n + 1. From the compactness of uX, we can
associate to each Φj ∈ φ an open set Ũj in uY so that Φj ⊆ Ũj ⊆ Γ̃i(j) (where
Γ̃i(j) is one of the sets Γ̃i containing Φj) and that these sets Ũj form a family
ω̃ similar to φ, therefore having order 6 n + 1. By Lema 1.5.1.2, ω̃ is an
exterior δ-covering of the compact set uX relative to uY . Consequently it
intersects Y in the family ω of the open sets Uj = Y ∩Ũj forming an exterior
δ-covering of X relative to Y . It is easy to see that ω is a refinement of γ of
order 6 n + 1 and the proof is then complete. ♣

Let us now consider proximity spaces of the δ-dimension zero. Let us
recall that topological spaces of the dimension zero are characterized by the
condition that the open-closed sets form a basis for closed sets, i.e. that
for any closed set A and neighborhood U of A there exists an open-closed
set H such that A ⊆ H ⊆ U . In the proximity spaces the open-closed
sets evidently must be replaced by those sets which are distant from their
complements, i.e. those which constitute δ-neighborhoods of themselves.
We call such sets δ-isolated.

Theorem 1.5.1.2 A non-empty proximity space X has δ-dimension zero if
and only if for every (closed) set F ⊆ X and every δ-neighborhood U of F
there exists a δ-isolated set H such that A ⊆ H ⊆ U .

The proof of this theorem is not difficult; it proceeds just like the proof
of the analogous theorem for topological dimension (see [325], &1, chapter
IV).
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Definition 1.5.1.4 Let there be given a proximity space X, a compact space
Φ and a δ-covering α of X. We call a δ-continuous mapping f of X into
Φ an α-mapping if for each point x of Φ one can find a neighborhood Ox

whose complete inverse image under f is contained in one element of the
covering α.

Since every continuous mapping from one compact space to another is a
δ-mapping, and every open covering of a compact space is a δ-covering, it
follows that the concept of an α-mapping just introduced coincides in the
case of a compact space X with the standard topological definition of an
α-mapping.

Lemma 1.5.1.4 Let there be given a proximity space X, a δ-covering α of
X, and a δ-continuous mapping f of X into an arbitrary compact space Φ.
The mapping f is an α-mapping if and only if its continuous extension f̃
over the compact δ-extension uX is an Oα-mapping.

Proof : Let f be an α-mapping of the space X into a compact space Φ. For
each point x ∈ Φ there is a neighborhood Ox whose complete inverse image
under f is contained in some element Ai of α. The complete inverse image
of each neighborhood Ox under the mapping f̃ is an open subset of uX,
which intersects X in the inverse image of Ox under f , which is itself an
open set in X. But f−1(Ox) is contained in some Ai ∈ α, and thus, in the
interior intAi of Ai too. It is known that O〈Ai〉 is the largest open subset
of uX whose intersection with X is the interior of Ai. That is, the complete
inverse image f̃−1(Ox) is contained in O〈Ai〉. Consequently, the extension
f̃ is an Oα-mapping.

Conversely, let us suppose that the continuous extension f̃ of f is an
Oα-mapping of the compact extension uX into Φ. We choose for each point
x ∈ Φ a neighborhood Ox whose inverse under f̃ is contained in some O〈Ai〉.
But then, using the inclusion O〈Ai〉∩X ⊆ Ai, we conclude that the complete
inverse image of the neighborhood Ox of x under f is contained in O〈Ai〉∩X,
and therefore in Ai. Consequently the mapping f is an α-mapping, as was
to be shown. ♣

Theorem 1.5.1.3 The δ-dimension δ-dim X of a proximity space X is the
smallest integer n > 0 such that for every δ-covering α of X there exists an
α-mapping of the space X into an n-dimensional finite polyhedron.

Proof : Let the proximity space X have δ-dimension δ-dimX = n. Then
by Theorem 1.5.1.1 the topological dimension of uX is also n. Therefore,



156 Proximity spaces and uniform spaces

by the well known theorem of dimension theory (see Theorem 4.3 in [6]), for
any δ-covering α of the space X, there exists an Oα-mapping f̃ of uX into
some n-dimensional polyhedron Π. By the above lemma, the δ-continuous
mappingf obtained by restricting f̃ to X is an α-mapping of X into Π.

Now it remains to prove that for neither of any δ-covering α of X does
there exist an α-mapping of this space into a compact space of the topological
dimension less than n. Let us suppose, on the contrary, that there is such a
mapping f : X → Φ for every α. Then the continuous extension f̃ : uX → Φ
is an Oα-mapping by the above lemma. But for each open covering α ′ of
uX consisting of regular open sets, the covering Oα, obtained from the
restriction α of α ′ to X by applying the operator O〈 〉, is finer than α ′.
That is, for every open covering α ′ of uX there is an α ′-mapping of uX
into a compact space of the topological dimension less than n, which is a
contradiction. The proof is complete. ♣

Definition 1.5.1.5 We call a mapping f of a space X into a space Y dense
if the image of X under f is a dense subset of Y .

Lemma 1.5.1.5 In order that a δ-continuous mapping f of proximity space
X into a proximity space Y should be dense, it is necessary and sufficient
that the continuous extension f̃ of f over the compact δ-extension uX of X,
with values in the compact δ-extension uY of Y , should be onto.

Proof : Let the δ-continuous mappingf of the proximity space X into the
proximity space Y be dense. Then its extension f̃ is also a dense mapping
of uX into uY , since f̃(X) is dense in Y and Y is dense in uY . But every
dense mapping of one compact space into another is an onto mapping.

Conversely, let the extension f̃ of f be an onto mapping of the compact
extension uX on uY . The continuous image of a dense set is a dense set.
Therefore f̃(X) is dense in uY . Since f(X) = f̃(X) ⊆ Y , f(X) is also dense
in Y . ♣

Theorem 1.5.1.4 The δ-dimension δ-dimX of a proximity space X is the
smallest n > 0 such that for every δ-covering α of X there exists a dense
α-mapping of X into some finite polyhedron of dimension n.

Proof : In view of the preceding theorem there is only left to prove that
for every δ-covering α of an n-dimensional proximity space X, there ex-
ists a dense α-mapping f of X into some n-dimensional polyhedron Π.
Indeed, since the compact space uX has dimension n, it follows that for
every δ-covering α of X there exists an Oα-mapping f̃ of uX onto some
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n-dimensional polyhedron Π (Theorem 4.3 in [6]). But then, by the last two
lemmas, the restriction f of f̃ to X is a dense α-mapping of X into Π, as
required. ♣

We remark here that, generally speaking, one cannot construct mappings
of an n-dimensional proximity space X onto n-dimensional polyhedra. As an
example of this we may take the countable set Q∩ [0, 1] of all rational points
in the segment [0, 1]. This set has δ-dimension 1. Nevertheless, its mapping
onto a 1-dimensional polyhedron is impossible, for the simple reason that
every 1-dimensional polyhedron has the power of the continuum andQ∩[0, 1]
is countable.

Theorem 1.5.1.5 The δ-dimension of a proximity space X is the smallest
integer n > 0 such that every δ-continuous mapping of an arbitrary (closed)
subset A of X into the n-sphere Sn can be extended to a δ-continuous map-
ping of X into Sn.

Proof : Let δ-dimX = n and let there be given any subset A of X and any
δ-continuous mapping f of A into the sphere Sn. In the compact δ-extension
uX of X the closure of A is its compact δ-extension uA. Therefore the
mapping f can be extended to a continuous mapping f̃ of the closed subset
uA of uX into Sn. But the compact space uX is n-dimensional by Theorem
1.5.1.1. It follows that f̃ can be extended to a continuous mapping F̃ on all
uX (Theorem 4.5 in [6]). If we restrict the mapping F̃ to X, we obtain the
desired δ-continuous mapping F of X into Sn, extending f .

It remains now to prove that for any non-negative number m less than
n there exists a δ-continuous mapping of some closed subset of X into the
sphere Sm which cannot be extended to a δ-continuous mapping on X. Let
us observe that uX is an n-dimensional compact space. This means that
there exists a continuous mapping h of some closed subset A into the sphere
Sm which cannot be continuously extended over uX (see Theorem 4.5 in [6]).
Since the closed ball Qm+1 can be homemorphically mapped upon the cube
of the same dimension so that its boundary Sm goes onto the boundary of the
cube, it follows from a known theorem of P. S. Urysohn that the mapping h,
considered as a mapping into the ball Qm+1, can be continuously extended
to a mapping H of uX into Qm+1. The complete inverse image U of the
open set Qm+1 which is obtained from Qm+1 by deleting the center, will
be a neighborhood of A since no point of A is mapped to the center point
of Qm+1. From the normality of the compact space uX, there exists a
neighborhood OA of A such that OA

uX ⊆ U .



158 Proximity spaces and uniform spaces

Let π denote the continuous mapping of Qm+1 upon Sm which associates
to each non-central point of Qm+1 its projection upon the boundary. The
mapping H ′ = π ◦H is a continuous mapping of U into the sphere Sm. Let
f̃ denote the restriction of H ′ to the regular closed set Φ̃ = OA

uX . It is a
continuous extension of h. Consequently, the mapping f̃ cannot be extended
to a continuous mapping from uX into Sm either.

It is known that the set Φ = Φ̃∩X is a regular closed set in the space X

and that, therefore, ΦuX = Φ̃ (see [297], heading 2, remarks and Theorem
5). Therefore uΦ = Φ̃ also holds. Finally, let f denote the restriction of
f̃ to Φ. It is a δ-continuous mapping of Φ into Sm. We show that it is
the desired mapping which is not extensible over X. To this end, let us
suppose, on the contrary, that there exists a δ-continuous mapping F of
all X into Sm which extends f . Then F can be extended to a continuous
function F̃ defined on uX. Since each value of the continuous extension
F̃ of F at each point x ∈ uX − X is uniquely determined, thus at points
x ∈ uΦ − Φ = Φ̃ − Φ it coincides with the extension f̃ of f . Therefore the
mapping F̃ is a continuous extension of f̃ , which is, as we know, impossible.
The contradiction here concludes the proof of the theorem. ♣
Definition 1.5.1.6 We shall call a δ-continuous mapping of a proximity
space into a closed ball Qn essential if there is no δ-continuous mapping g
of X into the boundary Sn−1 of Qn which coincides with f on f−1(Sn−1).

It is easy to see that a continuous extension of an essential δ-continuous
mapping of a proximity space X over the compact δ-extension uX is also
essential. But the first natural formulation of the converse proposition is
false: take the proximity space Xi consisting of the interior of the ball Qi

together with some boundary point p, with the proximity structure naturally
defined by the metric. Then Qi is itself the compact δ-extension uXi of the
proximity space Xi. The identity mapping h of Xi into Qi is an inessential
δ-continuous mapping, for the ”null mapping” h0 taking all of Xi to the
point p coincides with h on h−1(Si−1). Nevertheless the identity mapping h̃
of uXi onto itself, the continuous extension of the δ-continuous mapping h,
is essential.

Theorem 1.5.1.6 The δ-dimension δ-dimX of a proximity space X is the
largest integer n > 0 for which there exists an essential mapping into the
closed n-dimensional ball.

Proof : Let the proximity space X have δ-dimension δ-dimX = n. Then by
the previous theorem there exists a δ-continuous mapping f of some subset
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A of X into the sphere Sn−1 which cannot be extended to a δ-continuous
mapping of the whole space X into Sn−1. At the same time, by Proposition
1.3.2.8, the mapping f considered as a mapping into the boundary of the
cube Qn can be extended to a δ-continuous mapping F of the whole space
X into Qn. This mapping F will be essential; otherwise f could be extended
to a δ-continuous mapping of X into Sn−1.

It remains to show that for each m > n every δ-continuous mapping f
of X into Qm is inessential. In order to do this, every δ-continuous mapping
f of X into Qm, restricted to f−1(Sm−1), can be extended, by the previ-
ous theorem, to a δ-continuous mapping of X into Sm−1. Therefore f is
inessential, and the proof is complete. ♣

Before going on to the further study of the δ-dimension of arbitrary prox-
imity spaces, we shall test the theory so far developed on some important
special cases, where the spaces are subsets lying in Euclidean or Hilbert
spaces.

Proposition 1.5.1.5 Each open set in Euclidean or Hilbert space Rn (n =
1, 2, . . . ,+∞) has δ-dimension n.

Proof : Let us observe first that every open set Γ in Rn completely contains
some n-dimensional closed parallelotope Qn. Therefore, by Corollary 1.5.1.1
and Proposition 1.5.1.1, we conclude that δ-dimΓ > δ-dimQn = dimQn =
n. In the case n = +∞ this is all there is to prove. In the remaining case
reverse inequality is yet to be proved. In view of the inclusion Γ ⊆ Rn it
suffices to prove that δ-dimRn 6 n. In order to do this we need the simple
geometric

Lemma 1.5.1.6 Let there be given in Rn a collection of parallelepipeds with
faces parallel to the coordinate hyperplanes. If one of them intersects all the
remaining ones and if these remaining ones have a non-empty intersection,
then the intersection of all the given parallelepipeds is also non-empty. ♣

This lemma is easy to prove by induction which we leave to the reader.
We shall now prove the inequality δ-dimRn 6 n.
Let us observe first that in Euclidean space Rn of any dimension n,

for each ε > 0 there exists a so called Lebesque tessellation φ, a covering
of Rn of order n + 1 consisting of cubes Qα which are non-intersecting or
intersecting only in faces (of various dimensions), with faces parallel to the
coordinate hyperplanes, and with each Oα having edges of length ε (see
[194], p. 266). From the construction of this tessellation it is clear that
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the distance between any two non-intersecting cubes of φ is bounded below
by some positive number 2τ < ε. This means that if each cube of the
tessellation φ is expanded by a similarity (with the center of similarity at
the center of the cube) in the ratio 1 + τ/ε

√
n, no new intersections are

obtained. If some cube Qα0 is disjoint from the non-empty intersection of
some cubes Qαi , where i = 1, 2, . . . , n + 1, then by the above lemma, it is
disjoint from at least one of them. But then the similar cube Q′

α0
will also

be disjoint from one of the similar cubes Q′
αi

(similar to Qαi). Consequently
the cube Q′

α0
will not meet the intersection of the cubes Q′

αi
. Thus the

covering ωε, consisting of the cubes Qα′ expanded by similarity in the ratio
1 + τ/ε

√
n, will have just the same order n + 1. Though it is an infinite

covering, it still satisfies the defining condition for (finite) δ-coverings. The
diameter of each cube Q′

α of this coverings is ε
√

n+2τ . From the definition
of a δ-covering it follows that for every δ-covering γ of Rn there is a positive ε
such that every covering of Rn whose elements have a diameter not exceeding
ε is a refinement of γ. Therefore an arbitrary δ-covering γ = {Γi} of the
space Rn can be refined by a sufficiently fine (in the sense of the diameters
of its elements) infinite covering ωε of order n + 1. Let us consider next the
union U1 of all the cubes in the covering ωε which lie completely in Γ1 ∈ γ;
afterwards - the union U2 of all those cubes in ωε which lie in Γ2 but not in
Γ1; the union U3 of all those cubes in ωε which lie in Γ3 but neither in Γ1

nor in Γ2, and so on. Since the covering γ is finite, and ωε is a refinement
of γ, we obtain in this way a finite cover ω = {Ui} refining γ and having
the same order n + 1 as ωε does. Clearly ω is a δ-covering. Therefore every
δ-covering of the space Rn can be refined by a δ-covering of order n + 1, as
was to be proved. ♣

Corollary 1.5.1.3 Every set which is somewhere dense in Rn, n = 1, 2, . . .,
has δ-dimension n. ♣

Corollary 1.5.1.4 For every open subset of Rn, n = 1, 2, . . ., the δ-dimen-
sion is equal to the topological dimension. ♣

The first corollary can be strengthened for bounded sets.

Proposition 1.5.1.6 A bounded subset A of Euclidean space Rn has δ-
dimA = n if and only if it is somewhere dense in Rn.

Proof : Evidently it suffices to prove that if the bounded subset A of Rn

has δ-dimA = n, then it is dense in some open set. Let us take the closure
A of the set A. Since A is bounded, A is compact, and therefore A coincides
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with uA. Thus the dimension of the closure A is equal to n. From this it
follows that A contains some open set Γ of Rn. Since A is dense in A, we
conclude easily that A is dense in Γ, and this is what was to be proved. ♣

Let us notice here that for unbounded, even closed, sets in Rn the as-
sertion of this theorem is not true. Also the assertion of Corollary 1.5.1.4,
though it is clearly true for closed bounded sets, is false for unbounded closed
sets.

Let us consider in Rn a sequence of balls Qn
j having the same radius r,

the pairwise distances between which all are r too. In each ball Qn
j let us

take some finite set Aj which forms a 1/n-net in Qn
j . The set A =

⋃
j Aj

will be a countable closed set of the δ-dimension n. This follows from the
following theorem:

Theorem 1.5.1.7 In order that a set A ⊆ Rn should have δ-dimension δ-
dimA = n, it is necessary and sufficient that there exists a positive number
r such that for each ε > 0 one can find a sphere of radius r in which A
forms an ε-net.

This is a basic theorem concerning the dimension of the subsets of Eu-
clidean space Rn. The proof of this theorem is omitted, since it is compli-
cated and too long. (see [304], &3, Theorem 4.)

From this example it is clear that the δ-dimension of a non-compact
δ-space depends strongly on how it ”recedes to infinity”. Of course this
”recession to infinity” is not yet clearly expressed.

Definition 1.5.1.7 Let there be given a proximity space X. We shall define
a δ-bordering of the space X as a finite family γ of sets Γ1, Γ2, . . . ,Γk,
for which one can select the sets B1 ¿ Γ1, . . . , Bk ¿ Γk, so that the closure
of the complement X −⋃

i Bi is compact.

Definition 1.5.1.8 We shall define the boundary δ-dimension of the
proximity space X as the smallest of the integers n = −1, 0, 1, 2, . . ., such
that every δ-bordering of X can be refined by a δ-bordering of order 6 n+1.
Let us agree to denote δ-dim∞X for the boundary δ-dimension.

Lemma 1.5.1.7 Let there be given in the proximity space X a set B and
some exterior δ-covering γ of B. Then the family Oγ of the sets O〈Γ〉,
Γ ∈ γ, is an exterior δ-covering of the set uB = B

uX in the compact space
uX.
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Proof : Let γ = {Γ1, Γ2, . . . ,Γk} be an arbitrary exterior δ-covering of B
with respect to the proximity space X. This means that there exist sets
B1 ¿X Γ1, . . . , Bk ¿X Γk, such that B ⊆ ⋃

i6k Bi. By Proposition 1.1.2.5
we may suppose that each Γi is open in X. Since for each i the set Bi is
far from X −Γi, the closures B

uX
i and X − Γi

uX of these sets do not meet.
Since O〈Γi〉 is the largest open subset of uX whose intersection with X is Γi,
O〈Γi〉 = uX−X − Γi

uX holds for each i. This means that Bi
uX ⊆ O〈Γi〉 for

each i. Consequently B
uX ⊆ ⋃

i6k B
uX
i ⊆ ⋃

i6k O〈Γi〉. From Lema 1.5.1.2,

the family O(γ) = {O〈Γi〉} constitutes an exterior δ-covering of B
uX , as

was to be shown. ♣

Theorem 1.5.1.8 For every proximity space X the boundary δ-dimension
is equal to the δ-dimension of the set uX−X: δ-dim∞X = δ-dim (uX−X).

Proof : Let X be a proximity space for which δ-dim (uX − X) = n. We
shall show that δ-dim∞X = n. In order to do this we shall first prove that
every δ-bordering of the space X can be refined by a δ-bordering of order
6 n + 1. Let γ = {Γ1, Γ2, . . . ,Γk} be an arbitrary δ-bordering of X. This
means that there exist sets Bi ¿ Γi such that the set Φ = X −⋃

i6k Bi
X

is
compact.

Evidently the δ-bordering γ is an exterior δ-covering of the set B =⋃
i6k Bi with respect to X. This implies, by means of the above lemma, that

the sets O〈Γ1〉, . . . , O〈Γk〉 form an exterior δ-covering Oγ of uB with respect
to uX. But since X = B ∪Φ, and Φ is compact, thus uX = B

uX ∪ΦuX =
uB ∪ Φ, and therefore uX − X ⊆ uX − Φ ⊆ uB. Consequently, Oγ is an
exterior δ-covering of the set uX −X (with respect to uX) as well.

Since δ-dim (uX − X) = n, there exists an exterior δ-covering ω̃ =
{Ũ1, . . . , Ũs} of uX − X (with respect uX) which refines Oγ and has an
order 6 n + 1. For each i 6 k the intersection O〈Γi〉 ∩X ⊆ Γi holds, and
the family ω̃ is a refinement of Oγ ; this means that the family ω of the sets
Uj = Ũj ∩X, j 6 s, is a refinement of the δ-covering γ. The order of ω is
evidently 6 n+1. Therefore it remains only to prove that ω is a δ-bordering
of the proximity space X.

For this we associate to the exterior δ-covering ω̃ of uX − X the sets
Φj ¿uX Ũj such that uX −X ⊆ ⋃

j6s Φj , and to these again we associate
open sets Ṽj of uX such that Φj ⊆ Ṽj ¿uX Ũj (from the property (O6) in
Theorem 1.1.1.1 and Proposition 1.1.2.5 (b)). Since uX − X ⊆ ⋃

j6s Φj ,
thus uX − X ⊆ ⋃

j6s Ṽj . Consequently the sets Vj = Ṽj ∩ X, open in X,
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satisfy the equation X −⋃
j6s Vj

X
= X − ⋃

j6s Vj = uX − ⋃
j6s Ṽj . But

each Ṽj is open in uX, and therefore the closure X −⋃
j6s Vj

X
is compact.

But since each Ṽj ¿uX Ũj , consequently Vj ¿X Uj for each j 6 s.
Thus we obtain the family ω = {Uj} which is a δ-bordering of X of order

6 n + 1 and a refinement of the δ-bordering γ.
It remains to prove that there exists a δ-bordering of X which is not

refined by a bordering of order 6 n. In order to do this we shall take an
exterior δ-covering γ̃ = {Γ̃1, . . . , Γ̃k} of uX −X with respect to uX which
cannot be refined by any exterior δ-covering of uX−X of order 6 n. Then,
as we have just seen, the sets Γi = X ∩ Γ̃i constitute a δ-bordering γ of
the space X. We may as well suppose that the sets Γ̃i are already regular
open sets in uX. But then the sets Γi are also open subsets of X, and for
each i O〈Γi〉 = Γ̃i holds. If there were a δ-bordering ω = {Uj} of X of
order 6 n and refining γ, then the sets O〈Uj〉, according to the first part of
the proof, would constitute an exterior δ-covering of uX −X (with respect
to uX) which refines γ̃ = Oγ and has the same order as ω itself, which is
impossible. The proof is complete. ♣

Corollary 1.5.1.5 For every proximity space X there follows δ-dim∞X 6
δ-dimX.

Proof : It immediately follows, because δ-dim∞X = δ-dim (uX −X) 6 δ-
dimuX = δ-dimX. ♣

Definition 1.5.1.9 The relative dimension of a completely regular space
X is the largest integer n = 0, 1, . . ., for which it contains a compact subspace
of the dimension n.

The relative dimension of the space X will be denoted as rdX. From
Theorem 1.5.1.1 and Proposition 1.5.1.1 it follows that rd X 6 δ-dim X for
every proximity space.

Theorem 1.5.1.9 The δ-dimension δ-dimX of the proximity space X is
the largest of the dimensions δ-dim∞X and rdX.

Proof : Since δ-dim∞X 6 δ-dimX and rdX 6 δ-dimX, we need only to
prove that if δ-dim∞X 6 n and rd X 6 n, then δ-dimX = dimuX 6 n, as
well. For this, by Theorem 1.5.1.5, it suffices to prove that every continuous
mapping f of any closed subset A ⊆ uX into Sn can be extended to a
continuous mapping f̃ of the compact space uX into Sn. For this we can
notice that dimuX −X = δ-dim(uX −X) = δ-dim∞X 6 n.
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This means that the mapping f , restricted to the closed set A∩uX −X,
can be extended to a continuous mapping f ′ of all of uX −X into Sn.
Evidently, the mapping F , which coincides with f on A and coincides with
f ′ on uX −X, will be a continuous mapping of the closed subset A′ =
A ∪ uX −X of uX into Sn. Now, in just the same way as in the proof of
Theorem 1.5.1.5, we shall extend this mapping F to a continuous mapping
F ′ of some neighborhood U of A′ into Sn. Since uX and A′ are compact,
there exists a neighborhood U ′ of A′ such that U ′ ⊆ U . Therefore we may
suppose immediately that F ′ is defined on the closure of the neighborhood
U .

The set uX − U does not meet uX −X and therefore the compact set
Φ = uX −U is contained in X. Since rd X 6 n, then dimΦ 6 n. Therefore
the mapping F ′, restricted to the closed set Φ ∩ U , can be extended to a
continuous mapping F ′′ of the whole Φ into Sn. Evidently the function f̃ ,
which coincides with F ′ on U and with F ′′ on Φ, is a continuous mapping
of the whole compact space uX into Sn. At the same time, as can easily be
seen, it coincides with f on A. This proves the theorem. ♣

Corollary 1.5.1.6 If the proximity space X satisfies the inequality

δ − dim∞X < δ − dimX < ∞ ,

then there exists a compact subset Φ of X of the dimension dimΦ = δ-
dim X. ♣

Returning to the example of the countable closed set A lying in Rn and
having δ-dimension n, we can see that here rd A = 0 and δ-dim∞A = n.
To conclude, ”recession to infinity” in this or that proximity space is to be
understood as ”recession beyond any compact subspace”.

1.5.2 Definition and basic properties of the δ-large inductive
dimension

Definition 1.5.2.1 Let (X, δ) be a proximity space. Then we say that a set
L ⊆ X is a δ-partition in X between A and B and denote this with
(L; U, V ), if there exist open sets U, V ⊆ X such that

A ¿ U , B ¿ V , U ∩ V = ∅ and U ∪ V = X − L .

It is clear that if L is a partition between A and B, then Lδ(A ∪ B).
Also, the proof of the following lemma is obvious.
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Lemma 1.5.2.8 Let (X, δ) be a proximity space and let F1 and F2 be two
of its closed subsets. If F1δF2 and ψ∗ is a partition between F

uX
1 , F

uX
2 in

uX (in the topological sense), then ψ = ψ∗ ∩X is a δ-partition between F1

and F2 in X. ♣

Definition 1.5.2.2 We say that the proximity space (X, δ) is perfect if
rX H

uX = ruX O〈H〉 for each H ∈ τδ, where rX H denotes the boundary of
the set H in X.

Lemma 1.5.2.9 The proximity space (X, δ) is perfect if and only if for
every two disjoint open sets H1, H2 ∈ τδ, O〈H1 ∪ H2〉 = O〈H1〉 ∪ O〈H2〉
holds.

Proof : Let (X, δ) be a perfect proximity space and let H1, H2 ∈ τδ, H1 ∩
H2 = ∅. To prove that O〈H1 ∪ H2〉 = O〈H1〉 ∪ O〈H2〉, it suffices, by
properties (b) and (d) of the operator O〈 〉 and the complementation, to
prove that if F1, F2 ∈ τ c

δ and F1 ∪ F2 = X, then F
uX
1 ∩ F

uX
2 ⊆ F1 ∩ F2

uX .
Let us suppose that ζ ∈ F

uX
1 ∩ F

uX
2 but ζ 6∈ F1 ∩ F2

uX . Then ζ ∈
ruXF

uX
1 , otherwise ζ has a neighborhood V (in uX ) such that V ⊆ F

uX
1

and V ∩ F1 ∩ F2 = ∅. But V ∩ F2 is a non-empty subset of X contained in
F

uX
1 ∩X = F1, contradicting V ∩F1∩F2 = ∅. Thus, applying the perfectness

of (X, δ) to H = X − F1, ζ ∈ rX F1
uX holds. But rX F1 ⊆ F1 ∩ F2, proving

ζ ∈ F1 ∩ F2
uX , which is a contradiction.

Conversely, let us assume the condition of the lemma. Let H ∈ τδ and
let H∗ = X −H. Then it is clear that r H = X − (H ∪H∗). Consequently,

(1) r H
uX = X − (H ∪H∗)

uX
= uX −O〈H ∪H∗〉 =

= uX − (O〈H∗〉 ∪O〈H〉) .

Moreover, uX −O〈H〉uX
= uX −H

X
uX

= O〈H∗〉, i.e.

(2) ruX O〈H〉 = uX − (O〈H〉 ∪O〈H∗〉) .

From (1) and (2) r H
uX = ruX O〈H〉 holds. ♣

Corollary 1.5.2.1 Every compact proximity space (X, δ) is perfect.

Proof : The proof is immediate if we note that O〈H〉 = intH for every
H ⊆ X. ♣
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Lemma 1.5.2.10 If the closed subset ψ of a perfect proximity space (X, δ)
is a δ-partition between two closed sets F1, F2 ⊂ X, then ψ

uX is a partition
between F

uX
1 and F

uX
2 in uX.

Proof : Let ψ be a δ-partition between F1 and F2. Then, by definition,
there exist the sets U1, U2 ∈ τδ such that

X − ψ = U1 ∪ U2 , U1 ∩ U2 = ∅ and Ui À Fi , i = 1, 2 .

Let ψi = ψ ∪ Ui, i = 1, 2. Then ψi ∈ τ c
δ and ψ1δF2, ψ2δF1. Consequently,

F
uX
1 ⊂ uX−ψ2

uX = O〈U1〉, F
uX
2 ⊂ uX−ψ

uX
1 = O〈U2〉. Since U1∩U2 = ∅,

then O〈U1〉 ∩O〈U2〉 = O〈U1 ∩ U2〉 = ∅. Now from X − ψ = U1 ∪ U2, (X, δ)
is perfect and by property (h) of operator O〈 〉 we have uX − ψ

uX =
O〈X − ψ〉 = O〈U1 ∪ U2〉 = O〈U1〉 ∪ O〈U2〉, i.e. uψ is a partition between
uF1 and uF2 in uX, where uψ = ψ

uX . ♣

Definition 1.5.2.3 To every proximity space (X, δ) one assigns the δ-large
inductive dimension of X, denoted by δ−IndX, which is an integer larger
then -1 or ”infinite number” +∞. The definition of dimension function
δ − IndX consists in the following conditions:

(LID1) δ − IndX = −1 if and only if X = ∅;
(LID2) δ − IndX 6 n, where n = 0, 1, . . ., if for every two far closed

sets F1 and F2 there exists a δ-partition L between F1 and F2 such that
δ − IndL 6 n− 1;

(LID3) δ−Ind X = n if and only if δ−Ind X 6 n and δ−IndX > n−1,
i.e. the inequality δ − Ind X 6 n− 1 does not hold ;

(LID4) δ − IndX = +∞ if and only if δ − IndX > n, for each n =
−1, 0, 1, . . .

Theorem 1.5.2.1 For every proximity subspace (Y, δY ) of a proximity spa-
ce (X, δ) we have δ − Ind Y 6 δ − IndX.

Proof : The theorem is obvious if δ−IndX = +∞, so that one can suppose
that δ− Ind X < +∞. We shall apply induction with respect to δ− Ind X.
Clearly, the inequality holds if δ−Ind X = −1. Let us assume the theorem is
proved for all proximity spaces whose δ-large inductive dimension is 6 n−1.
Let us consider a proximity space (X, δ) with δ − Ind X = n, a subspace
(Y, δY ) and A , B two far closed subsets of Y . Then AδB and therefore
A δ B. Since δ−IndX = n, there exists a δ-partition (L; U, V ) in X between
A and B such that δ − Ind L 6 n− 1.
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It is easy to see that the triple (L ∩ Y ;U ∩ Y, V ∩ Y ) is a δ-partition in
Y between A and B. Hence by the inductive assumption, δ − Ind L ∩ Y 6
n−1 which, together with (LID2) in Definition 1.5.2.3, yields the inequality
δ − Ind Y 6 n = δ − IndX. ♣

Theorem 1.5.2.2 A proximity space (X, δ) satisfies the inequality δ−
Ind X 6 n if and only if for every closed set F ⊆ X and each δ-neighborhood
UF of F there exists an open δ-neighborhood U∗

F of F such that F ¿ U∗
F ¿

UF and δ − Ind rU∗
F 6 n− 1.

Proof : Let (X, δ) be a proximity space satisfying δ − IndX 6 n, n > 0,
and let us consider a closed subset F of X and an open δ-neighborhood UF

of F . Then F ¿ UF , and, by definition of the relation ¿, FδX −UF holds.
Let (L; U, V ) be the δ-partition between F and X − UF in X, satisfying
δ − IndL 6 n− 1, then we have: X − L = U ∪ V , U ∩ V = ∅, F ¿ U and
X−UF ¿ V . By Theorem 1.1.1.1 there follows that F ¿ U ⊆ X−V ¿ UF .
Since r U ⊆ (X−U)∩ (X−V ) = X− (U ∪V ) = L, then δ− Ind rU 6 n−1
by Theorem 1.5.2.1.

Now, let us assume that a proximity space (X, δ) satisfies the conditions
of the theorem. Let us consider two far closed sets A,B ⊆ X. By the
definition of relation ¿, A ¿ X − B holds. From the conditions of the
theorem, there exists U∗

A such that A ¿ U∗
A ¿ X − B and δ − Ind r U∗

A 6
n− 1. Using the property of the relation ¿ it is easy to see that the triple
(r U∗

A; U∗
A, X−U∗

A) is a δ-partition between A and B, so that δ−Ind X 6 n.
♣

Theorem 1.5.2.3 If (X, δ) is a proximity space and δ− Ind X = n, n > 1,
then for k = 0, 1, 2, . . . , n − 1 the proximity space (X, δ) contains a closed
proximity subspace Yk such that δ − Ind Yk = k.

Proof : It suffices to show that X contains a closed subspace Yn−1 such that
δ− Ind Yn−1 = n−1. As δ− Ind X > n−1, there exists a closed set F ⊆ X
and an open set UF , F ¿ UF , such that for every open set U∗

F , F ¿ U∗
F ,

satisfying the condition F ¿ U∗
F ¿ UF we have δ − Ind r U∗

F > n − 2. On
the other hand, since δ−IndX 6 n, there exists an open set U∗∗

F , F ¿ U∗∗
F ,

satisfying the above condition and such that δ − Ind r U∗∗
F 6 n − 1. The

closed subspace Yn−1 = r U∗∗
F ⊆ X has the required property. ♣

Theorem 1.5.2.4 For every proximity space (X, δ) we have that

δ − IndX 6 InduX ,
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where InduX is the topological dimension of the Smirnoff compactification
uX of X.

Proof : We shall apply induction with respect to Ind uX. If Ind uX =
−1, then uX = ∅ = X and our inequality holds. Let us assume that the
inequality holds for all proximity spaces X with Ind uX < n for some n > 0,
and let us consider a proximity space X such that Ind uX = n.

Let F1 and F2 be far closed sets in X. Then the sets uF1 and uF2 are
disjoint in uX so that there exists a partition ψ̃ in uX between uF1 and uF2

such that Ind ψ̃ 6 n− 1. From Lemma 1.5.2.10 we can see that ψ = ψ̃ ∩X

is a δ-partition in X between F1 and F2. Since uψ = ψ
uX , it follows from

Theorem 2.2.1 in [96] and the inductive assumption that δ− Ind ψ 6 n− 1,
so that δ − Ind X 6 n = Ind uX. ♣

Definition 1.5.2.4 A perfect proximity space is called a strongly perfect
proximity space (or S-perfect proximity space) if every closed subspace
of (X, δ) is perfect.

The following statements may be easily proved.

Lemma 1.5.2.11 Every compact proximity space, and every normal fine
proximity space is an S-perfect space. ♣

Proposition 1.5.2.1 Every proximity space is homeomorphic with a closed
subset of a fine proximity space. ♣

Theorem 1.5.2.5 For every S-perfect proximity space X we have

δ − Ind X = Ind uX .

Proof : From Theorem 1.5.2.4 it suffices to show that Ind uX 6 δ− Ind X.
As in the proof of Theorem 1.5.2.4, we shall suppose that δ − IndX <

+∞ and apply induction with respect to δ − IndX.
The inequality holds if δ − IndX = −1.
Let us assume that the inequality is proved for all S-perfect proximity

spaces with dimension δ− IndX smaller than n > 0, and let us consider an
S-perfect proximity space X such that δ − Ind X = n. Let F̃1 and F̃2 be
disjoint closed sets in uX. Then there exist open sets Ṽ1 and Ṽ2 in uX such

that F̃i ⊆ Ṽi, i = 1, 2 and Ṽ1

uX
∩ Ṽ2

uX
= ∅. The sets Vi = Ṽi

uX
∩X are

closed in X and far, so that there exists a δ-partition ψ in X between V1

and V2 such that δ − Indψ 6 n− 1. From Lemma 1.5.2.10 the set uψ is a
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partition between uV1 and uV2 in uX. And from the inductive assumption
Ind X 6 n− 1 follows.

Since F̃i ⊆ Ṽi

uX
, then uψ is a partition between F1 and F2; consequently

Ind uX 6 δ − Ind X. ♣

Corollary 1.5.2.2 For every compact proximity space X, the topological
dimension Ind X coincides with the δ-dimension δ − Ind X.

Proof : This follows immediately from Theorem 1.5.2.5 and Corollary
1.5.2.1. ♣

Corollary 1.5.2.3 Every normal fine proximity space X has δ − Ind X =
Ind βX.

Proof : The proof of this corollary follows immediately from Theorem
1.5.2.5 and Lemma 1.5.2.11. ♣

Corollary 1.5.2.4 If X is an S-perfect proximity space and F is a closed
subset of X, then δ − Ind F 6 δ − IndX.

Proof : From the above theorem we have that δ − Ind F = Ind uF =
IndF

uX 6 Ind uX = δ − Ind X . ♣

Corollary 1.5.2.5 For every S-perfect proximity space X we have δ−dimX
6 δ − IndX.

Proof : From Theorem 1.5.1.1 we have that δ − dimX − dimuX. From
Theorem 1.5.2.5 δ − IndX = Ind uX holds, and from Theorem 3.1.28 in
[96] we have that dim uX 6 Ind uX. Thus, for every S-perfect space, δ −
dimX 6 δ − Ind X holds. ♣

Corollary 1.5.2.6 If (X, δ) is an S-perfect proximity space, and A and B
are closed subsets of (X, δ), then

δ − Ind(A ∪B) 6 δ − Ind A + δ − Ind B + 1 .

Proof :

δ − Ind(A ∪B) = IndA ∪B
uX = Ind (AuX ∪B

uX) 6
6 IndA

uX + Ind B
uX + 1 = (see [96])

= δ − Ind A + δ − IndB + 1 .
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Theorem 1.5.2.6 The perfect proximity space X has δ − Ind X = 0 if and
only if for every closed set F ⊆ X and for every δ-neighborhood U of F
there exists a δ-isolated set H such that F ⊆ H ⊆ U .

Proof : Let δ − IndX = 0 and let F be a closed subset of proximity space
(X, δ), and let U À F ; then FδX − U . Therefore, the empty set ∅ is a
δ-partition between F and X − U . Thus, there exist the sets U1 , U2 ∈ τδ

such that X = U1 ∪ U2, U1 ∩ U2 = ∅ and U1 À F , U2 À X − U . But
uX = O〈X〉 = O〈U1 ∪ U2〉 = O〈U1〉 ∪ O〈U2〉, and O〈U1〉 ∩ O〈U2〉 = ∅,
because U1 ∩ U2 = ∅. Then O〈U1〉 and O〈U2〉 are open-closed sets in uX,
i.e. O〈U1〉 ∩XδO〈U2〉 ∩X, which implies that U1δU2, i.e. U1δX − U1. It is
clear that U À U1 À F . The converse is obvious. ♣

Corollary 1.5.2.7 For every perfect proximity space X the conditions δ −
Ind X = 0 and δ − dimX = 1 are equivalent.

Proof : This follows immediately from the above theorem and Theorem
1.5.1.2. ♣

Definition 1.5.2.5 A subfamily β of the power set PX of X is said to be a
δ-base of a proximity space (X, δ) if for every two subsets A,B ⊆ X, AδB,
there exist sets U, V ∈ β such that A ⊆ U , B ⊆ V and UδV .

Lemma 1.5.2.12 A family β ⊆ PX is a δ-base for a proximity space (X, δ)
if and only if for every subset B of X and every δ-neighborhood A of B there
exists H ∈ β such that B ¿ H ¿ A.

Proof : Let β be a δ-base for (X, δ) and let A,B ⊆ X such that B ¿ A.
Then BδX − A. By Proposition 1.1.1.3 there are sets C, D ⊆ X such that
B ¿ C, X − A ¿ D and CδD. Since β is a δ-base, there exist sets
H, H∗ ∈ β such that C ⊆ H, D ⊆ H∗ and HδH∗. Hence B ¿ C ⊆ H,
X −A ¿ D ⊆ H∗ and H ¿ X −H∗. From Theorem 1.1.1.1 it follows that
B ¿ H, X −H∗ ¿ A and H ¿ X −H∗. Hence B ¿ H ¿ A.

Conversely, let β ⊆ PX such that there exists H ∈ β for which B ¿
H ¿ A whenever B ¿ A. Assuming that AδB, we have B ¿ X −A. Thus
there is H ∈ β such that B ¿ H ¿ X − A. Since H ¿ X − A, then
A ¿ X −H and hence there exists H∗ ∈ β such that A ¿ H∗ ¿ X −H.
Now it is clear that HδH∗, A ⊆ H∗ and B ⊆ H. Therefore β is a δ-base for
the proximity space (X, δ). ♣

From Proposition 1.5.2.2 and the above lemma one can easily prove the
following:
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Theorem 1.5.2.7 A proximity space (X, δ) satisfies the inequality δ−
Ind X 6 n if and only if it has a δ-base β consisting of open sets such
that δ − Ind rH 6 n− 1 for every H ∈ β. ♣

From Theorem 1.5.1.2 and the fact that every δ-isolated set is an open-
closed set, one may easily obtain the following:

Theorem 1.5.2.8 If a proximity space (X, δ) has δ − dimX = 0, then it
has δ − Ind X = 0 as well.

Example 1.5.2.1 The converse of the last theorem, in general, is not true,
e.g., the space (Q ∩ [0, 1], δ), where Q is the set of all rational numbers
and AδB if and only if A

[0,1] ∩ B
[0,1] = ∅, has δ − dim (Q ∩ [0, 1]) = 1 and

δ − Ind (Q ∩ [0, 1]) = 0.

Lemma 1.5.2.13 Let (X, δ) be a proximity space such that (X, τδ) is a
hereditarily normal space, and let (Y, δY ) be a proximity subspace of (X, δ)
such that δ−Ind Y 6 n, n > 0. Then for every two far closed subsets F1, F2

of X, there exists a δ-partition (L; U, V ) in X between F1 and F2 such that
δ − Ind (L ∩ Y ) 6 n− 1.

Proof : Let F1 and F2 be far closed subsets of X. By Propositions 1.1.1.3
and 1.1.2.5 there exist two open subsets U1 and U2 of X such that Fi ¿ Ui

and U1δU2. Since Y ⊆ X, then U1 ∩ Y δY U2 ∩ Y , and consequently, there
is a δ-partition (L∗; V ∗

1 , V ∗
2 ) in Y between U1 ∩ Y and U2 ∩ Y such that

δ−Ind L∗ 6 n−1. It is easy to see that U1∩V ∗
1 and U2∩V ∗

2 are separated,
so that there exist two open subsets V1 and V2 of X such that U i∩V ∗

i ⊆ Vi,
V1 ∩ V2 = ∅. The triple (L = X − (V1 ∪ V2), V1, V2) is a δ-partition in
X between F1 and F2 for which L ∩ Y ⊂ L∗. Hence δ − Ind (L ∩ Y ) 6
δ − Ind L∗ 6 n− 1. ♣

Theorem 1.5.2.9 For every pair of proximity subspaces X1, X2 of a hered-
itarily normal proximity space (X, δ), we have

δ − Ind (X1 ∪X2) 6 δ − Ind X1 + δ − IndX2 + 1 .

Proof : The theorem is obvious if one of X1 or X2 has δ − Ind = +∞, so
that we can suppose that I(X1, X2) = δ − Ind X1 + δ − Ind X2 < +∞. We
shall apply induction with respect to I(X1, X2). If I(X1, X2) = −2, then
X1 = X2 = ∅ and our inequality holds. Let us assume that the inequality
holds for every pair of subspaces, the sum of which δ − Ind is smaller than
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n, n > −1. Let us consider a pair of proximity subspaces X1, X2 such
that I(X1, X2) = n. Clearly, we can suppose that δ − IndX1 > 0. Let
F1 and F2 be far closed subsets of X1 ∪ X2. By virtue of Lemma 1.5.2.13
there exists a δ-partition (L; U, V ) in X1 ∪X2 between F1 and F2 such that
δ − Ind (L ∩X1) 6 δ − IndX1 − 1.

Since I(L∩X1, L∩X2) 6 δ− IndX1−1+ δ− IndX2 = n−1, it follows
by the inductive assumption that δ − Ind L 6 n. This implies

δ − Ind (X1 ∪X2) 6 δ − Ind X1 + δ − Ind X2 + 1 . ♣

Corollary 1.5.2.8 If a hereditarily normal proximity space (X, δ) can be
represented as the union of n+1 proximity subspaces X1, . . . , Xn+1 such that
δ − IndXi 6 0 for i = 1, 2, . . . , n + 1, then δ − Ind X 6 n holds.

Lemma 1.5.2.14 If (Y, δY ) is an open proximity subspace of a proximity
space (X, δ) such that δ − Ind Y 6 n, n > 0, then for every two far closed
subsets F1 and F2 of X, there exists a δ-partition (L; U, V ) in X between F1

and F2 such that δ − Ind (L ∩ Y ) 6 n− 1.

Proof : Since F1δF2, then by propositions 1.1.1.3 and 1.1.2.5 there exist
two open subsets U1 and U2 of X such that Fi ¿ Ui and U1δU2. Let us
notice that U1 ∩ Y and U2 ∩ Y are far closed subsets of Y , hence there
is a δ-partition (L∗, U∗

1 , U∗
2 ) in Y between U1 ∩ Y and U2 ∩ Y such that

δ − Ind L∗ 6 n− 1. Since Y is open in X, then U∗
1 and U∗

2 are also open in
X.

Let us consider Vi = U∗
i ∪ Ui and L = X − (V1 ∪ V2). It is easy to see

that the triple (L; V1, V2) is a δ-partition in X between F1 and F2 for which
L ∩ Y = L∗. Hence δ − Ind (L ∩ Y ) = δ − Ind L∗ 6 n− 1. ♣

In a similar way, to that used to proving Theorem 1.5.2.9, and by taking
into consideration Lemma 1.5.2.14, one can prove the following

Theorem 1.5.2.10 If a proximity space (X, δ) can be represented as the
union of two proximity subspaces Y and Z, one of which being open, then
δ − IndX 6 δ − Ind Y + δ − IndZ + 1 holds. ♣

Corollary 1.5.2.9 If (X, δ) is a proximity space such that X = Y ∪Z and
Y is closed, then

δ − Ind X 6 δ − Ind Y + δ − IndZ + 1 .
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Proof : Since X = Y ∪ Z = Y ∪ (X − Y ), then X − Y ⊆ Z and X − Y is
open in X. By Theorem 1.5.2.10 it follows that

δ− Ind (Y ∪Z) = δ− Ind (Y ∪ (X−Y )) 6 δ− Ind Y + δ− Ind (X−Y )+1 .

But from Theorem 1.5.2.1 we have δ − Ind (X − Y ) 6 δ − IndZ. Hence
δ − Ind (Y ∪ Z) 6 δ − Ind Y + δ − Ind Z + 1. ♣

1.5.3 Definition and basic properties
of the δ-small inductive dimension

Definition 1.5.3.1 To every proximity space (X, δ) one assigns the δ-
small inductive dimension of X, denoted by δ − indX, which is an
integer larger then or equal to -1 or ”infinite number” +∞. The definition
of dimension function δ − indX consists in the following conditions:

(SID1) δ − indX = −1 if and only if X = ∅;
(SID2) δ − indX 6 n, where n = 0, 1, . . ., if for every point x ∈ X and

every closed set F ⊂ X not containing x, there is a δ-partition (L;U, V )
between x and F such that δ − indL 6 n− 1;

(SID3) δ−indX = n if and only if δ−indX 6 n and δ−ind X > n−1,
i.e. the inequality δ − indX 6 n− 1 does not hold ;

(SID4) δ − indX = +∞ if and only if δ − indX > n, n = −1, 0, 1, . . .

Modifying slightly the proof of Theorems 1.5.2.1, 1.5.2.2 and 1.5.2.3 we
obtain the following parallel three theorems:

Theorem 1.5.3.1 For every proximity subspace (Y, δY ) of a proximity spa-
ce (X, δ) δ − ind Y 6 δ − indX holds. ♣

Theorem 1.5.3.2 A proximity space (X, δ) satisfies the inequality δ−indX
6 n if and only if for every x ∈ X and each open neighborhood Ox of x
there exists an open neighborhood O∗

x of x such that x ∈ O∗
x ¿ Ox and

δ − ind rO∗
x 6 n− 1. ♣

Theorem 1.5.3.3 If (X, δ) is a proximity space and δ − indX = n > 1,
then for k = 0, 1, 2, . . . , n− 1 there exists Yk ⊆ X such that δ − ind Yk = k.
♣

Theorem 1.5.3.4 For every proximity space (X, δ) indX 6 δ − indX
holds.
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Proof : We shall apply induction with respect to δ − indX. Clearly, the
inequality holds if δ − indX = −1. Let us assume that the theorem proved
for all the proximity spaces (X, δ) whose δ− indX 6 n− 1. Let us consider
the proximity space (X, δ) with δ − ind X = n, a point x ∈ X and a closed
set F ⊆ X not containing x. Since xδF , there exists a δ-partition (L; U, V )
between x and F such that δ − indL 6 n− 1. Using Proposition 1.1.2.5 it
is easy to see that the triple (L; U, V ) is also a topological partition between
x and F . Hence, by the induction, indL 6 n − 1, which together with
Proposition 1.1.4 in [96] yields the inequality indX 6 n = δ − indX. ♣

Theorem 1.5.3.5 For every proximity space (X, δ) it follows that δ−indX
6 ind uX.

Proof : We shall apply induction with respect to ind uX. Clearly, the
inequality holds if ind uX = −1.

Let us consider the proximity space (X, δ) with ind uX = n, a point
x ∈ X and a closed set F ⊆ X, x ∈ F . Since xδF , we have that xuX∩F

uX =
∅ and therefore x 6∈ F

uX . From the definition of ind uX, there exists a
partition (L; U, V ) in uX between x and F

uX such that indL 6 n− 1.
It is easy to see that (L∩X; U ∩X,V ∩X) is a δ-partition in X between

x and F . Hence, by the inductive assumption and the fact that u(L∩X) =
L ∩X

uX , δ− ind(L∩X) 6 ind u(L∩X) = ind(L ∩X)
uX

= ind L 6 n− 1,
which, together with (SID2), yields the inequality δ − indX 6 ind uX. ♣

Corollary 1.5.3.1 For every compact proximity space (X, δ) the δ-small
inductive dimension coincides with the topological small inductive dimen-
sion.

Proof : From Theorem 1.5.3.4 it follows that indX 6 δ − indX. From
Theorem 1.5.3.5 it follows that δ − indX 6 ind uX = indX. Therefore
indX = δ − indX. ♣

1.5.4 Some relations between dimension functions

Theorem 1.5.4.1 δ − ind X = ind X for any proximity space (X, δ).

Proof : It suffices to show that δ − indX 6 indX, because in Theorem
1.5.3.4 we have proved that indX 6 δ − indX for any proximity space
X. Clearly we can assume that indX < +∞. We shall apply induction
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with respect to ind X. The inequality holds if indX = −1. Assuming the
inequality valid for all proximity spaces of indX 6 n, n > 0, we consider a
proximity space (X, δ) with indX = n. Let x ∈ X and F be a closed subset
of X with x 6∈ F ; then xδF . From Propositions 1.1.1.3 and 1.1.2.5 there
exists an open subset U of X such that x 6∈ U and F ¿ U . Since ind X = n,
there exists a topological partition (L; U1, U2) between x and U such that
δ−indL 6 n−1 (by 1.1.4. in [96]). It follows from the inductive assumption
that indL 6 n− 1. Since F ¿ U ⊆ U2, then F ¿ U2 and hence (L; U1, U2)
is a δ-partition in X between x and F . Thus δ − indX 6 n = indX, and
the proof of the theorem is complete. ♣

Modifying slightly the above proof, we obtain the following:

Theorem 1.5.4.2 δ − Ind X 6 Ind X for every normal proximity space
(X, δ). ♣

Theorem 1.5.4.3 For every proximity space (X, δ) it follows that δ−indX
6 δ − IndX.

Proof : It is easy to prove by applying the induction with respect to δ −
Ind X. ♣

Corollary 1.5.4.1 For every proximity space (X, δ) there follows indX 6
δ − Ind X 6 Ind uX .

Proof : It follows from Theorems 1.5.3.4, 1.5.4.3 and 1.5.2.4. ♣

Corollary 1.5.4.2 indX 6 δ−IndX 6 Ind X for every normal proximity
space (X, δ). ♣

The above corollary shows that δ − IndX = Ind X for each normal
proximity space (X, δ) having the property indX = Ind X.

Thus using 1.7.7 in [96] we have:

Corollary 1.5.4.3 For a separable metric space (X, τ) the equality δ −
Ind X = IndX holds for each proximity δ on X compatible with τ . ♣

Also, using 4.8.2 in [8] and 8.10. in [238], we have

Corollary 1.5.4.4 δ − IndX = Ind X for every normal proximity space
(X, δ) having a countable base (a countable δ-base). ♣

Using 1.6.5 in [96], we have:
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Corollary 1.5.4.5 δ−IndX = 0 if and only if Ind X = 0 for every Lindeöf
proximity space (X, δ). ♣

Using 2.2.4 in [96], we have:

Corollary 1.5.4.6 δ − Ind X = IndX for every strongly paracompact
strongly hereditarily normal proximity space. ♣

By 2.4.2 and 2.4.3 in [96], we have:

Corollary 1.5.4.7 δ−Ind X = 0 if and only if IndX = 0 and δ−Ind X =
1 if and only if IndX = 1 for every strongly paracompact proximity space
(X, δ). ♣

Using 3.1.4 in [96], we have

Corollary 1.5.4.8 δ − Ind X 6 dimX for every metric proximity space
(X, δ). ♣
Corollary 1.5.4.9 δ−indX = Ind X for every normal fine proximity space
(X, δ). ♣
Proof : By 2.2.9 in [96] it follows that IndX = Ind βX, where βX is
the Czech-Stone compactification of (X, τδ). By Corollary 1.5.2.3 we have
δ − IndX = Ind βX. Hence δ − IndX = Ind βX = IndX. ♣
Example 1.5.4.1 Dowker constructed a compact space Z, which contains
a normal subspace X such that Ind X = 1 (see example 2.2.11 in [96]). The
pair (X, X

Z) defines a proximity δ on X as follows:
For A,B ⊆ X, AδB if and only if A

Z ∩ B
Z = ∅. By Theorem 1.5.2.4 it

follows that δ − IndX = 0 6= Ind X.

Historical and bibliographic notes

The definition of the covering dimension δ-dim of proximity spaces was
formulated by Ju. M. Smirnoff in 1954 [296]. All the results of subsection 5.1.
were proved by Smirnoff in paper [302] (see also [303] and [305]). The notion
of the large inductive dimension δ-Ind of proximity spaces was introduced
by A. Kandil in 1983 [160]. In the same year he introduced the notion of
the small inductive dimension δ-ind of proximity spaces in paper [162]. All
the results in the other subsection of this section were proved by Kandil in
his papers [159], [160], [161] and [162].



Chapter 2

Semi-proximity spaces and
semi-uniform spaces

2.1 Semi-uniform spaces

2.1.1 Semi-uniformities and semi-pseudometrics

Definition 2.1.1.1 A semi-uniformity on a set X is a filter U on X×X
satisfying the following two conditions:

(SU1) ∆X ⊆ U for each U ∈ U ;
(SU2) if U ∈ U , then U−1 contains an element of U .

A semi-uniform space is a pair (X,U), where X is a set and U is a
semi-uniformity on X.

Since U is a filter, the condition (SU2) can be replaced by the following
formally stronger condition:

(SU ′
2) if U ∈ U , then U−1 ∈ U .

The elements of semi-uniformity are called entourages of X ×X or en-
tourages on X.

Definition 2.1.1.2 A base for a semi-uniformity U is a subcollection
V of U such that each element of U contains an element of V. A sub-base
for a semi-uniformity U is a subcollection W of U such that the collection
of all finite intersections of elements of W is a base of U .

It is obvious that a base for a semi-uniformity U is a filter base for the
filter U , while a sub-base for a semi-uniformity U is a filter sub-base for the
filter U .

177
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Proposition 2.1.1.1 Conditions (SU1) and (SU2) are necessary and suf-
ficient for a filter base on X ×X to be a base for a semi-uniformity for X.
These conditions are also sufficient (but not necessary) for a filter sub-base
on X ×X to be a sub-base for a semi-uniformity for X. ♣

Proposition 2.1.1.2 A collection W of sets is a sub-base for a semi-unifor-
mity on a set X if and only if W 6= ∅, each element of W being an entourage
of diagonal of X, and if W ∈ W, then W−1 contains a finite intersection of
the elements of W.

Proof : Let us consider the collection V consisting of all finite intersections
of the elements of W. If W is a sub-base for a semi-uniformity, then V
is a base and therefore, by Proposition 2.1.1.1, if V ∈ V then V ′ ⊆ V −1

for some V ′ ∈ V; it follows that for each U ∈ W the set U−1 contains a
finite intersection of elements of W. It is obvious that each element of W
contains the diagonal and that W 6= ∅. Conversely, if the conditions of
proposition are satisfied, one can show without difficulty that V is a filter
base satisfying conditions (SU1) and (SU2). Now by Proposition 2.1.1.1 V
is a base for semi-uniformity and finally, by definition, W is a sub-base for
a semi-uniformity. ♣

Corollary 2.1.1.1 The collection of all symmetric elements of a given se-
mi-uniformity U is a base for U .

Proof : Indeed, if U ∈ U , then U−1 ∈ U by (SU ′
2) and thus U ∩ U−1 ∈ U .

But U ∩ U−1 is symmetric and contained in U . ♣
If U is a semi-uniformity for a set X, then U [x] = {U [x] : U ∈ U} is a

filter on X and x ∈ U [x] for each x ∈ X. Then there exists a unique closure
u for X such that U [x] is a local base at x in the closure space (X,u) for
each x ∈ X. This closure is defined to be closure induced or generated
by semi-uniformity U . If V is a base (sub-base) for U , then V[x] is a local
base (a local sub-base) at x in the closure space (X,u) for each x ∈ X.

Example 2.1.1.1 (a) The collection U of all subsets of X×X containing the
diagonal is clearly a semi-uniformity on a set X. The collection consisting
of only one element, namely the diagonal of X ×X, is a base for U . Clearly
U is the largest semi-uniformity on X, that is, if V is a semi-uniformity for
X, then V ⊆ U . It is obvious that U generates the discrete closure.

Let us consider now the collection V1 of all subsets U ⊆ X × X of the
form

⋃
i(Gi×Gi), where {Gi} is a finite cover of X. Obviously V1 is a filter
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base and satisfies conditions (SU1) and (SU2). Thus V1 is a base for some
semi-uniformity V for X. Clearly V generates the discrete closure operation
for X. If X is infinite, then the diagonal of X × X does not belong to
V and hence V 6= U . Thus, if X is infinite, then U and V are distinct
semi-uniformities generating the same closure operation.

(b) Let d be a semi-pseudometric for a set X. Then the collection of
all sets of the form Ur = {(x, y) : d(x, y) < r}, r > 0, is a filter base on
X ×X satisfying conditions (SU1) and (SU2). By Proposition 2.1.1.1 this
collection is a base for a semi-uniformity U which will be said to be induced
or generated by semi-pseudometric d. The semi-pseudometric d induces
also a closure for X. It is almost self-evident that these closures coincide.
Indeed, the family {Ur[x] : r > 0} is a local base at x with respect to the
closure induced by the semi-uniformity and the same family is a local base
at x with respect to the semi-pseudometric closure because Ur[x] is the open
r-sphere about x.

Definition 2.1.1.3 A semi-uniformity is semi-pseudometrizable if it is
induced by a semi-pseudometric.

Theorem 2.1.1.1 A semi-uniformity U is semi-pseudometrizable if and
only if it has a countable base.

Proof : If U is generated by a semi-pseudometric d, and M is a set of positive
real numbers the infimum of which is zero, then evidently, the collection of
all sets {(x, y) : d(x, y) < r}, r ∈ M , is a base for U . Since M can be taken
as countable, the ”only if” part is proved. Conversely, let {Un : n ∈ N} be
a base for U . Without loss of generality we may assume that U0 = X ×X
and Un = U−1

n ⊇ Un+1 for each n ∈ N. Putting d(x, y) = 2−n if and only if
(x, y) ∈ Un − Un+1 and d(x, y) = 0 if and only if (x, y) ∈ ⋂

n Un, we obtain
a semi-pseudometric d for X which generates U . ♣

Definition 2.1.1.4 A semi-pseudometric d for a semi-uniform space
(X,U) is said to be uniformly continuous if the semi-uniformity induced
by d is contained in U , i.e. {(x, y) : d(x, y) < r} ∈ U for each positive
real number r. A uniform collection of semi-pseudometrics is the col-
lection of all uniformly continuous semi-pseudometrics for a semi-uniform
space.

Proposition 2.1.1.3 LetM be a non-void collection of semi-pseudometrics
for a set X and let V be the collection of all sets of the form {(x, y) :
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d(x, y) < r} , d ∈ M , r > 0. Then V is a sub-base for a semi-uniformity
and if M fulfils condition:

(a) if d1, d2 ∈M, then d1 + d2 ∈M ,
then V is a base for a semi-uniformity. If V is a base for a semi-uniformity
U and M fulfils condition:

(b) if d is a semi-pseudometric for X and if for each r > 0 there exists a
d′ ∈M and an s > 0 such that d′(x, y) < r implies d(x, y) < r, then d ∈M;
then M is the set of all uniformly continuous semi-pseudometrics for (X,U).

Proof : Every element of the collection V is a symmetric entourage of the
diagonal of X × X and therefore, by Proposition 2.1.1.1 V is a sub-base
for a semi-uniformity. Let us suppose that the condition (a) is satisfied. It
will be shown that V is a filter base. If Vi = {(x, y) : di(x, y) < ri} ∈ V,
i = 1, 2, where di ∈ M and ri > 0, then V1 ∩ V2 contains the entourage
{(x, y) : (d1 + d2)(x, y) < r}, where r = min(r1, r2). Finally, if V is a base
for a semi-uniformity U and if d is a uniformly continuous pseudometric
for (X,U), then clearly d fulfils the supposition of condition (b). Thus if
M fulfils (b), then every uniformly continuous semi-pseudometric for (X,U)
belongs to M. ♣

Theorem 2.1.1.2 A collection M of semi-pseudometrics is a uniform col-
lection of semi-pseudometrics if and only if M is non-void, all elements of
M are semi-pseudometrics for the same set,say X, and the following two
conditions are fulfilled:

(a) if d1, d2 ∈M, then d1 + d2 ∈M;
(b) if d is a semi-pseudometric for X and if for each r > 0 there exists a

d′ ∈M and an s > 0 such that d′(x, y) < s implies d(x, y) < r, then d ∈M.

Proof : Let us first suppose that M is the collection of all uniformly con-
tinuous semi-pseudometrics for a semi-uniform space (X,U). It is obvious
that {(x, y) → 0 : (x, y) ∈ X × X} ∈ M and hence M 6= ∅. Evidently
every d ∈M is a semi-pseudometric for X and hence all d ∈M are for the
same set. If d1, d2 ∈ M, d = d1 + d2, r > 0 is a positive real number and
0 < s < r/2, then

{(x, y) : d(x, y) < r} ⊇ {(x, y) : d1(x, y) < s} ∩ {(x, y) : d2(x, y) < s} ∈ U ,

which shows that d is a uniformly continuous semi-pseudometric for (X,U),
i.e. d ∈ M. Condition (b) is an immediate consequence of the definition of
uniformly continuous semi-pseudometrics. The second part of the proof is
an immediate consequence of Proposition 2.1.1.3. ♣
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If M is a non-void collection of semi-pseudometrics for a set X, then by
Proposition 2.1.1.3 the set of all {(x, y) : d(x, y) < r}, d ∈ M, r > 0 is a
sub-base for a semi-uniformity which is defined to be the semi-uniformity
generated by M.

Theorem 2.1.1.3 If a semi-uniformity U is generated by a non-void co-
llection M of semi-pseudometrics for a set X, then U ∈ U if and only if
U ⊂ X × X and there exits a finite sequence {di : i 6 n} in M and a
positive real number r such that

∑
i6n di(x, y) < r implies (x, y) ∈ U .

Proof : The set M1 of all finite sums of semi-pseudometrics from M con-
tains with each d1 and d2 their sum d1 +d2. Now the statement follows from
Proposition 2.1.1.3. ♣

Let U be a semi-uniformity for a set X, M be the set of all uniformly
continuous semi-pseudometrics for (X,U) and let V be the semi-uniformity
induced by M. Obviously, V is contained in U . Now we shall prove that
U = V.

Proposition 2.1.1.4 If U is a semi-uniformity for a set X, then U is gen-
erated by the set M of all uniformly continuous semi-pseudometrics for
(X,M) which take only two values, 0 and 1.

Proof : If U is a symmetric element of U and if d(x, y) = 0 for (x, y) ∈ U
and d(x, y) = 1 otherwise, then it is clear that d = {(x, y) → d(x, y) :
(x, y) ∈ X ×X} is a uniformly continuous semi-pseudometric for (X,U). ♣

As a corollary we obtain the following result which shows that a semi-
uniform space is uniquely determined by the collection of all uniformly con-
tinuous semi-pseudometrics, and that a semi-uniformity U is the smallest
semi-uniformity containing every semi-uniformity induced by a uniformly
continuous semi-pseudometric for (X,U).

Theorem 2.1.1.4 If (X,U) is a semi-uniform space, then U ∈ U if and
only if U ⊂ X×X and there exists a uniformly continuous semi-pseudomet-
ric d for (X,U) such that d(x, y) < 1 implies (x, y) ∈ U . ♣
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2.1.2 Semi-uniform closure operation

In this subsection we shall consider various descriptions of the closure u
induced by a semi-uniformity U .

Definition 2.1.2.1 A continuous semi-uniformity for a closure spa-
ce (X,u) is a semi-uniformity for X such that the closure induced by U is
coarser than u. A closure operation u will be called semi-uniformizable
if u is induced by a semi-uniformity.

Let us recall that if X is a closure space, then a semi-neighborhood of
the diagonal of the product space X ×X is a neighborhood of the diagonal
in ind(X × X), i.e. a subset U of X × X such that U [x] ∩ U−1[x] is a
neighborhood of x in X for each x ∈ X.

Proposition 2.1.2.1 If U is a continuous semi-uniformity for a closure
space (X, u), then each element of U is a semi-neighborhood of the diagonal
in (X,u) × (X,u). The set of all semi-neighborhoods of the diagonal of
(X, u)× (X, u) is a continuous semi-uniformity for (X, u).

Proof : Let v be the closure induced by U . If U ∈ U , then U [x] is a
neighborhood of x in (X, v) for each x ∈ X, and v being coarser than u,
U [x] is also a neighborhood of x in (X,u). Since U−1 belongs to U , U−1[x]
is also a neighborhood of x in (X, u). Thus U is a semi-neighborhood of the
diagonal of (X,u)× (X, u). Now let W be the set of all semi-neighborhoods
of the diagonal (X, u)×(X, u). Since W is the neighborhood of the diagonal
in ind((X, u)× (X, u)), W is a filter consisting of entourages of the diagonal,
and clearly U ∈ W implies U−1 ∈ W. Thus W is a semi-uniformity which
is, evidently, continuous. ♣

Corollary 2.1.2.1 Let (X, u) be a closure space and let U be the set of all
semi-neighborhoods of the diagonal of (X,u)× (X, u). Then U is the largest
continuous semi-uniformity for (X, u) and the closure induced by U is the
finest semi-uniformizable closure coarser than u. Finally, d is a continuous
semi-pseudometric for (X, u) if and only if d is a uniformly continuous semi-
pseudometric for (X,U). ♣

Theorem 2.1.2.1 A closure space (X, u) is semi-uniformizable if and only
if x ∈ u(y) implies y ∈ u(x).
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Proof : Let us suppose that u is induced by a semi-uniformity U and let
V be the set of all symmetric elements of U . V is a base for U and thus
x ∈ u(A) if and only if V [x] ∩ A 6= ∅ for each V ∈ V. Now, if x ∈ u(y),
then y ∈ V [x] for each V ∈ V, and each V ∈ V being symmetric, we obtain
x ∈ V [y] for each V ∈ V, which means that y ∈ u(x).

Conversely let us assume the condition and let us consider the largest
continuous semi-uniformity U for (X, u). We shall prove that U induces u.
It is sufficient to show that, for each x ∈ X and each neighborhood W of
x, there exists an element U ∈ U such that U [x] ⊆ W . Let us choose a
family {Vy : y ∈ X} such that Vy is a neighborhood of y in (X, u) for each
y, Vx ⊂ W , and if y 6∈ u(x) then x ∈ X − Vy. Let us put V =

⋃
y∈X Vy,

U = V ∪V −1. Obviously U is a semi-neighborhood of the diagonal and hence
U ∈ U . It will be show that U [x] = Vx and hence that U is the required
element of U . Clearly U [x] ⊃ Vx. If y ∈ (U [x] − Vx), then y ∈ V −1[x],
because V [x] = Vx and hence x ∈ V [y] = Vy. Thus by construction y ∈ u(x)
and by our condition there follows x ∈ u(y). Hence y ∈ Vx because Vx is a
neighborhood of x. But this contradicts our assumption y 6∈ Vx. ♣

Theorem 2.1.2.2 Let X be a closure space. A symmetric subset U of X×
X is a semi-neighborhood of the diagonal of X ×X if and only if A ⊆ U [A]
for each A ⊆ X.

Proof : Let us first suppose that a symmetric subset U of X ×X is a semi-
neighborhood of diagonal and let A ⊆ X. If x ∈ A, then U [x] ∩ A 6= ∅, so
that y ∈ U [x] for some y ∈ A. Since U is a symmetric set, we have that
x ∈ U [y]. Thus A ⊆ U [A].

Conversely, let us suppose that the inclusion A ⊆ U [A] holds for each
A ⊆ X. Since U is symmetric, to show that U is a semi-neighborhood of the
diagonal, it is sufficient to prove that U [x] is a neighborhood of x in X for
each x ∈ X. But by our condition there follows X − U [x] ⊆ U [X − U [x]] =
X − {x} and hence U [x] is indeed a neighborhood of x. ♣

Let (X, u) be a closure space induced by a semi-pseudometric d and
let Ur = {(x, y) : d(x, y) < r}, r > 0. For each A ⊂ X the set Ur[A]
is the open r-sphere about the set A in (X, d) and therefore uA ⊆ Ur[A].
Furthermore uA =

⋂
r>0 Ur[A] since uA is the set of all x ∈ X which have

zero distance from A. Now we shall prove that the same formula is true for
every semi-uniformity inducing the closure u.

Theorem 2.1.2.3 Let us suppose that a closure u for a set X is induced
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by a semi-uniformity U , and V is a base of U . Then

uA =
⋂
{U [A] : U ∈ U} =

⋂
{V[A] : V ∈ V}

for each A ⊆ X.

Proof : By Proposition 2.1.2.1 each element of U is a semi-neighborhood of
the diagonal of (X, u)×(X, u) and therefore, by Theorem 2.1.2.2, uA ⊆ U [A]
for each symmetric U ∈ U and hence each U ∈ U . To prove the converse
inclusion, let us suppose that x ∈ X − uA. Then V [x] ∩ A = ∅ for some
V ∈ V. Selecting any element V1 ∈ V contained in V ∩ V −1, we obtain
x 6∈ V1[A] which establishes the inverse inclusion. ♣

Lemma 2.1.2.1 If U and V are relations on a set X, then

(∗) U ◦ V ◦ U =
⋃
{U−1[x]× U [y] : (x, y) ∈ V } ,

and if U is a symmetric relation, then

(∗∗) U ◦ V ◦ U =
⋃
{U [x]× U [y] : (x, y) ∈ V } .

Proof : To prove (∗) it is sufficient to observe that the left side of (∗) is the
set of all pairs (z, t) such that (z, x) ∈ U and (y, t) ∈ U for some (x, y) ∈ V ,
i.e. the set {(z, t) : z ∈ U−1[x] , t ∈ U [y] for some (x, y) ∈ V } which is the
set on the right side of (∗). Formula (∗∗) follows immediately from (∗). ♣

Now we shall give an interesting description of the product u×u, where
u is a semi-uniform closure.

Theorem 2.1.2.4 Let us suppose that a closure operation u for a set X
is induced by a semi-uniformity U and (X ×X, u × u) is the product space
(X, u)× (X, u). Then

(u× u)V =
⋂
{U ◦ V ◦ U : U ∈ U}

for each subset V of X ×X.

Proof : Let V be the collection of all symmetric elements of U . Thus V
is a base of U and V[x] is a local base at x in the closure space (X, u)
for each x ∈ X. Then the collection consisting of all sets W [x] × W [y],
W ∈ V, is a local base at (x, y) in the product space (X ×X, u× u). Since
the relations W are symmetric, we have (z, t) ∈ W [x]×W [y] if and only if
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(x, y) ∈ W [z]×W [t]. But (z, t) ∈ (u×u)V if and only if V ∩(W [z]×W [t]) 6= ∅
for each W ∈ V, i.e. for each W ∈ V there exits a pair (x, y) in V such that
(z, t) ∈ W [x] ×W [y]. By virtue of formula (∗∗) of Lema 2.1.2.1 we obtain
(z, t) ∈ (u× u)V if and only if (z, t) ∈ W ◦ V ◦W for each W ∈ V. ♣

In concluding part of this subsection we shall describe semi-uniform clo-
sure in terms of uniformly continuous semi-pseudometrics.

Theorem 2.1.2.5 Let us suppose that a closure u for a set X is induced
by a semi-uniformity U and U is generated by a collection M of semi-
pseudometrics. Finally, let M1 be the set of all finite sums of semi-pseudo-
metrics from M. Then

(a) x ∈ uA if and only if the distance from x to A is zero in (X, d) for
each d in M1;

(b) A subset U of X is a neighborhood of x ∈ X in (X,u) if and only if
U contains an open r-sphere about x in (X, d) for some d ∈M1;

(c) a net {xa} converges to x in (X, u) if and only if the net {d(xa, x)}
converges to zero in R for each d in M.

Proof : Statements (a) and (b) are evident by Theorem 2.1.1.3. Statement
(c), with M replaced by M1, is also evident (e.g. one can use (b)). It
remains to notice that if the net {d(xa, x)} converges to zero in R for each
d inM, then this net converges to zero for each d in M1. ♣

2.1.3 Uniformly continuous mappings

A mapping f of a semi-pseudometric space (X1, d1) into another one (X2, d2)
is uniformly continuous if for each r > 0 there exists an s > 0 such that
d1(x, y) < s implies d2(f(x), f(y)) < r, stated in other words, if Ui is the
semi-uniformity induced by di, then for each U2 ∈ U2 there exists a U1 ∈ U1

such that (x, y) ∈ V1 implies (f(x), f(y)) ∈ U2, i.e. that f2(U1) ⊆ U2 holds,
where f2((x, y)) = (f(x), f(y)).

Definition 2.1.3.1 A mapping f of a semi-uniform space (X,U) into a
semi-unform space (Y,V) is said to be uniformly continuous if for each
V ∈ V there exits a U ∈ U such that (x, y) ∈ U implies (f(x), f(y)) ∈ V .
A semi-uniformity U is said to be uniformly finer than a semi-uniformity
V, and V is said to be uniformly coarser than U , if they are for the same
set, say X, and the identity mapping of (X,U) onto (X,V) is uniformly
continuous. A uniform homeomorphism is a one-to-one mapping f of a
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semi-uniform space (X,U) onto a semi-uniform space (Y,V) such that both
f and f−1 are uniformly continuous.

Thus a mapping f : (X1, d1) → (X2, d2) between semi-pseudometric
spaces is uniformly continuous if and only if f : (X1,U) → (X2,U2) is
uniformly continuous, where Ui is the semi-uniformity generated by di.

Theorem 2.1.3.1 Let us suppose that f is a mapping of a semi-uniform
space (X,U) into a semi-uniform space (Y,V), U ′ is a base for U and V ′ is a
sub-base for V. Each of the following conditions is equivalent to the uniform
continuity of f :

(a) for each V ∈ V there exists a U ∈ U such that f2(U) ⊆ V ;
(b) f−1

2 (V ) ∈ U for each V ∈ V;
(c) f−1

2 (V ) ∈ U for each V ∈ V ′;
(d) for each V ∈ V ′ there exists a U ∈ U such that f2(U) ⊆ V , i.e.

f(U [x]) ⊆ V [f(x)] for each x ∈ X.

Proof : Since the implication (x, y) ∈ U ⇒ (f(x), f(y)) ∈ V is equivalent
to f2(U) ⊆ V , condition (a) is a restatement of the definition. Since U is a
filter on X × X and f2(U) ⊆ V if and only if f−1

2 (V ) ⊇ U , conditions (a)
and (b) are equivalent. It is obvious that (b) implies (c). If (c) is fulfilled
and V is an element of V, then there exits a finite family {Vi : i 6 n}
in V ′ such that

⋂
i Vi ⊆ V . By (c) f−1

2 (Vi) ∈ U for each i, there holds⋂
i f
−1
2 (Vi) ∈ U and finally f−1

2 (V ) ∈ U because U is a filter on X × X
and f−1

2 (U) ⊇ f−1
2 (

⋂
i Vi) =

⋂
i f
−1
2 (Vi). It is obvious that (a) implies (d).

Indeed, if f2(U) ⊆ V for some U ∈ U , then we can choose a U ′ ∈ U ′ with
U ′ ⊆ U and hence f2(U ′) ⊆ V . Conversely, if V ∈ V, we can choose finite
families {Vi} in V ′ and {Ui} in U ′ such that

⋂
i Vi ⊆ V and f2(Ui) ⊆ Vi for

each i. Clearly U =
⋂

i Ui ∈ U and f2(U) ⊆ V , which establishes (d) ⇒ (a).
♣
Proposition 2.1.3.1 A semi-uniformity V is uniformly coarser than a se-
mi-uniformity U if and only if V ⊂ U . ♣
Proposition 2.1.3.2 The composition of two uniformly continuous map-
pings is a uniformly continuous mapping.

Proof : Let f : (X,U) → (Y,V) and g : (Y,V) → (Z,W) be uniformly
continuous mappings, h = g ◦ f their composition and W ∈ W. Then
V = g−1

2 (W ) ∈ V because g is uniformly continuous and U = f−1
2 (V ) ∈ U

because f is uniformly continuous. But then U = h−1
2 (W ), which shows

that h is uniformly continuous. ♣
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Proposition 2.1.3.3 The identity mapping of a semi-uniform space onto
itself is a uniform homeomorphism. If f is a uniform homeomorphism then
f−1 is also a uniform homeomorphism. If f and g are uniform homeomor-
phisms, then g ◦ f is also a uniform homeomorphism.

Proof : The first two statements are obvious. To prove the third one it is
sufficient to observe that (g ◦ f)−1 = f−1 ◦ g−1 and to apply Proposition
2.1.3.2 to both g ◦ f and f−1 ◦ g−1. ♣
Corollary 2.1.3.1 The relation {(X, Y ) : there exists a uniform homeo-
morphism of X onto Y } is an equivalence relation on the class of all semi-
uniform spaces. ♣

Let us recall that, if we say that a semi-pseudometric space (X, d) has a
property for closure space, it is to be understood that the induced closure
space (X,ud) has this property, and if a mapping f for semi-pseudometric
space has a property defined for closure spaces, it should be understood that
f transposed to a mapping for closure spaces has this property. Also, if we
say that a semi-uniform space (X,U) has a property defined for closure space
it is to be understood that the induced closure space has this property, e.g.
a semi-uniform space (X,U) is discrete means that the induced closure space
is discrete. Similarly, a semi-uniformity U is finer than a semi-uniformity V
means that the closure induced by U is finer than the closure induced by V.
If f is a mapping of a semi-uniform space (X1,U1) into a semi-uniform space
(X2,U2), then the mapping f : (X1, u1) → (X2, u2), where ui is the closure
induced by Ui, is termed f transposed to a mapping for closure spaces, and,
if we say that the mapping f for semi-uniform spaces has a property defined
for mapping for closure spaces, it should be understood that f transposed
to a mapping for closure spaces has this property. Finally, if we say that a
semi-pseudometric space has a property defined for semi-uniform spaces, it
is to be understood that the induced semi-uniform space has this property,
and a similar convention is used for mappings.

Proposition 2.1.3.4 Every uniformly continuous mapping is continuous
and every uniform homeomorphism is a homeomorphism. ♣
Corollary 2.1.3.2 If a semi-uniformity U is uniformly finer than a semi-
uniformity V, then U is finer than V.

Proof : It is sufficient to show that every uniformly continuous mapping is
continuous. Let us suppose that f : (X,U) → (X,V) is uniformly continu-
ous. We have to show that the mapping f : (X, u) → (X, v) is continuous,
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where u and v are closures induced with U and V respectively. Since f is
a uniformly continuous mapping, then U = f−1

2 (V ) ∈ U for each V ∈ V.
But then U [x] = f−1(V [f(x)]) holds for each x ∈ X. Since the sets V [f(x)],
V ∈ V, form a neighborhood system at f(x) in (X, v), and the sets U [x],
U ∈ U , form a neighborhood system at x in (X, u), f is continuous. ♣

If U and V are distinct semi-uniformities inducing the same closure u
for a set X, then the identity mapping J : (X,U) → (X,V) is a homeomor-
phism, but neither J : (X,U) → (X,V) nor its inverse J : (X,V) → (X,U)
is uniformly continuous. Thus a homeomorphism need not be uniformly
continuous.

2.1.4 Subspaces and products

Definition 2.1.4.1 If (X,U) is a semi-uniform space and Y ⊂ X, then the
collection {U ∩(Y ×Y ) : U ∈ U} is obviously a semi-uniformity for Y which
is called the relativization of U to Y . The corresponding semi-uniform
space is said to be a subspace of (X,U). A class of semi-uniform spaces is
said to be hereditary if, with each space X, it contains all subspaces of X.

Proposition 2.1.4.1 Let us suppose that (Y,V) is a subspace of a semi-
uniform space (X,U). Then

(a) the closure induced by V is a relativization of the closure induced by
U ;

(b) V is the unique uniformly coarsest semi-uniformity for Y which ren-
ders the identity mapping of Y into (X,U) uniformly continuous;

(c) if Z ⊂ Y , then (Z,W) is a subspace of (Y,V) if and only if (Z,W)
is a subspace of (X,U). ♣

Proposition 2.1.4.2 If (Y, v) is a subspace of a semi-uniformizable closure
space (X, u) and if a semi-uniformity V induces v, then V is a relativization
of a semi-uniformity inducing u.

Proof : Let U1 be the largest continuous semi-uniformity for (X, u) and let
us put U = V ∪ U1 = {V ∪ U1 : V ∈ V , U1 ∈ U1}. It is easily seen that U
has the required properties. ♣

Proposition 2.1.4.3 Every restriction of a uniformly continuous mapping
is a uniformly continuous mapping. ♣
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Proposition 2.1.4.4 A mapping f of a semi-uniform space X into a semi-
uniform space Y is uniformly continuous if and only if the restriction of f
to a mapping of X onto subspace f(X) of Y is uniformly continuous. ♣

Proposition 2.1.4.5 If g is a restriction of a mapping f for semi-uniform
space, and g1 and f1 are the transposes of g and f to mappings for closure
spaces, then g1 is a restriction of f1. ♣

Definition 2.1.4.2 The product of a family {(Xa,Ua) : a ∈ A} of
semi-uniform spaces, denoted by

∏{(Xa,Ua) : a ∈ A}, is defined to be
the semi-uniform space (X,U), where X is the product of the family {Xa}
of the underlying sets, and U , called the product semi-uniformity, is the
collection of all subsets of X ×X containing a set of the form

(∗) {(x, y) : (x, y) ∈ X ×X , a ∈ F ⇒ (prax, pray) ∈ Ua} ,

where F is a finite subset of A and Ua ∈ Ua for each a ∈ A. The sets of
the form (∗) are then called the canonical elements of the product semi-
uniformity.

It must be shown that the collection of all canonical elements of U is a
base for a semi-uniformity. It is sufficient to show that the collection of all
sets of the form (∗) with F one-point form a sub-base for a semi-uniformity;
this follows from Proposition 2.1.1.1. The main properties of products are
summarized in the following

Theorem 2.1.4.1 Let (X,U) be the product of a family {(Xa,Ua) : a ∈ A}
of semi-uniform spaces. Then

(a) the product closure is induced by U , more precisely, if ua is induced
by Ua for each a ∈ A, then the product closure

∏
a ua is induced by U ;

(b) each mapping pra : (X,U) → (Xa,Ua) is uniformly continuous;
(c) U is the uniformly coarsest semi-uniformity such that all the map-

pings pra : (X,U) → (Xa,Ua) are uniformly continuous;
(d) a mapping f of a semi-uniform space (Y,V) into (X,U) is uniformly

continuous if and only if all the mappings pra ◦f : (Y,V) → (Xa,Ua), a ∈ A,
are uniformly continuous;

(e) if the projection pra : (X,U) → (Xa,Ua), where a is a fixed ele-
ment in A, is surjective, then a mapping h of (Xa,Ua) into a semi-uniform
space (Z,W) is uniformly continuous if and only if the composition h ◦ pra :
(X,U) → (Z,W) is uniformly continuous.
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Proof : (a) If Ua is any subset of Xa × Xa and x is any point of X, then
the set

(1) {y : y ∈ X , pray ∈ Ua[prax]}

coincides with the set

(2) {(x, y) : (x, y) ∈ X ×X , (prax, pray) ∈ Ua}[x] .

Indeed, given x ∈ X, the sets (1) with a ∈ A and Ua ∈ Ua form a local sub-
base at x in (X,

∏
a ua), because Ua[prax] is a neighborhood system at prax

in (Xa, ua) and the sets (2) with a ∈ A and Ua ∈ Ua form a local sub-base
at x in (P, u), because the sets {(x, y) : (x, y) ∈ X ×X , (prax, pray) ∈ Ua}
form a sub-base for U .

(b) Let fa be the projection of (X,U) into (Xa,Ua). It follows that
(fa×fa)−1(Ua) = {(x, y) : (x, y) ∈ X×X , (prax, pray) ∈ Ua} ∈ U for each
Ua ∈ Ua and this means that each fa is uniformly continuous and establishes
the statement.

(c) If U ′ is any semi-uniformity such that all the mappings pra : (X,U ′)
→ (Xa,Ua) , a ∈ A, are uniformly continuous, then every set {(x, y) :
(x, y) ∈ X × X , (prax, pray) ∈ Ua} with a ∈ A and Ua ∈ Ua necessar-
ily belongs to U ′. But these sets form a sub-base for U and hence U ⊂ U ′.
This shows that U ′ is uniformly finer than U and establishes the statement.

(d) If f is uniformly continuous, then each mapping in question is uni-
formly continuous as the composition of two uniformly continuous mappings.
Conversely, let us suppose that all the mappings in question are uniformly
continuous. Let U1 be the sub-base for U consisting of all the sets

U ′
a = {(x, y) : (x, y) ∈ X ×X , (prax, pray) ∈ Ua} , a ∈ A , Ua ∈ Ua .

By Theorem 1.1.3.4 it is sufficient to show that f−1
2 (U ′

a) ∈ V for each a ∈ A
and Ua ∈ Ua. But this is almost self-evident since f−1

2 (U ′
a) = (pra◦f)−1

2 (Ua)
and pra ◦ f is a uniformly continuous mapping of (Y,V) into (Xa,Ua)

(e) If h is uniformly continuous then the mapping h ◦ pra of (X,U)
into (Z,W) is uniformly continuous as the composition of two uniformly
continuous mappings, namely of the projection of (X,U) into (Xa,Ua) and
h. Conversely, let us suppose that k = h ◦ pra : (X,U) → (Z,W) is uni-
formly continuous and the projection fa into (Xa,Ua) is surjective. Clearly
k−1

2 (W ) = (fa)−1
2 (h−1

2 (W ) for each W ∈ W. Now the proof will be accom-
plished if we show that Ua ⊂ Xa × Xa, (fa)−1

2 (Ua) ∈ U implies Ua ∈ Ua

provided that fa is surjective. But this is evident. ♣
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Proposition 2.1.4.6 If {Xa} and {Ya} are families of semi-uniform spaces
such that Ya is a subspace of Xa for each a ∈ A, then the product of Ya is a
subspace of the product of Xa. ♣

Let us recall that a pseudometric d for a closure space (X,u) is continuous
(i.e. the closure induced by d is coarser than u) if and only if the function
d : (X,u) × (X,u) → R is continuous. The following theorem asserts a
similar result for the uniform continuity.

Theorem 2.1.4.2 A pseudometric d for a semi-uniform space (X,U) is
uniformly continuous if and only if the function d : (X,U)× (X,U) → R is
uniformly continuous.

Proof : If d : (X,U) × (X,U) → R is uniformly continuous, then for each
r > 0 there exists a U ∈ U such that (x1, x2) ∈ U , (y1, y2) ∈ U implies
|d(x1, x2) − d(y1, y2)| < r. In particular, if y1 = y2, then (y1, y2) ∈ U and
d(y1, y2) = 0, and hence (x1, x2) ∈ U implies d(x1, x2) < r which proves that
d is a uniformly continuous semi-pseudometric for (X,U). Let us notice that
the triangle inequality has not been used.

Conversely, let us suppose that d is a uniformly continuous pseudometric.
We must show that for each r > 0 there exists a U ∈ U and a V ∈ U so that
(x1, y1) ∈ U , (x2, y2) ∈ V implies |d(x1, x2) − d(y1, y2)| < r. Let us choose
a positive s such that 2s 6 r and a U ∈ U such that (z1, z2) ∈ U implies
d(z1, z2) < s. Now, if (x1, y1) ∈ U and (x2, y2) ∈ U , then

|d(x1, x2)− d(y1, y2)| 6 d(x1, y1) + d(x2, y2) < 2s 6 r

which establishes the uniform continuity of the function d on (X,U)×(X,U).
♣

Historical and bibliographic notes

The concept of a semi-uniform space was introduced by M. Hushek in
1964 (see [146] and [147]). The first systematic exposition of theory of semi-
uniform spaces was given by M. Katetov and Z. Frolik in the revised edition
of E. Czech’s book ”Topological spaces”.
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2.2 Semi-proximity spaces

2.2.1 Definition and basic properties of semi-proximity rela-
tion

Definition 2.2.1.1 A relation δ on the family P (X) of all subsets of a
set X is called a semi-proximity or basic proximity if δ satisfies the
following conditions:

(SP1) ∅δX;
(SP2) AδB implies BδA;
(SP3) A ∩B 6= ∅ implies AδB;
(SP4) (A ∪B)δC if and only if either AδC or BδC.

The semi-proximity satisfying the following condition:
(SP5) {x}δ{y} implies x = y,

is said to be a separated or Hausdorff semi-proximity. The pair (X, δ)
is called a space of basic proximity or semi-proximity space. (X, δ)
is said to be a separated semi-proximity space if the condition (SP5)
holds.

Proposition 2.2.1.1 If δ is a semi-proximity for X, then the following
statements hold:

(a) if A ⊆ B ⊆ X and AδC, then BδC;
(b) if A ⊆ B ⊆ X and BδC, then AδC;
(c) Aδ∅ for every A ⊆ X;
(d) if {Aj} and {Bk} are finite families of subsets of X for which

(
⋃

j

Aj)δ(
⋃

k

Bk) ,

then AjδBk for some indices j and k.

Proof : (a) If AδC and A ⊆ B, then on account of (SP4) it follows that
(A ∪B)δC, and since A ⊆ B, then A ∪B = B, so that BδC.

(b) Follows from (a).
(c) Follows by (SP1) and (b).
(d) Let {Aj} be a finite family of subsets of X for which (

⋃
j Aj)δB holds.

Then on account of (SP4), by induction, it can be easily proved that AjδB
for some j. But then BδAj for some j according to (SP2), i.e. (∪Bk)δAj

for some j. From this fact, there exists some k for which BkδAj , from where
again, by property (SP2), it follows that AjδBk holds for some j and k. ♣
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Example 2.2.1.1 Let d be a semi-pseudometric for a set X, U the semi-
uniformity induced by d and δ semi-proximity induced by U . It is almost
self-evident that

AδB if and only if d(A,B) = 0 .

We shall say that this semi-proximity has been induced or generated by
d.

Example 2.2.1.2 Let X = {r ∈ Q : r > 0}. It is easy to see that the
following functions

d1(x, y) = x−1 + y−1 , d2(x, y) = 1 if x 6= y

are semi-pseudometrics on X. Clearly both d1 and d2 induce the discrete
closure for X. On the other hand, d1 and d2 induce distinct proximities.
Indeed, Aδd1B if and only if A ∩ B 6= ∅ or both A and B are infinite, but
Aδd2B if and only if A ∩B 6= ∅.

Definition 2.2.1.2 A set B ⊆ X of a semi-proximity space (X, δ) is a
δ-neighborhood of A ⊆ X if AδX −B.

It is easy to prove the following proposition:

Proposition 2.2.1.2 Let (X, δ) be a semi-proximity space. Then the rela-
tion ¿ has the following properties:

(a) ∅ ¿ A for each A ⊆ X;
(b) if A ¿ B, then A ⊆ B;
(c) if A ⊆ A1 ¿ B1 ⊆ B, then A ¿ B;
(d) if A ¿ Bi, i = 1, 2, then A ¿ (B1 ∩B2);
(e) if A ¿ B, then X −B ¿ X −A.
If a relation ¿ defined on the power set P (X) of X is satisfying condi-

tions (a) − (e), then there exists a unique semi-proximity δ on P (X) such
that A ¿ B if and only if B is a δ-neighborhood of A. ♣

Let (X, δ) be a proximity space and let uδ be the closure induced by δ.
Every subset of X is a proximal neighborhood of the empty set. If A is a
non-empty subset of semi-proximity space X, then the family N(δ,A) of all
δ-neighborhoods of A is a proper filter on X.

If a set B is a δ-neighborhood of a set A in a semi-proximity space (X, δ),
then it is a neighborhood of a set A in the space (X, uδ). Let us suppose that
B is a δ-neighborhood of a set A. Then A ¿ B, or equivalently, AδX−B. If
x ∈ A, then by Proposition 2.2.1.1 (b) xδX−B holds. But then x 6∈ X −B.



194 Semi-proximity spaces and semi-uniform spaces

Therefore it holds that x ∈ X−X −B, which implies that A ⊆ X−X −B.
This proves that B is a neighborhood of A in the closure space (X, uδ). The
converse, in general case, need not be true. However, every neighborhood
of x in the space (X,uδ) is a δ-neighborhood of x in (X, δ). Really, if U is a
neighborhood of the point x, then x ∈ X −X − U . Therefore it holds that
x 6∈ X − U from which it follows that xδX −U . This proves that the set U
is a δ-neighborhood of the point x.

Proposition 2.2.1.3 Let (X, δ) be a semi-proximity space. Then the map-
ping u : P (X) → P (X) defined by

u(A) = {x ∈ X : xδA}
is a closure operation which is said to be induced by δ.

Proof : First, let us notice that, by Proposition 2.2.1.1 (d), u∅ = ∅ holds. If
x ∈ A, then on the basis of (SP3) it follows that xδA, so that x ∈ uA. Thus
we have proved that A ⊆ uA for every A ⊆ X. Let x ∈ u(A ∪ B). Then
xδ(A ∪ B), so that by (SP4) either xδA or xδB. Therefore, either x ∈ uA
or x ∈ uB is true, so that x ∈ (uA ∪ uB), hence u(A ∪ B) ⊆ uA ∪ uB.
The converse inclusion obviously holds, which proves that u is a closure
operation. ♣

For a closure space (X, u) or a neighborhood space (i.e. for the operator
of closure u) described in the previous proposition it is said to be induced by
a semi-proximity δ and this space (semi-proximity) is denoted by (X, u(δ))
or (X, uδ) (u(δ) or uδ).

Note that uδ is completely determined by the family {δ({x}) : x ∈ X}.
Here δ(A) = {B : BδA}. It is also true that δ({x}) is completely determined
by cδ, since

δ({x}) = {A : x ∈ uδ(A)} .

Thus the following proposition has been established.

Proposition 2.2.1.4 If two semi-proximities on X, δ and δ∗ are such that
for every x ∈ X, δ({x}) = δ∗({x}), then uδ = uδ∗. Conversely, if uδ = uδ∗,
then δ({x}) = δ∗({x}) for all x ∈ X. ♣
Proposition 2.2.1.5 uδ(A) = ∩{NA : NA ∈ N(δ,A)}.
Proof : x 6∈ uδ(A) implies that {x} 6∈ {B : BδA}. Hence X−{x} ∈ N(δ,A)
and ∩{NA : NA ∈ N(δ,A)} ⊂ uδ(A). If there exists NA ⊃ cδ(A), then there
is a y ∈ X −NA such that {y} ∈ {B : BδA}. It follows that X −NA ∈ {B :
BδA}, which is a contradiction. ♣
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Definition 2.2.1.3 If U is a semi-uniformity for a set X, then

{(A,B) : A,B ⊂ X, U ∈ U ⇒ U [A] ∩B 6= ∅}

is a semi-proximity δ for X which is said to be induced by U .

Proposition 2.2.1.6 Let U be a semi-uniformity for a set X, δ a semi-
proximity induced by U and u closure induced by δ. Then u is induced by
U .

Proof : By definition x ∈ uA if and only if xδA, which means, by the
definition of induced proximities, that U [x] ∩ A 6= ∅ for each U ∈ U . It
follows that, for each x ∈ X, the collection U [x] is a local base at x in
(X, u). By the definition of semi-uniform closure the closure u is induced by
U . ♣

If δ is induced by a semi-uniformity U on X 6= ∅, then U [A] = {U [A] :
U ∈ U} is a base for the filter of all proximal neighborhoods of A in (X, δ).
Moreover, U [A] coincides with this filter.

2.2.2 δ-continuous mappings

Definition 2.2.2.1 A mapping f of a semi-proximity space (X, δX) into a
semi-proximity space (Y, δY ) is said to be δ-continuous if AδXB implies
f(A)δY f(B). A one-to-one mapping f of a semi-proximity space (X, δX)
onto a semi-proximity space (Y, δY ) is a δ-homeomorphism if f , as well
as its inverse f−1, is δ-continuous. A proximity space (X, δX) is a δ-
homeomorphic to a proximity space (Y, δY ) if there exists a δ-homeomorp-
hism of X onto Y .

Definition 2.2.2.2 A semi-proximity δ1 is said to be finer than a semi-
proximity δ2, and δ2 is said to be coarser than δ1, if the identity mapping
of (X, δ1) onto (X, δ2) is δ-continuous.

Proposition 2.2.2.1 If f is δ-continuous mapping from a semi-proximity
space X onto a semi-proximity space Y , and g is a δ-continuous mapping
from Y to a semi-proximity space Z, then h = g ◦ f is δ-continuous map-
ping. If f and g are δ-homeomorphisms, then g ◦ f is also a δ-homeo-
morphism. The identity mapping of a semi-proximity space onto itself is a
δ-homeomorphism, and finally, if f is a δ-homeomorphism, then so is f−1.
♣
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Corollary 2.2.2.1 The relation {(δ1, δ2) : δ1 is finer than δ2} is an order
on the class of all proximities, and the relation {(X, Y ) : X and Y are δ −
homeomorphic} is an equivalence on the class of all semi-proximity spaces.
♣

Proposition 2.2.2.2 A mapping f of a semi-proximity space (X, δX) into
a semi-proximity space (Y, δY ) is δ-continuous if and only if the following
condition is fulfilled: if B is a δ-neighborhood of A in Y , then f−1(B) is a
δ-neighborhood of f−1(A) in X.

Proof : Let us suppose that f is δ-continuous mapping and let B be a δ-
neighborhood of A in Y . We must prove that f−1(B) is a δ-neighborhood
of f−1(A) in X, i.e. that f−1(A)δXX− f−1(B). Assuming the contrary, we
obtain ff−1(A)δY f(X−f−1(B)). Since ff−1(A) ⊆ A and f(X−f−1(B)) ⊆
Y −B, then on account of Proposition 2.2.1.1 it follows that AδY Y −B. But
this is in contradiction which our supposition that B is a δ-neighborhood of
A in Y . To prove the converse, let us suppose that the condition is fulfilled
and that AδXB. We have to show that f(A)δY f(B). Assuming the contrary,
we find that Y −f(B) is a δ-neighborhood of f(A) in Y and by the condition,
f−1(Y − f(B)) = X − f−1(f(B)) is a δ-neighborhood of f−1(f(A)). But
then f−1(f(A))δf−1(f(B)), which contradicts our assumption AδB because
A ⊆ f−1(f(A)) and B ⊆ f−1(f(B)). ♣

Corollary 2.2.2.2 A mapping f of a semi-proximity space X into a semi-
proximity space Y is δ-continuous if and only if, for each subset A of X and
each δ-neighborhood U of f(A) in Y , there exists a δ-neighborhood V of A
in X such that f(V ) ⊆ U .

Proposition 2.2.2.3 Let f be a mapping of a semi-proximity space (X1, δ1)
into a semi-proximity space (X2, δ2). If δi is induced by a semi-uniformity
Ui, and the mapping f : (X1,U1) → (X2,U2) is uniformly continuous, then
the mapping f : (X1, δ1) → (X2, δ2) is δ-continuous. If ui is the closure
induced by the semi-proximity δi and f : (X1, δ1) → (X2, δ2) is δ-continuous,
then f : (X1, u1) → (X2, u2) is continuous.

Proof : Let us suppose that f : (X1,U1) → (X2,U2) is uniformly continuous
and Aδ1B. If f(A)δ2f(B), then U2[f(A)]∩ f(B) = ∅ for some U2 ∈ U2, and
consequently U1[A] ∩ B = ∅, where U1 = f−1

2 (U2). But U1 ∈ U1 by the
uniform continuity of f , and hence Aδ1B which contradicts our assumption
and establishes the proximal continuity of f .
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Now let f : (X1, δ1) → (X2, δ2) be δ-continuous. If x ∈ u1A, then xδ1A
and hence f(x)δ2f(A) by the δ-continuity. But then f(x) ∈ u2f(A) holds,
which proves the continuity of f . ♣

Corollary 2.2.2.3 Let f be a Lipschitz continuous mapping of a semi-
pseudometric space (X1, d1) into another one (X2, d2). If δi is the prox-
imity induced by di, i = 1, 2, then the mapping f : (X1, δ1) → (X2, d2) is
δ-continuous.

Proof : Let us suppose that Aδ1B. Then we have that d1(A,B) = 0, i.e.
infx∈A, y∈Bd1(x, y) = 0. Since f is a Lipschitz continuous mapping, there
exists some L > 0 such that d2(f(x), f(y)) 6 Ld1(x, y) for each x, y ∈ X1.
Therefore infx∈A, y∈B d2(f(x), f(y)) = 0, i.e. d2(f(A), f(B)) = 0, and hence
f(A)δ2f(B) holds. This proves δ-continuity of f . ♣

Definition 2.2.2.3 The transpose of a mapping f : (X,U) → (Y,V)
for semi-uniform spaces to a mapping for proximity spaces is the mapping
f : (X, δU ) → (f(X), δV |f(X)). The transpose of a mapping f : (X, δX) →
(Y, δY ) for proximity spaces to a mapping for closure spaces is the mapping
f : (X, uδX

) → (f(X), uδY
|f(X)).

If we say that a semi-uniform space (proximity space) has a property
defined for proximity spaces (closure spaces), it should be understood that
the induced proximity space (closure space) has this property. The same
conventions are made for mappings, i.e. if we say that a mapping f for
a semi-uniform spaces has a property defined for mappings for proximity
spaces, e.g. that f is proximally continuous, it should be understood that
the transpose of f to a mapping for proximity spaces has this property,
and if we say that a mapping f for proximity spaces has a property defined
for closure spaces, e.g. f is continuous, it should be understood that the
transpose of f to a mapping for closure spaces has this property.

Now Proposition 2.2.2.3 and its corollary can be restated as follows:

Proposition 2.2.2.4 Every Lipschitz continuous mapping and every uni-
formly continuous mapping is proximally continuous. Every proximally con-
tinuous mapping is continuous.

Corollary 2.2.2.4 Every uniform homeomorphism (uniform embedding) is
a proximal homeomorphism (proximal embedding). Every uniformly contin-
uous pseudometric is a proximally continuous pseudometric.
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We recall that a uniformly continuous mapping for semi-pseudometric
spaces need not be Lipschitz continuous, a proximally continuous mapping
for semi-uniform spaces need not be uniformly continuous and a continuous
mapping for proximity spaces need not be proximally continuous. The fol-
lowing theorem gives the conditions under which a proximally continuous
mapping is uniformly continuous.

Theorem 2.2.2.1 A proximally continuous mapping of a pseudometrizable
uniform space into a pseudometrizable uniform space is uniformly continu-
ous.

Proof : Let us suppose that f is a proximally continuous but not uni-
formly continuous mapping of a pseudometric space (X ′, d′) into another
one (X, d); we have to derive a contradiction. The mapping f is not uni-
formly continuous and therefore there exists a positive real r and sequences
(ξn) and (ηn) in X ′ such that the sequence (d′(ξn, ηn)) converges to zero but
d(f(ξn), f(ηn)) > r for each n ∈ N. If ni is an unbounded sequence in N,
then the distance from {ξni} to {ηni} is zero in (X ′, d′) and consequently,
f being proximally continuous, the distance from {f(ξni)} to {f(ηni)} in
(X, d) is zero. We write xn = f(ξn), yn = f(ηn) so that

(a) d(xn, yn) > r > 0 for each n ∈ N, and
(b) the distance from {xn : n ∈ M} to {yn : n ∈ M} is zero for each

infinite subset M of N.
We shall derive a contradiction.
I. If the net {d(xn, xm) : (n,m) ∈ N×N} converges to zero where N×N is

endowed with the product order, then a contradiction is obtained as follows.
Let us choose n0 ∈ N such that n > n0, m > n0 implies d(xn, xm) < r/2.
The distance from {xk : k > n0} to the set {yk : k > n0} is zero and there-
fore, by (b), we can choose m > n0 and n > n0 such that d(xn, xm) < r/2.
Now d(xm, ym) 6 d(xm, xn) + d(xn, ym) < r/2 + r/2 = r which contradicts
our assumption (a).

II. If there exists an infinite subset M of N such that the net {d(xn, xm) :
(n,m) ∈ M ×M} converges to zero, then a contradiction is obtained as in
I.

III. If there exists an infinite subset M of N such that the net {d(yn, ym) :
(n,m) ∈ M × M} converges to zero, then a contradiction is obtained by
applying the argument of I. with xn and yn interchanged.

IV. In the remaining case there exists no infinite subset M of N such
that the net {d(xn, xm) : (n,m) ∈ M ×M} or the net {d(yn, ym) : (n, m) ∈
M ×M} converges to zero. Consequently, there exists a positive real s and
an infinite subset M of N such that
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(c) d(xn, xm) > s, d(yn, ym) > s

for each n ∈ M , m ∈ M , n 6= m. Let us choose a positive real t such
that t 6 s/2 and t 6 r. It is easily seen that there exists an infinite
subset L of M such that the distance from xn to {yk : k ∈ L} as well as
the distance from yn to {xk : k ∈ L} is smaller than t for each n ∈ L.
Indeed, assuming the contrary, we can construct an infinite subset K of
M such that the distance from {xn : n ∈ K} to the set {yn : n ∈ K}
is at least s, which contradicts our assumption (b). Let ρ be the relation
consisting of all (n, m) ∈ L × L such that d(xn, ym) < t. We have ρ[n] 6=
∅ 6= ρ−1[n] for each n. It follows from (c) that the relations ρ and ρ−1 are
single-valued. Indeed, if d(xn, yk) < t, d(xm, yk) < t, k, m, n ∈ L, then
d(xn, xm) < d(xn, yk) + d(xm, yk) < 2t 6 s which contradicts (c) and proves
that ρ−1 is single-valued. The same argument with x and y interchanged
yields that ρ is single-valued. Thus ρ : L → L is a bijective mapping. If
n ∈ L, then n ∈ N and hence d(xn, yn) > r > t (by (a)) which shows that
ρn 6= n for each n. Now it is easily seen that there exists an infinite subset
K of L such that ρ[K]∩K = ∅. (Take a maximal element K of the ordered
subset of (P (L),⊂) consisting of all H such that H ∩ ρ[H] = ∅ and show
that K is infinite). Evidently the distance from {xn : n ∈ K} to the set
{yn : n ∈ K} is s at the most, which contradicts our assumption (b). The
proof is complete. ♣

Corollary 2.2.2.5 Two pseudo-metrics are uniformly equivalent if and on-
ly if they are proximally equivalent; in other words, if d1 and d2 are pseudo-
metrics for a set X, Ui is the semi-uniformity induced by di and δi is the
semi-proximity induced by di, i = 1, 2, then U1 = U2 if and only if δ1 = δ2.

Proof : Any uniform homeomorphism is a proximal homeomorphism by
Corollary 2.2.2.4 and therefore U1 = U2 implies δ1 = δ2. It follows immedi-
ately from Theorem 2.2.2.1 that δ1 = δ2 implies U1 = U2. ♣

Definition 2.2.2.4 The class of all semi-proximities ordered by the relation
{(δ1, δ2) : δ1 is proximally finer than δ2} will be denoted by P, and, given
a set X, the ordered subset of P consisting of all semi-proximities for X
will be denoted by P(X). The set of all proximally continuous mappings of
a semi-proximity space (X, δX) into a semi-proximity space (Y, δY ) will be
denoted by P(X, Y ).

If (X,U) and (Y,V) are semi-uniform spaces, then U(X,Y ) denotes the
set of all uniformly continuous mappings of X into Y . In accordance with
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our convention, the symbol P(X, Y ) will denote the set of all proximally
continuous mappings of X into Y . Similarly, if (X, δX) and (Y, δY ) are
semi-proximal spaces, then C(X, Y ) will denote the set of all continuous
mapping of X into Y . Our earlier results can be restated as follows:

(∗) C(X, Y ) ⊃ P(X,Y ) ⊃ U(X, Y )

for all semi-uniform spaces X and Y . The first inclusion holds for all prox-
imity spaces (X, δX) and (Y, δY ) whereas U(X, Y ) is not always defined.
Roughly speaking, inclusions (∗) are true whenever the symbols are defined.
Theorem 2.2.2.1 asserts that P(X, Y ) ⊂ U(X, Y ) for all pseudometric spaces
(X, dX) and (Y, dY ). Earlier, we have introduced the concept of a continuous
semi-uniformity and a continuous semi-pseudometric for a closure space, and
of a uniformly continuous semi-pseudometric for a semi-uniform space. In a
similar way we shall define a continuous proximity for a closure space, and
a proximally continuous semi-uniformity and a proximally continuous semi-
pseudometric for a proximity space. Although the definitions are evident we
give the precise formulations.

Definition 2.2.2.5 A continuous semi-proximity for a closure space
(X, u) is a semi-proximity δ for X such that the closure induced by δ is
coarser than u, i.e. the identity mapping of (X, u) onto (X, δ) is continuous.
A proximally continuous semi-pseudometric (a proximally continu-
ous semi-uniformity) for a semi-proximity (X, δ) is a semi-pseudometric
(semi-uniformity) ξ for X such that the semi-proximity induced by ξ is prox-
imally coarser than δ, i.e. the identity mapping of (X, δ) onto (X, ξ) is
proximally continuous.

It is to be noted that, according to earlier results, if d is proximally con-
tinuous semi-pseudometric for a proximity space (X, δ) and if U is the semi-
uniformity induced by d, then U is a proximally continuous semi-uniformity
for proximity space, and similarly, for continuous semi-pseudometrics, semi-
uniformities and proximities for closure space.

Example 2.2.2.1 Let us suppose that X is a closure space.
(a) The relation δs = {(A,B) : A,B ⊂ X , (A ∩ B) ∪ (A ∩ B) 6= ∅} is

a proximally finest continuous semi-proximity for X. If δ is any continuous
semi-proximity for X and AδsB, then A∩B 6= ∅ or A∩B 6= ∅. But A∩B 6= ∅
implies y ∈ A for some y ∈ B, and δ being a continuous proximity, we obtain
yδA and hence BδA and thus AδB. Similarly A ∩B 6= ∅ yields AδB. Thus
AδB there always holds whenever AδsB, which shows that δs is proximally
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finer than δ. On the other hand, if x ∈ A, then clearly xδsA, which means
that δs is a continuous proximity for the closure space X.

(b) The relation δc = {(A,B) : AδsB or both A and B are infinite} is a
continuous proximity for X, and if some semi-proximity induces the closure
structure of X, then δc is the proximally coarsest semi-proximity inducing
the closure structure of X.

(c) The relation δw = {(A, B) : A ∩ B 6= ∅} is a continuous semi-
proximity. The semi-proximity δw is called the Wallman semi-proximity.

Definition 2.2.2.6 If (X, δX) is a semi-proximity space and Y ⊂ X, then
δY = δX ∩ (P (X)×P (X)) is a semi-proximity for Y which will be called the
relativization of δX to Y , and the space (Y, δY ) will be called a subspace
of (X, δX).

The verification of the fact that δY is actually a semi-proximity for Y is
left to the reader. One can prove that δY is the proximally coarsest proximity
for Y such that the identity mapping J : (Y, δY ) → (X, δX) is proximally
continuous. Now we have the following result:

Proposition 2.2.2.5 Let Y be a subset of a set X. If V is the relativiza-
tion to Y of a semi-uniformity U for X, then the semi-proximity induced
by V is the relativization of the semi-proximity induced by U . If δ1 is the
relativization to Y of a semi-proximity δ for X, then the closure induced by
δ1 is the relativization of the one induced by δ. ♣

2.2.3 Semi-proximities and grills

In this subsection we shall present a new approach to semi-proximity struc-
tures based on the recognition that many of the entities important in this
theory are grills, a concept introduced by Choquet in 1947. Not only clus-
ters and bunches are grills but all the families δ(A), A ∈ P (X), and δ(U),
U being an ultrafilter, are also grills. A grill is dual of filter and one of its
important properties is that it is a union of ultrafilters.

Definition 2.2.3.1 A stack S on X is a family of subsets of X satisfying
the condition

B ⊃ A ∈ S ⇒ B ∈ S .

A grill G on X is a stack on X satisfying ∅ 6∈ G and

A ∪B ∈ G ⇒ A ∈ G or B ∈ G .

G is a proper grill if G is a grill and G 6= ∅.
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For a fixed set X we shall denote by Σ(X), Φ(X) and Γ(X) the set of all
stacks on X, filters on X and grills on X, respectively. Finally, by Ω(X) we
shall denote the set of all the ultrafilters on X. We shall use the convention
that F always denotes a filter, G a grill. U , A and B are used for ultrafilters.

Definition 2.2.3.2 For all G ∈ Σ(X) we define functions

c(G) = {B : X −B 6∈ G} ,
d(G) = {B : B ∩ S 6= ∅ for each S ∈ G} .

Proposition 2.2.3.1 For all G ∈ Σ(X), c(G) ∈ Σ(X), d(G) = c(G) and
c(c(G)) = G holds. Moreover, c is a bijection from Σ to Σ, from Γ to Φ and
from Φ to Γ. Finally, c(∪Gi) = ∩c(Gi), c(∩Gi) = ∪c(Gi) and c(A) = A holds
for all A ∈ Ω(X). ♣

The proofs of these assertions are straight forward.
Making use of the well known result that every filter F is the intersection

of all ultrafilters containing it, there follows that

Proposition 2.2.3.2 If G is a grill on X, then

G = ∪{A : A ∈ Ω(X) , A ⊃ c(G)} .

Thus every grill is the union of all ultrafilters contained in it.

Proof : G = c(c(G)) = c(∩A) = ∪c(A) = ∪A. ♣

Proposition 2.2.3.3 If Gi ∈ Γ(X) for all i ∈ I, then ∪{Gi : i ∈ I} ∈ Γ(X).

Proof : ∪iGi = c(c(∪iGi)) = c(∩ic(Gi)). Since the sets c(Gi) are filters,
∩(c(Gi)) is a filter and hence ∪iGi is the image of a filter under c, and hence
it is a grill. ♣

Proposition 2.2.3.4 Every ultrafilter is a grill and arbitrary unions of ul-
trafilters are grills.

Proof : Ultrafilters satisfy the condition A∪B ∈ U implies A ∈ U or B ∈ U .
The second assertion follows from Proposition 2.2.3.3. ♣

Proposition 2.2.3.5 The ultrafilters on X are exactly the minimal proper
grills on X. Further,

Γ(X) ∩ Φ(X) = Ω(X)

and c(G) = G if and only if G ∈ Ω(X).
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Proof : The first assertion follows from Proposition 2.2.3.4. A family of sets
satisfying both the conditions for a grill and a filter is an ultrafilter. Hence
only ultrafilters can satisfy c(G) = G; this, and the fact that they do satisfy
this condition follows from Proposition 2.2.3.1. ♣

Theorem 2.2.3.1 The mapping c is order reversing and thus (Γ(X),⊂) is
a lattice which is order isomorphic to the lattice (Φ(X),⊃).

Proof : This is a direct consequence of the definition of c. Φ is known to be
a lattice, and much of its structure is known, all this information can thus
be brought to bear on the lattice Γ. ♣

Proposition 2.2.3.6 Let F be a filter and G a grill on X. Then F ⊂ G
holds if and only if there exists an ultrafilter B on X such that F ⊂ B ⊂ G.

Proof : F ⊂ G implies that F is a proper filter and G a proper grill. Then
G = ∪{Ui : i ∈ I}, where I 6= ∅. Then c(G) = ∩{Ui : i ∈ I}. Let us
consider F ∈ F . Clearly, there exists Ui ⊂ G such that F ∈ Ui. Let F ′

be an arbitrary element of c(G). Then F ′ ∈ Ui and hence F ∩ F ′ 6= ∅. It
follows that F ∪ c(G) is a filter subbase. Thus there exists a B such that
F ∪ c(G) ⊂ B. But then c(G) ⊂ B so that B = Ui for some i ∈ I. ♣

Proposition 2.2.3.7 If U ⊂ G1 ∪ G2 then U ⊂ G1 or U ⊂ G2.

Proof : Let us suppose the assertion is false. Then there exist U1 6∈ G1,
U2 6∈ G2, U1, U2 ∈ U . Then U1 ∩U2 ∈ U and hence U1 ∩U2 ∈ G1 ∪G2. Hence
either U1 ∩ U2 ∈ G1 or U1 ∩ U2 ∈ G2. Clearly both alternatives lead to a
contradiction. ♣

Proposition 2.2.3.8 A relation δ on P (X) is a semi-proximity on X if
and only if the following conditions are satisfied:

(G1) δ = δ−1;
(G2) δ(A) ∈ Γ(X) for each A ∈ P (X);
(G3) ∪{A : A ∈ A} ⊂ δ(A).

Proof : (SP4) and (SP1) together are equivalent to (G2). The fact that grills
cannot contain the empty set, proves to be convenient here. δ(∅) = ∅ need
not be stated explicitly since it follows from (G1) and (G2) together with
the fact mentioned above. (G3) is equivalent to (SP3) since ∪{A : A ∈ A}
is exactly the set of all B satisfying B ∩A 6= ∅. ♣
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Proposition 2.2.3.9 The set N(δ,A) of all δ-neighborhoods of A with re-
spect to δ is equal to the set c(δ(A)) and hence is a filter. In addition

N(δ,A) = ∩{U : U ⊂ δ(A)} ⊂ {B : A ⊂ B} .

Proof : δ(A) is a grill and hence c(δ(A)) is a filter. Further, N(δ,A) =
c(δ(A)) = ∪{U : U ⊂ δ(A)} = ∩{c(U) : U ⊂ δ(A)} = ∩{U : U ⊂ δ(A)}.
That N(δ,A) ⊂ {B : A ⊂ B} follows from Proposition 2.2.3.8 (G3). ♣

Proposition 2.2.3.10 B ∈ δ(A) if and only if B ∩ NA 6= ∅ for all NA ∈
N(δ,A).

Proof : δ(A) = c(c(δ(A))) = d(c(δ(A))) = d(N(δ,A)). Hence B ∈ δ(A) if
and only if B ∈ d(N(δ,A)). ♣

Proposition 2.2.3.11 B ∈ δ(A) implies the existence of an ultrafilter U
such that

U ⊂ δ(A) ∩ δ(B) .

Proof : B ∈ δ(A) implies N(δ,B) ⊂ δ(A) since all NB are supersets of B.
The existence of U then follows from Proposition 2.2.3.6 and Proposition
2.2.3.9. ♣

Proposition 2.2.3.12 δ(A ∪B) = δ(A) ∪ δ(B).

Proof : C ∈ δ(A∪B) if and only if A∪B ∈ δ(C) if and only if A ∈ δ(C) or
B ∈ δ(C) if and only if C ∈ δ(A) or C ∈ δ(B) if and only if C ∈ δ(A)∪δ(B).
♣

Proposition 2.2.3.13 NA ∈ N(δ,A) and NB ∈ N(δ,B) implies that NA ∪
NB ∈ N(δ,A ∪B).

Proof : If the proposition is false, there exist NA and NB such that NA ∪
NB 6∈ N(δ,A∪B). But then D = (X−NA)∩ (X−NB) = X− (NA∪NB) ∈
δ(A∪B) = δ(A)∪δ(B). If D ∈ δ(A) then X−NA ∈ δ(A) since D ⊂ X−NA.
This contradicts NA ∈ N(δ,A). Similarly, the assumption D ∈ δ(B) leads
to a contradiction. ♣

Definition 2.2.3.3 For all U ∈ Ω(X) we define

δ(U) = {B : B ∈ δ(U) for every U ∈ U} = ∩{δ(U) : U ∈ U} .
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Proposition 2.2.3.14 For every semi-proximity δ on X and every ultrafil-
ter U ∈ Ω(X) it holds:

(a) δ(U) is a grill;
(b) δ(A) = ∪{δ(U) : A ∈ U};
(c) U ⊂ δ(U);
(d) B ⊂ δ(A) ⇒ ∃U , A ∈ U , B ⊂ δ(U);
(e) B ⊂ δ(A) ⇔ U ⊂ δ(B).

Proof : (a) Clearly δ(U) is a stack. If A ∪ B ∈ δ(U), then U ⊂ δ(A ∪ B).
Hence by Proposition 2.2.3.7 and Proposition 2.2.3.12 U ⊂ δ(A) or U ⊂
δ(B). It follows that A ∈ δ(U) or B ∈ δ(U) and hence δ(U) is a grill.

(b) It is an immediate consequence of Definition 2.2.3.3 that ∪{δ(U) :
A ∈ U} ⊂ δ(A). Now let Y ∈ δ(A) and let us assume B 6∈ δ(U) for all
U with A ∈ U . Then for all U with A ∈ U , U 6⊂ δ(B) and it follows that
A 6∈ δ(B). This contradicts B ∈ δ(A). This argument rests on the fact that
δ(B) is a grill and thus is the union of ultrafilters. Hence A can be in δ(B)
only if there exists a U with A ∈ U ⊂ δ(B).

(c) follows from the observation that U ∈ U implies U ⊂ δ(U) by Propo-
sition 2.2.3.8 (G3). To prove (d), let us observe that B ⊂ δ(A) implies
A ∈ δ(B) which implies the existence of a U with A ∈ U ⊂ δ(B). Finally,
(e) follows from the definition of δ(U) and the symmetry of δ. ♣

Definition 2.2.3.4 Let δ be a semi-proximity on X. A grill G on X will
be called a δ-clan on X (or simply a clan) if A ∈ δ(B) for all A,B ∈ G.
If this condition holds, we also say that G is δ-compatible. A δ-clan G is
said to be maximal if G ⊂ G1, where G1 is another δ-clan, implies G = G1.

Definition 2.2.3.5 A δ-clan G on X is called δ-cluster (or simply a clus-
ter) if the following condition is satisfied: for each A ⊂ X, G ⊂ δ(A) implies
A ∈ G. A grill G, which satisfies this condition, is called δ-closed.

Let us note that a cluster is exactly a grill which is both δ-compatible
and δ-closed. Note also that for each A ⊂ X, δ(A) is δ-closed. Indeed, since
δ(A) ⊂ δ(B) implies A ∈ δ(B), then B ∈ δ(A). In general, δ(A) is not
δ-clan.

The following facts are immediate: (a) if G1 and G2 are clusters from X
and G1 ⊂ G2, then G1 = G2; (b) if A ∩ B 6= ∅ for every B ∈ G, where G is a
cluster, then A ∈ G.

Proposition 2.2.3.15 For a grill G the following statements are equivalent:
(a) G is a δ-clan;
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(b) U ⊂ G ⇒ G ⊂ δ(U);
(c) G ⊂ ∩{δ(U) : U ⊂ G} = ∩{δ(A) : A ∈ G};
(d) U ,B ⊂ G ⇒ U ⊂ δ(B).

Proof : (a) ⇒ (b) : If G is a δ-clan and U ⊂ G, then G ∈ δ(A) for all A ∈ U ,
so that G ⊂ δ(U).

(b) ⇒ (a) : If (b) holds, let A,B ∈ G. Then there exists a U such that
B ∈ U ⊂ G. Hence A ∈ G ⊂ δ(U) ⊂ δ(B) so that G is a δ-clan.

Clearly, (b) is equivalent to (c). Finally, (b) implies (d) and since U ⊂
δ(B) holds in (d) for all U ⊂ G, that is for all G, it follows that (d) implies
(b). ♣
Proposition 2.2.3.16 For a δ-clan the following statements are equivalent:

(a) C is a cluster;
(b) C = ∩{δ(U) : U ⊂ C} = ∩{δ(A) : A ∈ C}.

Proof : Let C = ∩{δ(A) : A ∈ C} and let us assume that C ⊂ δ(C); then
C ∈ δ(A) for every A ∈ C, that is C ∈ ∩{δ(A) : A ∈ C} = C so that C is a
cluster. If C is a cluster, let D ∈ ∩{δ(A) : A ∈ C}; then D ∈ δ(A) for all
A ∈ C. It follows that C ⊂ δ(D) and hence D ∈ C or ∩{δ(A) : A ∈ C} ⊂ C.
That C ⊂ ∩{δ(A) : A ∈ C} follows from the fact that C is a δ-clan. ♣
Proposition 2.2.3.17 If G is a cluster, then

(a) G = ∩{δ(A) : δ(A) ⊃ G};
(b) G = ∩{δ(A) : δ(A) ⊃ G}.

Here δ(A) = {B : B ∈ δ(U) ∀U ∈ A ∈ Ω(X)} = ∩{δ(U) : U ∈ A ∈ Ω(X)}.
Neither of these conditions characterizes the clusters.

Proof : (a) Let us assume G is a cluster. Clearly G ⊂ ∩δ(A). Now let
D ∈ δ(A). Then, since G ⊂ δ(A) for all A ∈ G, it follows that A ∈ δ(D)
for all A ∈ G and thus G ⊂ δ(D), from which D ∈ G follows. The proof of
(b) is analogous. Since δ(A) is not in general a cluster but satisfies (a), and
δ(A) is not in general a cluster but satisfies (b), neither (a) nor (b) alone
can characterizes clusters. ♣
Proposition 2.2.3.18 Let δ be a semi-proximity on X. If G is a δ-clan on
X, then there exists a maximal δ-clan containing G. Every δ-cluster is a
maximal δ-clan.

Proof : The first assertion follows from a straight forward application of
Zorn’s lemma. If G is a cluster and G∗ a maximal δ-clan containing it, let
C ∈ G∗. Then G ⊂ G∗ ⊂ δ(C) so that C ∈ G and hence G = G∗. ♣

Let us note that a maximal clan need not be a cluster.



2.2 Semi-proximity spaces 207

Proposition 2.2.3.19 Let δ be a semi-proximity on X and A,B ⊂ X.
Then A ∈ δ(B) if and only if there exists a δ-clan G containing sets A and
B.

Proof : A ∈ δ(B) implies A ∈ ∪{δ(B) : B ∈ B}, hence there exist AA and
BB with A ∈ AA and B ∈ BB such that AA ⊂ δ(BB). Then BB ⊂ δ(AA) is
also valid and hence AA ∪ BB, which contains A and B, is also a δ-clan. If
A and B belong to the same δ-clan, then A ∈ δ(B) by definition of a clan.
♣

This shows that the semi-proximity δ is completely determined by knowl-
edge of all (maximal) δ-clans.

A semi-proximity δ is said to be cluster generated if for each AδB there
exists a cluster G such that both A and B belong to G. A semi-proximity
need not be cluster generated in general.

In Proposition 2.2.3.17 the intersections of the form

∩{δ(A) : δ(A) ⊃ G} and ∩ {δ(A) : δ(A) ⊃ G} .

are encountered. This deserves further study. To facilitate this study, and
since it is presently unknown under what conditions intersections of grills
are grills, it is convenient to introduce the following notion.

Definition 2.2.3.6 Let G be a grill on X, then

G† = {U : U ⊂ G} .

If H ⊂ Ω(X), then
H∨ = ∪{U : U ∈ H} .

Thus for G ⊂ P (X), G† ⊂ Ω(X) and for H ⊂ Ω(X), H∨ ⊂ P (X). In
particular, (G†)∨ = G for all grills. However, (H∨)† is in general bigger than
H. On Ω(X) a topology τ can be defined by specifying thatH = {Ui : i ∈ I}
is closed with respect to τ if and only if B ⊂ H∨ implies B ∈ H. The space
(Ω, τ) is homeomorphic to the Czech-Stone compactification of X with the
discrete topology. τ is frequently referred to as an ultrafilter topology. We
conclude this observation by noticing that every G† is a closed set in (Ω, τ)
and that (H∨)† is the closure of H.

Definition 2.2.3.7 For every U ∈ Ω(X) we define

D(U) = (∩{δ†(A) : U ⊂ δ(A)})∨ .

Here δ†(A) means (δ(A))†.
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Proposition 2.2.3.20 For all U ∈ Ω(X), U ⊂ D(U) = (∩{δ†(A) : A ∈
δ(U)})∨ ⊂ δ(U) and D(U) is a δ-clan.

Proof : U ⊂ D(U) is an immediate consequence of the definition. The
new intersection formula follows from the fact that U ⊂ δ(A) if and only if
A ∈ δ(U). From this and from the fact that δ(U) = ∩{δ(A) : A ∈ U}, it
follows that D(U) ⊂ δ(U). Clearly D(U) is a grill. New let B, C ∈ D(U).
Then B ∈ δ(A) for all A ∈ δ(U) and hence δ(U) ⊂ δ(B). Thus C ∈ D(U) ⊂
δ(U) ⊂ δ(B) and D(U) is a δ-clan. ♣

Proposition 2.2.3.21 If C is a cluster containing U , then

D(U) ⊂ C ⊂ δ(U) .

Proof : C ⊂ δ(U) follows from Proposition 2.2.3.15 (b). D(U) ⊂ C fol-
lows from C ⊂ δ(U) together with Proposition 2.2.3.16 (b) and Proposition
2.2.3.20. ♣

Proposition 2.2.3.22 If δ(U) is a δ-clan, then δ(U) = D(U) and δ(U) is
a cluster.

Proof : If δ(U) is a δ-clan, then by Proposition 2.2.3.15 (c) δ(U) ⊂ ∩{δ(A) :
A ∈ δ(U)}, hence δ†(U) ⊂ ∩{δ†(A) : A ∈ δ(U)} and hence δ(U) =
(δ†(U))∨ ⊂ D(U). Since D(U) ⊂ δ(U) there always holds that the first as-
sertion is established. Now let C be such that δ(U) ⊂ δ(C). Then U ⊂ δ(C)
and hence C ∈ δ(U) so that δ(U) is a cluster. ♣

Proposition 2.2.3.23 If U(x) is the principal ultrafilter of x, then δ(U(x))
= δ({x}).

Proof : δ({x}) = ∪{δ(U) : {x} ∈ U} = δ(U(x)). ♣

Proposition 2.2.3.24 The relation

B∆δU ⇔ B ⊂ δ(U)

is a reflexive and symmetric relation on Ω(X) satisfying the additional con-
dition

(∗) ∩{∪{∆δ(U) : A ∈ U} : A ∈ B} = ∆δ(B) .

Proof : Since U ⊂ δ(U) for all U ∈ Ω(X), the relation ∆δ is reflexive. Since,
further, B ⊂ δ(U) if and only if U ⊂ δ(B), it follows that ∆δ is symmetric.
That (∗) is satisfied, follows from Proposition 2.2.3.14. ♣
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Theorem 2.2.3.2 Let ∆ be an arbitrary reflexive and symmetric relation
on Ω(X). Let us set ∆(U) = ∪{B : B∆U}, then the relation on P (X)
defined by

δ∆(A) = ∪{∆(U) : A ∈ U}
is a semi-proximity on X.

Proof : δ∆(A) is a union of grills and hence is itself a grill. Further U ⊂
∆(U) leads to ∪{U : A ∈ U} ⊂ δ∆(A). Finally, let us assume B ∈ δ∆(A).
Then Y ∈ B ⊂ ∆(U), with A ∈ U . Since ∆ is symmetric we have A ∈ U ⊂
∆(B), with B ∈ B, that is A ∈ δ∆(B). Hence δ∆ = δ−1

∆ . ♣
It is not in general true that ∆(U) = δ∆(U) nor is ∆δ∆ = ∆. The reason

is that ∆ does not need to be satisfied (∗). Thus different ∆ may induce
the same semi-proximity. However every semi-proximity δ is induced by at
least one relation ∆ on Ω. This follows from the next theorem.

Theorem 2.2.3.3 For every semi-proximity δ on X, δ∆δ
= δ.

Proof : δ∆δ
(A) = ∪{∆δ(U) : A ∈ U} = ∪{δ(U) : A ∈ U} = δ(A). ♣

2.2.4 Representation of semi-proximities

In 1908 F. Riesz asked to determine the class of proximity spaces (X, δ)
such that there exists an extension (Ψ, (Y, c)) of the closure space (X, cδ)
satisfying the condition

AδB if and only if c(Ψ(A)) ∩ c(Ψ(B)) 6= ∅ .

In Chapter 1., Proposition 1.3.4.12 showed that each separated proximity
has this property. Being motivated by this query, in this subsection there
will be proved two representation theorems, one being for all separated semi-
proximities and the other being for all separated cluster generated semi-
proximities.

Theorem 2.2.4.1 Let X be a set and let δ be a relation on the power set
P (X). Then the following conditions are equivalent:

I. there exists a closure space (Y, d) and a relation Ψ from X to Y such
that

(a) Ψ−1[Y ] = X;
(b) d(Ψ[x]) ∩ d(Ψ[y]) = ∅ for each pair of distinct points x, y ∈ X;
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(c) Ψ[X] is dense in (Y, d);
(d) AδB if and only if d(Ψ[A]) ∩ d(Ψ[B]) 6= ∅;

II. δ is a separated semi-proximity on X.

Proof : Let us suppose that I. holds. Then clearly δ is a symmetric relation
on the power set P (X) of X. Let A,B, C be the subsets of X. Since
d(Ψ[A])∩ d(Ψ[∅]) = ∅, it follows that Aδ∅. Let us note that AδB ∪C if and
only if d(Ψ[A]) ∩ d(Ψ[B ∪ C]) 6= ∅ if and only if d(Ψ[A]) ∩ d(Ψ[B]) 6= ∅ or
d(Ψ[A])∩d(Ψ[C]) 6= ∅ if and only if AδB or AδC. Finally, if A∩B 6= ∅, then
there exists x ∈ A ∩ B and since Ψ−1[Y ] = X and hence, y ∈ Ψ[A] ∩Ψ[B],
consequently AδB. Also, if x, y are two distinct points of X, then d(Ψ[x])∩
d(Ψ[y]) = ∅ and hence {x}δ{y}. Thus δ is a separated semi-proximity on
X. Hence I. implies II.

Conversely, let us suppose that II. holds. Let Y be the set of all maximal
δ-clans. For each subset A of X let us set

A∗ = {G ∈ Y : A ∈ G} .

Since maximal δ-clans are grills, it follows that if A,B are subsets of X,
and G is a maximal δ-clan, then A ∪ B ∈ G if and only if A ∈ G or B ∈ G
and hence (A ∪B)∗ = A∗ ∪B∗ for all the subsets A,B ⊂ X. Consequently,
{A∗ : A ⊂ X} is a base for the closed sets of a topology on Y and hence
c : P (Y ) → P (Y ) defined by

c(α) = ∩{A∗ : A∗ ⊃ α} , α ⊂ Y ,

is a Kuratowski closure operator on Y .
Let Ψ be the relation from X to Y defined by

{x}ΨG if and only if {x} ∈ G .

Since {x}δ{x} for each x ∈ X, it follows that there exists a maximal δ-clan
G such that {x} ∈ G and hence {x}ΨG. Consequently Ψ−1[Y ] = X.

For each α ⊂ Y let us define

d(α) = (Ψ−1[α])∗ ∪ c(α) .

Since Ψ is a relation and c is a Kuratowski closure operator, it follows that
d is a closure operator on Y and hence (Y, d) is a closure space. Since δ is
separated and {x} belongs to a maximal δ-clan for each x ∈ X, it follows
that Ψ−1[Ψ[A]] = A for all A ⊂ X. Hence

d(Ψ[A]) = A∗ ∪ c(Ψ[A]) for all A ⊂ X .
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Let us note that if G ∈ Ψ[A], then there is an x ∈ A such that (x,G) ∈ Ψ and
hence {x} ∈ G. But then A ∈ G and thus G ∈ A∗. Therefore Ψ[A] ⊂ A∗ and
hence c(Ψ[A]) ⊂ A∗. Thus d(Ψ[A]) = A∗ for all A ⊂ X. And in particular
d(Ψ[X]) = X∗ = Y and hence Ψ[X] is dense in (Y, d).

Let us note that AδB if and only if there exists a maximal δ-clan which
contains both A and B if and only if A∗ ∩ B∗ 6= ∅ if and only if d(Ψ[A]) ∩
d(Ψ[B]) 6= ∅.

Also if x, y are distinct points of X, then, since δ is separated, it follows
that {x}δ{y} and hence d(Ψ[x]) ∩ d(Ψ[y]) = ∅. Thus II. implies I. This
completes the proof. ♣
Definition 2.2.4.1 Let X be a set and (Y, d) be a closure space and let Ψ
be a relation from X to Y . The space X is said to be regularly dense in
Y under the relation Ψ if the following condition holds:

given B ⊂ Y and y 6∈ d(B) there exists a subset A of X such that y
belongs to d(Ψ[A]) and d(Ψ[A]) ⊂ Y − d(B).

Theorem 2.2.4.2 Let X be a set and δ be a relation on P (X). Then the
following conditions are equivalent:

I. there exist a closure space (Y, d) and a relation Ψ from X to Y such
that

(a) Ψ−1[Y ] = X;
(b) for each pair of distinct points x1, x2 ∈ X

d(Ψ[x1]) ∩ d(Ψ[x2]) = ∅;
(c) AδB if and only if d(Ψ[A]) ∩ d(Ψ[B]) 6= ∅;
(d) X is regularly dense in (Y, d) under Ψ.

II. δ is a cluster generated separated proximity on X.

Proof : Let us suppose that I. holds. Then, by argument similar to the
one used in the corresponding part of the previous theorem, one can show
that δ is a separated semi-proximity on X. To complete the proof of the
fact that I. implies II., we need to check only that δ is cluster generated.

Let AδB. Then d(Ψ[A]) ∩ d(Ψ[B]) 6= ∅. Let us choose y0 ∈ d(Ψ[A]) ∩
d(Ψ[B]). Let us set G0 = {D ⊂ X : y0 ∈ d(Ψ[D])}. Clearly G0 is a grill
containing both A and B. If E and F belong to G0, then y0 belongs to
d(Ψ[E]) ∩ d(Ψ[F ]) and hence EδF ; consequently it follows that G0 is a δ-
clan. Let us suppose that H ⊂ X and H 6∈ G0. Then y0 6∈ d(Ψ[H]). Since
X is regularly dense in (Y, d) under Ψ, it follows that there exists a subset
K of X such that y0 ∈ d(Ψ[K]) ⊂ Y − d(Ψ[H]) and hence K ∈ G0 and
d(Ψ[K])∩ d(Ψ[H]) = ∅, consequently HδK. Thus G0 is a cluster containing
both A and B. Hence δ is cluster generated.
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Conversely, let us suppose that II. holds. Let Y be the set of all δ-
clusters. For each A ⊂ X let us define

A∗ = {G ∈ Y : A ∈ G} .

Then by an argument similar to the one used in the theorem above, one can
show that the function c : P (Y ) → P (Y ) defined by

c(α) = ∩{A∗ : A∗ ⊃ α} for all α ⊂ Y ,

is a Kuratowski closure operator on Y . Let us define a relation Ψ from X
to Y by xΨG if and only if {x} ∈ G. Since δ is cluster generated, it follows
that {x} belongs to a cluster for each x ∈ X and hence Ψ−1[Y ] = X. Let
us define d : P (Y ) → P (Y ) by

d(α) = (Ψ−1[α])∗ ∪ c(α) for all α ⊂ Y .

It can be verified easily that d is a closure operator on Y such that d(Ψ[A])
= A∗ for all A ⊂ X. Since δ is cluster generated, it follows that

AδB if and only if A∗ ∩B∗ 6= ∅ if and only if d(Ψ[A]) ∩ d(Ψ[B]) 6= ∅ .

Since δ is separated, it follows that for each pair of distinct points x1 , x2 ∈ X,
d(Ψ[x1]) ∩ d(Ψ[x2]) = ∅. To complete the proof we need to check only that
X is regularly dense in (Y, d) under Ψ.

Let G0 ∈ Y and G0 6∈ d(α) for some α ⊂ Y . Hence G0 6∈ (Ψ−1[α])∗∪c(α).
This means that Ψ−1[α] 6∈ G0 and A 6∈ G0 for some A∗ ⊃ α and hence
Ψ−1[α] ∪ A 6∈ G0. Since G0 is a cluster, it follows that Ψ−1[α] ∪ A 6∈ δ(B)
for some B ∈ G0. Since δ(B) is a grill, then Ψ−1[α] 6∈ δ(B) and A 6∈ δ(B).
Clearly G0 ∈ B∗ = d(Ψ[B]).

Let G ∈ B∗. Then B ∈ G. Since G is a cluster and Ψ−1[α] 6∈ δ(B), A 6∈
δ(B), it follows that Ψ−1[α] 6∈ G and A 6∈ G, consequently G 6∈ (Ψ−1[α])∗ ∪
c(α) = d(α) and hence G ∈ Y − d(α). Thus we have proved that G0 ∈
d(Ψ[B]) ⊂ Y − d(α). Hence X is regularly dense in (Y, d) under Ψ. ♣
Definition 2.2.4.2 The closure space (X, c) is said to be an R1-closure
space if for any x ∈ X and A ⊂ X, c(x) ∩ c(A) 6= ∅ implies x ∈ c(A).

It is easily seen that a topological space is R1 if and only if, for any
points x and y, x 6= y implies that x and y have disjoint neighborhoods. An
R1 topological space is R0 (see Definition 2.3.2.1). Indeed, if x 6∈ y, then
the points x and y must have disjoint neighborhoods, which means y 6∈ x.
Moreover, a topological space is R1 if and only if x 6= y implies that x and
y have disjoint neighborhoods.
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Proposition 2.2.4.1 Let (X, τ) be a topological space. Then the following
statements are equivalent:

(a) τ is an R1-topology;
(b) ∆̃ = {(x, y) : x = y} = ∆;
(c) ∆̃ is closed in the product topology.

Proof : (a) ⇒ (b) : If (x, y) ∈ ∆̃, then x = y. But then (x, y) ∈ x × y ⊂
Gx ×Gy for all the open neighborhoods Gx and Gy of x and y respectively.
Thus every neighborhood of (x, y) meets ∆ and (x, y) ∈ ∆. Conversely, let
(x, y) ∈ ∆ and Gx, Gy be arbitrary neighborhoods of x and y respectively.
Then Gx × Gy meets ∆, i.e. Gx, Gy have a common point. Since Gx, Gy

are arbitrary, this means that x = y and (x, y) ∈ ∆̃.
(b) ⇒ (c) : Obvious.
(c) ⇒ (a) : Let x 6= y. Then (x, y) ∈ X ×X − ∆̃ which is open. Hence

there exist neighborhoods Gx, Gy of x, y respectively such that Gx ×Gy ⊂
X × X − ∆̃. Gx, Gy cannot have common points and so (X, τ) is an R1

space. ♣
Proposition 2.2.4.2 If a semi-proximity δ on X satisfies the condition

(RI) for each x ∈ X and A,B ∈ P (X) , A,B ∈ δ(x) implies A ∈ δ(B) ,
then (X, cδ) is an R1-closure space.

Proof : On account of Proposition 2.2.1.3 cδ is a closure operator. To prove
that (X, cδ) is an R1-closure space, let us suppose that y ∈ cδ(x) ∩ cδ(A).
Then y ∈ δ(x) and y ∈ δ(A) which, on the other hand, implies x ∈ δ(y) and
A ∈ δ(y). Since the semi-proximity δ satisfies the condition (RI), it follows
that x ∈ δ(A). ♣
Proposition 2.2.4.3 Let (X, c) be an R1-closure space and let δ0 be a re-
lation on P (X) defined in the following manner:

Aδ0B if and only if c(A) ∩ c(B) 6= ∅.
Then δ0 is a semi-proximity on X which satisfies the condition (RI) and it
is compatible with the given closure, that is cδ0 = c.

Proof : That δ0 is a semi-proximity on P (X) is a trivial consequence of the
closure axioms. To prove that δ0 satisfies the condition (RI), let us suppose
that A,B ∈ δ0(x), where x ∈ X. Then c(A)∩ c(x) 6= ∅ and c(B)∩ c(x) 6= ∅.
Since c is an R1-closure, it follows that x ∈ c(A)∩c(B) and hence A ∈ δ0(B).
The compatibility of the semi-proximity δ0 with the given closure c follows
from the fact that the equality

cδ0(A) = {x ∈ X : x ∈ δ0(A)} =
= {x ∈ X : c(x) ∩ c(A) 6= ∅} = {x ∈ X : x ∈ c(A)} = c(A)
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holds for each A ∈ P (X). ♣

Definition 2.2.4.3 A semi-proximity δ on X is called Riesz or RI-proxi-
mity if it satisfies the condition (RI).

Proposition 2.2.4.4 Let (X, δ) be an RI-proximity space. If δ0 is a relation
on P (X) defined by Aδ0B if and only if cδ(A)∩cδ(B) 6= ∅, then Aδ0B implies
AδB for all subsets A and B of X. Thus δ0 is the smallest RI-proximity
relation compatible with the closure of an R1-closure space.

Proof : Follows from Propositions 2.2.4.2 and 2.2.4.3. ♣

Proposition 2.2.4.5 A semi-proximity space (X, δ) is an RI-proximity spa-
ce if and only if δ(x) is a cluster for all x ∈ X.

Proof : Let us suppose that (X, δ) is a Riesz proximity space. It is evident
that δ(x) is a grill for all x ∈ X. Let A, B ∈ δ(x). Since δ is a Riesz
proximity, it follows that A ∈ δ(B). If δ(x) ⊂ δ(A), then x ∈ δ(A) and
hence A ∈ δ(x). The converse is an immediate consequence of the definition
of the cluster. ♣

Corollary 2.2.4.1 If G is a cluster containing {x}, then G = δ(x).

To state the representation theorem for RI-proximity spaces, we shall
need the following:

Definition 2.2.4.4 A subset Y of a closure space (X, c) is regularly
dense in X if for any set F ⊂ X and x ∈ X − c(F ) there exists a sub-
set E ⊂ Y with the property x ∈ c(E) ⊂ X − c(F ).

Theorem 2.2.4.3 Let X be a set and δ a binary relation on P (X). Then
the following conditions are equivalent:

(I) There exists an R1-closure space (Y, c) and a mapping f of X into
Y such that f(X) is regularly dense in Y , where f is an isomorphism of X
onto f(X) satisfying cf(X)(f(x)) = f(x) and

(∗) AδB in X if and only if c(f(A)) ∩ c(f(B)) 6= ∅;

(II) δ is a separated Riesz semi-proximity satisfying the additional con-
dition:

if AδB in X, then there exists a cluster G to which both A and B belong .
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Proof : Let us suppose that (I) holds and let us define δ on P (X) by (∗).
That δ is a semi-proximity follows immediately from the properties of the
closure. Let us suppose that x ∈ δ(y). Then c(f(x)) ∩ c(f(y)) 6= ∅. Since
c is an R1-closure, it follows that f(x) ∈ c(f(y)). Thus f(x) ∈ c(f(y)) ∩
f(X), that is, f(x) ∈ cf(X)(f(y)) = f(y). Since f is an isomorphism of X
onto f(X), it follows that x = y. This proves that δ is a separated semi-
proximity. We shall next show that δ is a Riesz proximity. For x ∈ X,
A,B ∈ P (X), let us suppose that A,B ∈ δ(x). Then c(f(x)) ∩ c(f(A)) 6= ∅
and c(f(x)) ∩ c(f(B)) 6= ∅. That the closure operator is an R1 implies
f(x) ∈ c(f(A)) ∩ c(f(B)), that is, A ∈ δ(B). It remains to prove that
for A ∈ δ(B) there exists a cluster to which both A and B belong. Now
A ∈ δ(B), which implies that there exists a y ∈ c(f(A)) ∩ c(f(B)). Let us
define τy = {D ⊂ X : y ∈ c(f(D))}. It is obvious that A,B ∈ τy. We shall
omit the details of the fact that τy is a cluster since they are quite similar
to the ones given in Lodato (see [202]).

To prove the converse, let us suppose that (II) holds. By Proposition
2.2.4.5, δ(x) is a δ-cluster for any x ∈ X. For a subset A of X, let A∗ be the
set of all clusters to which A belongs. We will denote the set of all clusters
from X by Y . Let us observe that

(1) (A ∪B)∗ = A∗ ∪B∗,

since clusters are grills.
We say that a subset A of X absorbs a subset β of Y if and only if A

belongs to every cluster in β, that is, β ⊂ A∗. For any subset β of Y , we
define c1(β) by:

B ∈ c1(β) if and only if every subset E ⊂ X which absorbs β is in B .

It follows as in [202] that

(2) c1(β1 ∪ β2) = c1(β1) ∪ c1(β2)

for all subsets β1, β2 in P (Y ) and c1(B) = B for every B in Y .
Let f be the mapping which assigns to each x ∈ X the cluster δ(x)

determined by it. This mapping is well defined. Let us define

(3) c(β) = (f−1(β))∗ ∪ c1(β) .

Let us observe that c(f(A)) = A∗. By definition

c(f(A)) = (f−1(f(A)))∗ ∪ c1(f(A)) = A∗ ∪ c1(f(A)) = A∗ ,



216 Semi-proximity spaces and semi-uniform spaces

since c1(f(A)) ⊂ A∗. The inclusion c1(f(A)) ⊂ A∗ is a consequence of the
fact that A absorbs f(A).

Now we shall show that closure properties are satisfied by the closure
defined by (3).

Since β ⊂ c1(β), it follows that β ⊂ c(β). The fact that c(∅) = ∅ is
trivial. (2) and the fact that f−1 distributes on unions imply the equality
c(β1 ∪ β2) = c(β1) ∪ c(β2). Thus (Y, c) is a closure space. We shall next
show that (Y, c) is an R1-closure space. For B ∈ Y , f−1(B) is either empty
or equals x for some x ∈ X. If f−1(B) = ∅, then c(B) = c1(B) = B. On the
other hand, if f−1(B) = x for some x ∈ X, then B = δ(x). Hence

c(B) = (f−1(B))∗ ∪ c1(B) = δ(x) ∪ δ(x) = δ(x) = B .

The separated character of the Riesz proximity implies that f is one-one.
That f is an isomorphism will be accomplished by showing that

(i) cf(X)(f(A)) ⊃ f(cδ(A)) for every A in P (X), and
(ii) f−1(cf(X)(f(A))) ⊂ cδ(A) for each A ⊂ X.

For (i), let us suppose that x ∈ cδ(A). Then A ∈ δ(x). Thus δ(x) ∈ A∗ =
c(f(A)) which, in turn, implies δ(x) ∈ cf(X)(f(A)). In order to prove (ii),
let us suppose that B ∈ cf(X)(f(A)). Then there exists an x ∈ X such that
B = δ(x) and δ(x) ∈ cf(X)(f(A)) = c(f(A))∩ f(X). Thus A ∈ δ(x), that is,
x ∈ cδ(A).

AδB if and only if there exists a cluster to which both A and B belong,
that is, A∗ ∩B∗ 6= ∅; thus c(f(A)) ∩ c(f(B)) 6= ∅ if and only if AδB.

It remains to check that f(X) is regularly dense in Y . Let us suppose
that β ⊂ Y and B0 6∈ c(β) = (f−1(β))∗∪c1(β). Then f−1(β) 6∈ B0 and there
exists a subset A which absorbs β and does not belong to B0. Since B0 is,
in particular, a grill, it follows that A ∪ f−1(β) 6∈ B0. Taking into account
the fact that B0 is a cluster, it follows that there exists a B ∈ B0 such that
A ∪ f−1(β) 6∈ δ(B), that is, A 6∈ δ(B) and f−1(β) 6∈ δ(B). Let B be any
element of B∗. Then B ∈ B and hence f−1(β) and A do not belong to B.
Thus it follows that B ∈ Y − c(β). Clearly B0 ∈ B∗ = c(f(B)) ⊂ Y − c(β).
This completes the proof. ♣

2.2.5 Proximally coarse semi-unifomities

Now we shall show that every semi-proximity is induced by a semi-uniformi-
ty, and that among all uniformities inducing a given semi-proximity there
exists a uniformly coarsest one which will be called the proximally coarse
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semi-uniformity of (X, δ). It turns out that this semi-uniformity is a
uniformity if and only if δ is induced by a uniformity.

Definition 2.2.5.1 A semi-proximity induced by a uniformity will be called
uniformizable.

Theorem 2.2.5.1 A semi-proximity δ for a set X is uniformizable if and
only if the following condition is satisfied:

(SP5) if AδB , then there exists C,D ⊂ X such that C∩D = ∅, AδX−C
and X −DδB.
It is obvious that the condition (SP5) is equivalent with the following condi-
tion:

(SP ′
5) if AδB, then there exists δ-neighborhoods C of A and D of B such

that C ∩D = ∅.

Proof : Let us suppose that δ is induced by a uniformity U and AδB.
By the definition of induced proximities, there exits a U ∈ U such that
U [A]∩B = ∅. Let us choose a symmetric element V ∈ U so that V ◦V ⊂ U
and let us put C = V [A] and D = V [B]. By definition, C and D are proximal
neighborhoods of A and B and it remains to show that C∩D = ∅. Assuming
the contrary, we obtain V ◦ V [A] ∩B 6= ∅ which implies U [A] ∩B 6= ∅, and
this contradicts our assumption U [A] ∩B = ∅.

To prove the converse we must construct a uniformity inducing δ. Three
lemmas will be given, concerning the construction of the uniformly coarsest
semi-uniformity inducing a given semi-proximity δ which will be proved to
be a uniformity if δ fulfils the condition (SP5).

If a semi-proximity δ for a set X is induced by a semi-uniformity U and if
AδB, then U [A]∩B 6= ∅ for each U ∈ U . Therefore, if we want to find a semi-
uniformity inducing the given semi-proximity δ, it is natural to consider the
collection U of all entourages U of diagonal of X×X such that U [A]∩B 6= ∅
whenever AδB. It is easily seen that U ∈ U and U ⊂ V ⊂ X ×X implies
U−1 ∈ U and V ∈ U . On the other hand, the intersection of two elements
of U need not belong to U , and therefore U need not be a semi-uniformity.
It turns out that the collection U ′ of all the elements V ∈ U of the form⋃

i Xi × Xi, where {Xi} is a finite cover of X, possesses the following two
properties: (1) if U ∈ U and U ′ ∈ U ′, then U ∩ U ′ ∈ U , and (2) if a semi-
uniformity V induces δ, then U ′ ⊂ V. It will follows from (1) that U ′ is a base
for a proximally continuous semi-uniformity for (X, δ). It turns out that this
semi-uniformity induces δ, and if δ fulfils (SP5), then this semi-uniformity
is a uniformity. For convenience we shall introduce some terminology.
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Definition 2.2.5.2 A finite square entourage of the diagonal of X ×X
is an entourage of the form

⋃
i Xi ×Xi, where {Xi} is a finite cover of X.

If (X, δ) is a semi-proximity space, then a proximal entourage of the
diagonal of (X, δ)× (X, δ), or δ-entourage of the diagonal of X ×X, is
a subset U of X ×X such that AδB implies U [A] ∩B 6= ∅.

A subset U of X×X is a symmetric entourage of the diagonal of X×X
if and only if U is a union of squares A × A. ”If ” is obvious and to prove
”only if ”, let us notice that V =

⋃{((x, y) × (x, y)) : (x, y) ∈ V } provided
that V is a symmetric entourage of the diagonal.

Every proximal entourage U of the diagonal of (X, δ) × (X, δ) is an
entourage of the diagonal of X ×X. Indeed, if x ∈ X, then xδx and hence
U [x] ∩ x 6= ∅, i.e. (x, x) ∈ U .

For convenience, Lemma 2.2.5.3, as the main result, will be preceded by
two preparatory lemmas which are also important by themselves.

Lemma 2.2.5.1 Every finite square entourage of the diagonal of X ×X is
the intersection of a finite family of entourages of the form (A×A)∪(B×B).

Proof : Let us suppose that U =
⋃

i6n Ai × Ai, n ∈ N, is an entourage of
the diagonal of X × X, i.e. {Ai} is a cover of X. Assuming that (x, y) ∈
X × X − U , let us consider the union A of all {Ai} such that x ∈ Ai,
and the union B of all the remaining sets Ai. Since y 6∈ A, it follows that
(x, y) 6∈ X × X and since x 6∈ B, it follows that (x, y) 6∈ B × B. Thus
U ⊂ ((A× A) ∪ (B × B)) ⊂ (X ×X)− {(x, y)}. This concludes the proof.
♣

Lemma 2.2.5.2 Let (X, δ) be a proximity space. Each of the following two
conditions is necessary and sufficient for a set V = ((A1×A1)∪(A2×A2) ⊂
X ×X to be a proximal entourage of the diagonal:

(a) X −A1δX −A2 (and hence A1 ∪A2 = X);
(b) if AδB, then (A1 ∩A)δ(A1 ∩B) or (A2 ∩A)δ(A2 ∩B).

Proof : Let us first notice that X − A1 = A2 − A1 and X − A2 = A1 − A2

if A1 ∪A2 = X.
Condition (a) is necessary because V [A2−A1] = A2 and A2∩(A1−A2) =

∅.
Condition (b) is sufficient, because (Ai∩A)δ(Ai∩B) implies Ai∩A 6= ∅,

Ai ∩B 6= ∅, and hence V [A] ∩B ⊃ V [Ai ∩A] ∩ (Ai ∩B) = Ai ∩ (Ai ∩B) =
Ai ∩B 6= ∅.
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It remains to show that (a) implies (b). Assuming (a), let us suppose
that AδB and let us consider the following decompositions of A and B:

A = ((A1 −A2) ∩A) ∪ ((A1 ∩A2) ∩A) ∪ ((A2 −A1) ∩A) ,
B = ((A1 −A2) ∩B) ∪ ((A1 ∩A2) ∩B) ∪ ((A2 −A1) ∩B) .

Since AδB, then, by Proposition 2.2.1.1, at least one of the sets of the
decomposition of A must be proximal to a set from the decomposition of
B. But A2 − A1δA1 − A2 and hence also A ∩ (A2 − A1)δB ∩ (A1 − A2),
B ∩ (A2 − A1)δA ∩ (A1 − A2). It follows that both of the proximal sets in
question must be contained in A1 or in A2; this concludes the proof. ♣

Lemma 2.2.5.3 Let us suppose that (X, δ) is a semi-proximity space, V
being the set of all finite square proximal entourages (of the diagonal of
(X, δ) × (X, δ)) and W being the set of all elements of V of the form (A ×
A) ∪ (B × B). Obviously V is a sub-base for a semi-uniformity U for X.
The following assertions hold:

(a) V consists of finite intersections of elements of W and hence W is a
sub-base for U ;

(b) if W ∈ W and U is any proximal entourage, then W ∩ U is also a
proximal entourage;

(c) V is multiplicative, hence a base for U ; thus every element of U is a
proximal entourage and hence U is a proximally continuous semi-uniformity
for (X, δ);

(d) U induces δ;
(e) if a semi-uniformity U1 induces δ, then U ⊂ U1;
(f) if δ fulfils the condition (SP5), then U is a uniformity.

Proof : (a) Statement follows from Lemma 2.2.5.1 and the definition of a
sub-base of semi-uniformity.

(b) Let W = (A1 × A1) ∪ (A2 × A2) ∈ W, and let U be any proximal
entourage. Assuming AδB, we must show that (U ∩ W )[A] ∩ B 6= ∅. By
Lemma 2.2.5.2 we obtain that (Ai ∩A)δ(Xi ∩B) for some i = 1, 2. Since U
is a proximal entourage, it follows that U [Ai ∩A] ∩ (Ai ∩B) 6= ∅. However,
(U ∩ W )[Ai ∩ A] = Ai ∩ U [Ai ∩ A], and consequently (U ∩ W )[A] ∩ B ⊃
(U ∩W )[Ai ∩A] ∩B ⊃ Ai ∩ U [Ai ∩A] ∩B 6= ∅.

(c) Follows immediately from (a) and (b) by induction.
(d) It remains to show that if AδB, then U [A] ∩B = ∅ for some U ∈ U .

Let us denote A1 = X −A and B1 = X −B. It follows from Lemma 2.2.5.2
(a) that U = (A1 × A1) ∪ (B1 × B1) is a proximal entourage and hence
U ∈ W ⊂ U . But, clearly, U [A] = B1 = X −B.
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(e) Let us suppose that a semi-uniformity U1 induces δ. To prove that
U is contained in U1, it is sufficient to show that the sub-base W of U is
contained in U1. Let W = (A × A) ∪ (B × B) be any element of W. By
Lemma 2.2.5.2 we obtain X − AδX −B. By our assumption there exists a
U ∈ U1 such that

(∗) U [X −A] ∩ (X −B) = ∅ .

Without any loss of generality we may assume that U is symmetric, i.e.
U = U−1. Now the proof will be accomplished if we show that U ⊂ W ; and
this inclusion will be derived from (∗) as follows:

It is sufficient to show that U [x] ⊂ W [x] for each x ∈ X. It follows
from (∗) that U [X − A] ⊂ B. But clearly W [X − A] = B and hence
U [x] ⊂ W [x] for each x ∈ X − A. Since U is symmetric, we obtain from
(∗) that U [X −B] ∩ (X −A) = ∅ and the same argument as the one above
gives U [x] ⊂ W [x] for each x ∈ X − B. It remains to consider the case
when x ∈ X − ((X −A) ∪ (X −B)) = A ∩B. However, if x ∈ A ∩B, then
W [x] = A ∪B = X and therefore U [x] ⊂ X = W [x].

(f) Let us suppose that δ fulfils the condition (SP5). To prove that
U is a uniformity, it is sufficient to show that for each element W of the
sub-base W for U , there exists an element V ∈ V such that V ◦ V ⊂ W .
Let us suppose that W = (A × A) ∪ (B × B) ∈ W. Since X − AδX − B,
there exists a proximal neighborhood B1 of X − A and A1 of X − B such
that A1 ∩ B1 = ∅. Let us denote that V = (A1 × A1) ∪ ((A ∩ B) × (A ∩
B)) ∪ (B1 ×B1). Now V ∈ V because V is the intersection of two elements
of W, namely (A1 × A1) ∪ (B × B) and (B1 × B1) ∪ (A × A), use Lemma
2.2.5.2 (a). It will be shown that V ◦ V ⊂ W . By Lemma 2.1.2.1 it follows
that V ◦ V =

⋃
x∈X V [x] × V [x]. If x ∈ A1, then V [x] ⊂ A and hence

V [x] × V [x] ⊂ A × A ⊂ W . If x ∈ X − A1, then V [x] ⊂ B and hence
V [x]× V [x] ⊂ B ×B ⊂ W . ♣

It is to be pointed out that Lemma 2.2.5.3 accomplishes the proof of
Theorem 2.2.5.1. If δ is a semi-proximity for a set X then by Lemma 2.2.5.3
the set of all finite square δ-proximal entourages of the diagonal of X×X is
a base for a semi-uniformity U for X, which is the smallest semi-uniformity
inducing the proximity δ. If U ′ is any semi-uniformity inducing δ such that
the set V ′ of all finite square entourages from U ′ is a base for U ′, then
necessarily U ⊂ U ′; but V ′ ⊂ U , and V ′ being a base for U ′, we obtain
U ′ ⊂ U and hence U ′ = U . Thus we have proved the following proposition:
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Proposition 2.2.5.1 Let us suppose that a semi-uniformity U induces a
semi-proximity δ. Then U is the uniformly coarsest (i.e. smallest) semi-
uniformity inducing δ if and only if the finite square elements of U form a
base for U . ♣

Definition 2.2.5.3 A semi-uniformity U will be called proximally coarse
if finite square elements of U form a base for U , i.e. by Lemma 2.2.5.3, if
a semi-uniformity U ′ induces the same proximity as U , then U ⊂ U ′, i.e. U
is uniformly coarser than U ′.

Theorem 2.2.5.2 Every semi-proximity is induced by a semi-uniformity.
Among all the semi-uniformities inducing a given semi-proximity δ there
exists a unique proximally coarse semi-uniformity U . The set of all finite
square δ-proximal entourages is a base for U and U is a uniformity if and
only if δ is uniformizable.

Proof : Follows from Theorem 2.2.5.1, Lemma 2.2.5.3 and Proposition
2.2.5.1. ♣

Definition 2.2.5.4 A semi-uniformity U for a set X is said to be totally
bounded if for each U ∈ U there exists a finite subset A ⊂ X such that
U [A] = X.

Proposition 2.2.5.2 Every proximally coarse semi-uniformity is totally
bounded and every totally bounded uniformity is proximally coarse.

Proof : Let U be a proximally coarse semi-uniformity for a set X and let
V be the collection of all finite square elements of U . Thus V is a base for
U . If U ∈ U , then V ⊂ U for some V =

⋃
i Ai × Ai ∈ V, where {Ai} is a

finite cover of X. Now, if A is a finite set intersecting each Ai, then clearly
V [A] =

⋃
i Ai = X and hence U [A] = X.

Conversely, let us suppose that U is a totally bounded uniformity for
a set X and let us suppose that U is any element of U . We must find a
finite square element W ∈ U contained in U . Let us choose a symmetric
element V ∈ U such that V ◦ V ◦ V ◦ V ⊂ U and a finite subset A ⊂ X with
V [A] = X, and let us put that W =

⋃{(V ◦V )[x]×(V ◦V )[x] : x ∈ X}. Since
(V ◦V )◦(V ◦V ) ⊂ U , the set W is contained in U by Lemma 2.1.2.1. To prove
that W ∈ U , we shall show that W ⊃ V . Given any y ∈ X, let us choose an
x ∈ A with y ∈ V [x]. It follows that V [y] ⊂ V [V [x]] = (V ◦ V )[x] ⊂ W [x].
♣
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Corollary 2.2.5.1 A uniformity is proximally coarse if and only if it is
totally bounded. ♣

The following example shows that a totally bounded semi-uniformity
need not be proximally coarse.

Example 2.2.5.1 Let X be an infinite set, x ∈ X and let us consider the
semi-proximity δ for X such that AδB if and only if A∩B 6= ∅ or A 6= ∅ 6= B
and x ∈ A ∪ B. If u is the closure induced by δ, then u(y) = {x, y} if
y ∈ X−{x} and u(x) = X. Thus X is the only neighborhood of x in (X, u)
and consequently, if U is a continuous semi-uniformity for X, then U [x] = X
for each U ∈ U . This shows that every continuous semi-uniformity for (X, u)
is totally bounded. Let U be the largest continuous semi-uniformity for
(X, u). Clearly the set U = ∆X ∪ ({x} ×X) ∪ (X × {x}) forms a base for
U and U induces δ. On the other hand, U is not proximally coarse because
the set U contains no finite square element of U (X is infinite).

Theorem 2.2.5.3 The class of all proximally coarse semi-uniformities is
hereditary and closed under arbitrary products.

Proof : If Y ⊂ X and U is a finite square entourage of the diagonal of
X×X, then (Y ×Y )∩U is a finite square entourage of the diagonal of Y ×Y
and therefore every relativization of a proximally coarse semi-uniformity is
proximally coarse.

If (X,U) is the product of a family {(Xa,Ua)} and Ua ∈ Ua is a finite
square, then {(x, y) : (prax, pray) ∈ Ua} is a finite square and hence finite
square elements form a sub-base for U . This shows that U is proximally
coarse. ♣

Theorem 2.2.5.4 Let us suppose that there exists a uniformly continu-
ous mapping of a semi-uniform space (X,U) onto a semi-uniform space
(Y,V). If U is a totally bounded semi-uniformity, then V is also a totally
bounded semi-uniformity. If U is a totally bounded and proximally coarse
semi-uniformity, and if V is a uniformity, then V is proximally coarse.

Proof : The first statement is an immediate consequence of the correspond-
ing definition and the second one follows from the first one and Proposition
2.2.5.2. ♣

It is to be noted that there exists a uniformly continuous mapping of
a proximally coarse uniform space onto a semi-uniform space which is not
proximally coarse.
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By Proposition 2.2.2.3 every uniformly continuous mapping is proxi-
mally continuous but a proximally continuous mapping for semi-uniform
spaces need not be uniformly continuous (it is sufficient to take two differ-
ent proximally equivalent semi-uniformities). On the other hand following
holds:

Theorem 2.2.5.5 If (X,U) is a proximally coarse semi-uniform space, then
every proximally continuous mapping of a semi-uniform space into X is
uniformly continuous.

Proof : Let us suppose that f is a proximally continuous mapping of a semi-
uniform space (X1,U1) into a proximally coarse semi-uniform space (X,U).
To prove that f is uniformly continuous, it is necessary to find a sub-base
W for U such that f−1

2 (W ) ∈ U1 for each W ∈ W. Of course, for W we take
the sub-base for U described in Lemma 2.2.5.3, i.e. the collection of all sets
W of the form W = (A×A)∪(B×B) such that X−AδX−B, where δ is the
semi-proximity induced by U . Since f is proximally continuous, we obtain
X1−A1δ1X1−B1, where A1 = f−1(A), B1 = f−1(B) and δ1 is the proximity
induced by U1. Thus, from Lemma 2.2.5.2, W1 = (A1 × A1) ∪ (B1 × B1) is
a δ1-proximal entourage of the diagonal of X1 × X1, and consequently, by
Lemma 2.2.5.3, W1 ∈ U1. But clearly W1 = f−1

2 (W ). ♣

Theorem 2.2.5.6 Let us suppose that (X,U) is the product of a non-void
family {(Xa,Ua) : a ∈ A} of proximally coarse semi-uniform spaces. The
proximity δ induced by U is the proximally coarsest proximity for X such
that all mappings pra : (X, δ) → (Xa,Ua) are proximally continuous.

Proof : All the mappings in question are proximally continuous because
all the mappings pra : (X,U) → (Xa,Ua) are uniformly continuous and
every uniformly continuous mapping is proximally continuous. Let δ1 be
any proximity for X such that all the mappings pra : (X, δ1) → (Xa,Ua) are
proximally continuous and let V be a semi-uniformity inducing δ1. Since Ua

are proximally coarse, by Theorem 2.2.5.5 all the mappings pra : (X,V) →
(Xa,Ua) are uniformly continuous and consequently, by the definition of the
product semi-uniformity, V ⊃ U . But this implies that δ1 is proximally finer
than δ, which completes the proof. ♣

Theorem 2.2.5.7 The proximally coarse semi-uniformity V proximally
equivalent with a given semi-uniformity U for a set X is the unique semi-
uniformity for X with the following property:
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A mapping f of (X,U) into a proximally coarse semi-uniform space
(Z,W) is uniformly continuous if and only if the mapping f : (X,V) →
(Z,W) is uniformly continuous.

Proof : Let f be a uniformly continuous mapping of (X,U) into a proximally
coarse semi-uniform space (Z,W) and let V be the proximally coarse semi-
uniformity which is proximally equivalent to U . The collection W ′ of all
finite square elements of W is a base for W, and the set V ′ of all f−1

2 (W ),
W ∈ W ′, consists of finite square elements of U . The finite square elements
of U form a base for V and therefore V ′ ⊂ V. Since W ′ is a base for W,
the mapping f : (X,V) → (Z,W) is uniformly continuous. Conversely, if
f : (X,V) → (Z,W) is uniformly continuous, then f : (X,U) → (Z,W) is
uniformly continuous because U is uniformly finer than V. Thus V fulfils
the condition.

The uniqueness of V is evident. ♣
Proposition 2.2.5.3 A subset S of the uniform space of reals is proximally
coarse if and only if S is contained in a bounded interval in R.

Proof : If S is contained in no bounded interval, then one can easily con-
struct a sequence (xn) in S such that |xn − xm| > 1 for n 6= m. If (yn)
is a sequence in S such that |xn − yn| < 1/2, then 1 6 |xn − xm| 6
|xn−yn|+ |yn−ym|+ |xm−ym| < 1+ |yn−ym| whenever n 6= m, and hence
|yn−ym| > 0 for n 6= m. But this implies that (yn) is a one-to-one sequence.
Consequently, S is not totally bounded and hence S is not proximally coarse
by Proposition 2.2.5.2.

Now let S be contained in a bounded interval I = [−r, r]. According
to Theorem 2.2.5.3 it is sufficient to show that I is proximally coarse. By
Proposition 2.2.5.2 this will follow if the interval I is totally bounded. Given
a positive s, let T be the set of all the points s ·n, n ∈ N or −n ∈ N. Clearly,
T ∩ [−r, r] is finite and if x ∈ I, then |x− y| < s for some y ∈ T . The proof
is complete. ♣

By our convention that every uniform concept applies to semi-pseudome-
trics, a semi-pseudometric is said to be totally bounded if the induced
semi-uniformity is totally bounded. It is evident that a semi-pseudometric d
for a set X is totally bounded if and only if for each real r > 0 there exists a
finite subset A ⊂ X such that the distance from each y ∈ X to A is smaller
than r.

Theorem 2.2.5.8 Let U be a semi-uniformity for a set X, δ the semi-
proximity induced by U , and V the proximally coarse semi-uniformity induc-
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ing δ (that is, V is the unique proximally coarse semi-uniformity which is
proximally equivalent to U). Then

(a) a pseudometric d for X is a uniformly continuous pseudometric for
(X,V) if and only if d is a totally bounded uniformly continuous pseudomet-
ric for (X,U);

(b) a function f on (X,V) is uniformly continuous if and only if the
function f : (X,U) → R is bounded and uniformly continuous;

(c) if a function f on (X,U) is uniformly continuous, then f is proxi-
mally continuous, in symbols, U((X,U),R) ⊂ P((X,U),R);

(d) a function f on (X,V) is uniformly continuous if and only if f
is a bounded proximally continuous function, in symbols U((X,V),R) =
P∗((X,V),R).

Proof : (a) A totally bounded pseudo-metric is proximally coarse by Propo-
sition 2.2.5.2, and therefore, by Theorem 2.2.5.7, a totally bounded pseudo-
metric for X is uniformly continuous for (X,V) if and only if it is uniformly
continuous for (X,U). Thus, to prove the statement, it remains to show
that every uniformly continuous pseudo-metric for a proximally coarse semi-
uniform space is totally bounded, and this follows from Theorem 2.2.5.4.

(b) If f is a bounded function on X, then the subspace f(X) of R is
proximally coarse by Proposition 2.2.5.3 and therefore, by Theorem 2.2.5.7,
the function f : (X,U) → R is uniformly continuous if and only if the
function f : (X,V) → R is uniformly continuous. It remains to show that
every uniformly continuous function f on a proximally coarse semi-uniform
space is bounded. By Theorem 2.2.5.4, the subspace f(X) is proximally
coarse and therefore, by Proposition 2.2.5.3, f(X) is a bounded subset of R.

(c) This statement is a particular case of the fact that every uniformly
continuous mapping is proximally continuous.

(d) The statements (b) and (c) imply the inclusion ⊂. Conversely, if f :
(X,V) → R is a bounded proximally continuous function, then f is uniformly
continuous by Theorem 2.2.5.5 because f(X) is a proximally coarse subset
of R. ♣
Proposition 2.2.5.4 If d1 and d2 are proximally continuous pseudo-met-
rics for a semi-proximity space (X, δ) and d1 is totally bounded, then d1 +d2

is proximally continuous.

Proof : Let V be the proximally coarse semi-uniformity which induces δ
and let Ui, i = 1, 2, be the uniformity induced by di. Since U1 is proximally
coarse and proximally continuous, by Theorem 2.2.5.4, the identity mapping
of (X,V) into (X,U) is uniformly continuous and hence U1 ⊂ V. By Lemma
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2.2.5.3, V ∩ U2 consists of δ-proximal entourages and hence U1 ∩ U2 consists
of δ-proximal entourages. Since U1 ∩U2 is a base for the uniformity induced
by d1 + d2, the pseudo-metric d1 + d2 is proximally continuous for (X, δ). ♣

We ought to remember that the sum of two proximally continuous pseu-
do-metrics need not be proximally continuous and hence a uniformly finest
proximally continuous uniformity for a given semi-proximity need not exist.

Theorem 2.2.5.9 Let U be a uniformity and let δ be the semi-proximity
induced by U . Every uniformly continuous pseudo-metric for (X,U) is a
proximally continuous pseudo-metric for (X, δ). If every proximally contin-
uous pseudo-metric for (X, δ) is a uniformly continuous pseudo-metric for
(X,U), then U is the uniformly finest uniformity inducing δ. Finally, if U is
the uniformly finest uniformity inducing δ, then every proximally continuous
pseudo-metric for (X, δ) is uniformly continuous for (X,U).

Proof : The first statement is a particular case of the fact that every uni-
formly continuous mapping is proximally continuous. If every proximally
continuous pseudo-metric for (X, δ) is uniformly continuous for (X,U) and
W is any proximally continuous uniformity for (X, δ), then every uniformly
continuous pseudo-metric for (X,W) is proximally continuous for (X, δ) and
hence uniformly continuous for (X,U). This implies that U is uniformly
finer than W and establishes the second statement. The last statement fol-
lows from Proposition 2.2.5.4. Indeed, if d is any proximally continuous
pseudo-metric for (X, δ), then all totally bounded proximally continuous
pseudo-metrics for (X, δ) together with d generate proximally continuous
uniformity W for (X, δ) by Proposition 2.2.5.4 which evidently induces δ,
and hence W ⊂ U . Thus d is a uniformly continuous pseudo-metric for
(X,U). ♣

Proposition 2.2.5.5 Let δ be a semi-proximity for a set X induced by a
pseudo-metric d and let U be the uniformity induced by d. Then U is the
uniformly finest uniformity which induces δ.

Proof : If D is a proximally continuous pseudo-metric for (X, δ), then
the mapping J : (X, d) → (X,D) is proximally continuous and hence, by
Theorem 2.2.2.1, uniformly continuous. Thus every proximally continuous
pseudo-metric is a uniformly continuous pseudo-metric for (X,U). By the
preceding theorem U has the property in question. ♣
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Corollary 2.2.5.2 If d is a totally bounded pseudo-metric, then the uni-
formity U induced by d is the unique uniformity inducing the same semi-
proximity δ as d.

Proof : Since U is proximally coarse, U is the smallest uniformity among all
the uniformities inducing δ. By Proposition 2.2.5.5, U is the largest among
these uniformities. ♣

2.2.6 Uniformizable proximities

By Definition 2.2.5.1 a semi-proximity is uniformizable if it is induced by a
uniformity, and by Theorem 2.2.5.1 a semi-proximity is uniformizable if and
only if it fulfils the condition (SP5), i.e. if it is a proximity. Here we shall
describe uniformizable semi-proximities by means of proximally continuous
pseudo-metrics and functions.

Theorem 2.2.6.1 Each of the following three conditions is necessary and
sufficient for a semi-proximity space (X, δ) to be uniformizable:

(a) AδB provided that A,B ⊂ X and the distance from A to B is zero
for each totally bounded proximally continuous pseudo-metric for (X, δ);

(b) AδB provided that A,B ⊂ X and the distance from A to B is zero
for each proximally continuous pseudo-metric for (X, δ);

(c) if AδB then there exists a bounded proximally continuous function f
on (X, δ) which is 0 on A and 1 on B.

Proof : I. First we shall show that the conditions (a), (b) and (c) are equiv-
alent to each other. It is sufficient to prove (a) ⇒ (b) ⇒ (c) ⇒ (a). Clearly
(a) ⇒ (b), and to prove (b) ⇒ (c) let us assume (b) and let AδB. By (b) we
can take a proximally continuous pseudo-metric d for (X, δ) such that the
distance from A to B in (X, d) is positive, let us say r. Now let us consider
the function g(x) = d(x,A) on (X, δ) and let us put f(x) = min(1, g(x)/r).
Clearly 0 6 f 6 1 and f is 0 on A and 1 on B. Next, g : (X, d) → R is a Lips-
chitz mapping, hence uniformly continuous and thus proximally continuous.
Since g is proximally continuous, f is also proximally continuous. It is to be
noted that it is easy to prove directly, without reference to semi-uniformities,
that f is proximally continuous. It remains to show that (c) ⇒ (a). Assum-
ing (c), let AδB. We must find a proximally continuous, totally bounded
pseudo-metric d for (X, δ) such that the distance from A to B in (X, d)
is positive. Let us take a bounded proximally continuous function f on
(X, δ) which is 0 on A and 1 on B, and let us consider the pseudo-metric
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d = {(x, y) → |f(x)−f(y)| : (x, y) ∈ X×X}. Evidently d is totally bounded
and the distance from A to B in (X, d) is 1. It remains to show that d is
a proximally continuous pseudo-metric for (X, δ). This follows immediately
from the fact that, denoting by U the proximally coarse semi-uniformity of
(X, δ), the function d1 = d : (X,U) × (X,U) → R is uniformly continuous
since it is the composition of two uniformly continuous mappings. Namely,
d1 = ({(r, s) → |r − s|} : R× R→ R) ◦ (f × f : (X,U)× (X,U) → R× R)
and this shows that d is a uniformly continuous pseudo-metric for (X,U)
and hence a proximally continuous pseudo-metric for (X, δ).

It is to be noted that the proximal continuity of d can be proved directly:
if AδB, then the distance from f(A) to f(B) is zero in R and therefore,
the distance from A to B in (X, d) is zero. This establishes the proximal
continuity of d.

II. Condition (c) is sufficient. Assuming (c) we shall prove that condition
(SP5) is fulfilled. If AδB and f is a proximally continuous function on (X, δ)
which is 0 on A and 1 on B, then the sets U = {x : f(x) < 1/2} = f−1((←
, 1/2)) and V = {x : f(x) > 1/2} = f−1((1/2,→)) are disjoint proximal
neighborhoods of A and B in (X, δ).

III. Condition (b) is necessary. Let (X, δ) be uniformizable and let U be a
uniformity which induces δ. If AδB, then U [A]∩B = ∅ for some U ∈ U , and
U being a uniformity, we can choose a uniformly continuous pseudo-metric
d for (X,U) such that d(x, y) < 1 implies (x, y) ∈ U . Clearly, the distance
from A to B in (X, d) is at least 1. Since d is a uniformly continuous pseudo-
metric for (X,U), d is a proximally continuous pseudo-metric for (X, δ). ♣
Corollary 2.2.6.1 If δ1 and δ2 are uniformizable proximities for a set X,
then δ1 is proximally coarser than δ2 if and only if, for each bounded prox-
imally continuous function f on (X, δ1), the function f : (X, δ2) → R is
proximally continuous. ♣

Roughly speaking, a uniformizable proximity space is uniquely deter-
mined by the collection of all bounded proximally continuous functions.

2.2.7 Proximally continuous functions

In this section our purpose is to prove that, for each semi-proximity space
(X, δ), the set of all bounded proximally continuous functions on X, denoted
by P∗(X,R), is a closed sub-lattice-algebra of the topological lattice-algebra
unifF∗(X,R) of all bounded mapping of X into R. The symbol F∗(X,R)
denotes the normed lattice-algebra of all bounded function of X into R.
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Proposition 2.2.7.1 Let (X, δ) be a semi-proximity space. The sum of two
proximally continuous functions on X of which one is bounded, is a proxi-
mally continuous function. The product of two bounded proximally continu-
ous functions on X is a proximally continuous function.

Proof : I. We shall need the following property of bounded proximally con-
tinuous functions: if f is a proximally continuous function on (X, δ), r is a
positive real number and AδB, then there exist A′ ⊂ A and B′ ⊂ B such
that A′δB′ and the diameters of the sets f(A′) and f(B′) are at the most r.
As the set f(X) is contained in a bounded interval, we can choose a finite
family {Ik} of intervals which covers f(X) and such that the length of each
Ik is r. Thus {f−1(Ik)} is a finite cover of X and the diameter of each set
f(f−1(Ik)) ⊂ Ik is at the most r. Now if AδB, then, by Proposition 2.2.1.6,
for some i and j, (A ∩ f−1(Ii))δ(B ∩ f−1(Ij)) and the diameters of the sets
f(A ∩ f−1(Ii)) and f(B ∩ f−1(Ik)) are at the most r.

II. Now let f and g be two proximally continuous functions, f bounded
and h = f + g. Let us suppose that AδB. To prove that the distance
from h(A) to h(B) is zero, it is sufficient to show that the distance from
h(A) to h(B) is at the most 3r for each positive real number r. Let r > 0.
Let us choose A′ ⊂ A and B′ ⊂ B such that A′δB′ and the diameters of
the sets f(A′) and f(B′) are at the most r which is possible by I. Now if
x ∈ A′ and y ∈ B′, then the distance from f(x) to f(y) is at the most 2r
because the distance of the set f(A′) from f(B′) is zero (f is proximally
continuous) and their diameters are at the most r. Since g is proximally
continuous, the distance from g(A′) to g(B′) is zero and therefore we can
choose x ∈ A′ and y ∈ B′ so that |g(x) − g(y)| < r. Now |h(x) − h(y)| 6
|f(x) − f(y)| + |g(x) − g(y)| 6 2r + r = 3r, which shows that the distance
from h(A) to h(B) is at the most 3r.

III. Let us suppose that f and g are bounded proximally continuous
functions, |f(x)| 6 K and |g(x)| 6 K for each x ∈ X, where K > 0,
h = f · g, and AδB. To prove that the distance from h(A) to h(B) is zero,
it is sufficient to show that, for each r > 0, the distance from h(A) to h(B)
is at the most 3Kr. Let r > 0. By I. we can choose A′ ⊂ A and B′ ⊂ B so
that A′δB′ and the diameters of the sets f(A′) and f(B′) are at the most
r. Since the distance from g(A′) to g(B′) is zero, we can choose x ∈ A′

and y ∈ B′ such that |g(x) − g(y)| < r, since the distance from f(A′) to
f(B′) is zero and the diameters of these sets are at the most r, we obtain
|f(x)g(x) − f(y)g(y)| 6 |f(x)||g(x) − g(y)| + |g(y)||f(x) − f(y)| 6 K · 3r,
and consequently the distance from h(A) to h(B) is at the most 3rK. This
concludes the proof. ♣
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The sum of two unbounded proximally continuous functions need not be
proximally continuous. The product of two proximally continuous functions
need not be proximally continuous. The product of two proximally continu-
ous functions need not be proximally continuous even if one of the functions
is bounded.

Proposition 2.2.7.2 The uniform limit of proximally continuous functions
is a proximally continuous function. In other words, P(X,R) is closed in
unif F(X,R) for each proximity space X.

Proof : Let us suppose that a net {fa} of proximally continuous functions on
a proximity space (X, δ) converges uniformly to f , i.e. {fa} converges to f in
unifF(X,R). Let AδB and r be a positive real number. We shall prove that
the distance from f(A) to f(B) is at the most 3r. Since {fa} converges to f
uniformly, there exists an index a so that |fa(x)− f(x)| 6 r for each x ∈ X.
Since fa is proximally continuous, the distance from fa(A) to fa(B) is zero
and therefore we can choose an x ∈ A and a y ∈ B so that |fa(x)−fa(y)| < r.
So, |f(x)− f(y)| 6 |f(x)− fa(x)|+ |fa(x)− fa(y)|+ |fa(y)− f(y)| < 3r. ♣

Now we can prove the main result of this section.

Theorem 2.2.7.1 The set P∗(X,R) of all bounded proximally continuous
functions on a proximity space X is a closed sub-lattice-algebra of the normed
lattice-algebra F∗(X,R) of all bounded mappings of X into R.

Proof : Clearly, every constant function on X is proximally continuous.
Further, if f is a proximally continuous function, then |f | is also proximally
continuous because d(|f |(A), |f |(B)) 6 d(f(A), f(B)) for each A,B ⊂ X.
This inequality follows from the inequality ||x| − |y|| 6 |x − y| which holds
for all real numbers x and y. Clearly, if f is proximally continuous and
r is a real number, then r · f is also proximally continuous. It remains
to show that f + g and f · g are proximally continuous whenever f and
g are bounded proximally continuous functions, and that, if a net {fa} of
proximally continuous functions converges to f in unifF(X,R), then f is
proximally continuous. Indeed, the proximal continuity of the functions
sup(f, g) and inf(f, g), where f and g are bounded proximally continuous
functions, follows from the following obvious equalities:

sup(f, g) = f + sup(0, g − f) = f + (|g − f |+ (g − f))/2 =
= (|g − f |+ (f − g))/2 ,

inf(f, g) = − sup(−f,−g) .



2.2 Semi-proximity spaces 231

The remaining statements are particular cases of Proposition 2.2.7.1 and
Proposition 2.2.7.2. ♣

Theorem 2.2.7.2 (a) If (X,U) is a semi-uniform space and (G, u; +) com-
mutative topological group, then U(X, G) is a closed subgroup of the group
unifF(X, G) and contains all constant mappings.

(b) If (X,U) is a semi-uniform space and (R, +, · ; ‖ ‖) is a normed ring,
then the set U∗(X, R) of all bounded uniformly continuous mappings of X
into R is an ring; if R = R, then U∗(X,R) contains, with each f , the
function |f |.

Proof : (a) It is a well known fact that the set U(X,G) is closed in
unifF(X,G). Since (G, u; +) is commutative, the mapping h(x, y) = x − y
from G×G into G is uniformly continuous. Now, if f and g are uniformly
continuous mappings, then f − g = h ◦ (f × g), and consequently f − g is
uniformly continuous as the composition of two uniformly continuous map-
pings. Hence U(X, G) is a subgroup.

(b) Let us suppose that d is the pseudo-metric corresponding to the norm
of R, i.e. d(x, y) = ‖x− y‖, and let d1 be the pseudo-metric for R×R such
that d1((x1, y1), (x2, y2)) = d(x1, x2) + d(y1, y2). It is easily seen that the
mapping {(x, y) → x · y} = (R×R, d1) → (R, d) is Lipschitz continuous and
hence uniformly continuous on each set A×A, where A is a bounded subset
of R. Now, as in (a), we find that f · g is uniformly continuous whenever f
and g are bounded uniformly continuous mappings. Finally, if R = R, then,
evidently, h = {x → |x|} : R→ R is uniformly continuous and hence, if f is
a uniformly continuous mapping into R, then |f | is uniformly continuous as
the composite of f and h. ♣

2.2.8 Stone-Weierstrass theorem

By the Weierstrass theorem, for each bounded continuous function f on a
bounded closed interval I of reals and for each positive real r there exists a
polynomial function g(x) =

∑
i6n aix

i such that |f(x) − g(x)| < r for each
x ∈ I. In other words, if F is the set of all polynomial functions on I,
then F is dense in the normed algebra C∗(I,R) of all bounded continuous
functions on I. Let us notice that F is the smallest subalgebra of C∗(I,R)
containing the functions {x → 1} : I → R and J = {x → x} : I → R. Thus
the Weierstrass theorem can be stated as follows: the smallest subalgebra
of F∗(I,R) containing the constant function {x → 1} and the identity func-
tion J : I → R is dense in C∗(I,R). Further, clearly, the proximity of I is
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the proximally coarsest proximity for I such that J : I → R is a proximally
continuous function, and it turns out that C∗(I,R) = P∗(I,R). This follows
from the compactness of I. Thus J : I → R entirely determines the prox-
imity of I, and the smallest subalgebra of P∗(I,R) containing J : I → R,
and the constant function {x → 1} is dense in the normed algebra P∗(I,R).
It turns out that this is true in general, for an appropriate definition of
”entirely determines”.

Definition 2.2.8.1 We shall say that a collectionM of mappings of a semi-
proximity space (X, δ) into a semi-proximity (Y, δ1) projectively generates
the semi-proximity of X if δ is the proximally coarsest semi-proximity
for X such that all mappings f ∈M are proximally continuous.

We will begin with a consideration of the proximity space projectively
generated by a family of mapping into proximity spaces.

Proposition 2.2.8.1 Let F be a collection of bounded functions on a set X.
There exists a unique semi-proximity δ for X such that (X, δ) is projectively
generated by the collection of all functions f : (X, δ) → R, f ∈ F . The set
D of all pseudo-metrics df = {(x, y) → |f(x) − f(y)| : (x, y) ∈ X × X},
f ∈ F , generates a proximally coarse semi-uniformity of (X, δ). If D′ is
the smallest set containing D and such that d1, d2 ∈ D′ ⇒ d1 + d2 ∈ D′,
then AδB if and only if the distance in (X, d) from A to B is zero for each
d ∈ D′.

Proof : I. Let U be the semi-uniformity generated by the collection D of
pseudo-metrics. Then the sets of the form {(x, y) : d(x, y) < r}, d ∈ D,
r > 0, form a sub-base for U , and U is a uniformity. Clearly, each d ∈ D is
totally bounded and hence U is totally bounded. U , being a uniformity, is
proximally coarse by Proposition 2.2.5.2.

II. Let δ be the proximity induced by U . Clearly, the last statement of
this proposition holds. Hence every f : (X, δ) → R, f ∈ F , is proximally
continuous.

III. It remains to prove that δ is the proximally coarsest proximity for X
such that all the functions f : (X, δ) → R, f ∈ F , are proximally continuous.
Let δ1 be any proximity for X such that all the functions f : (X, δ) → R,
f ∈ F , are proximally continuous. We shall show that δ1 is proximally finer
than δ. Since each f : (X, δ1) → R, f ∈ F , is proximally continuous, each
df , f ∈ F , is a proximally continuous pseudo-metric for (X, δ). Each df

being totally bounded and all the elements of D′ are proximally continuous
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pseudo-metrics for (X, δ) by Proposition 2.2.5.4; hence, U is a proximally
continuous uniformity for (X, δ1). Thus δ is proximally coarser than δ1. ♣

Let us assume that a proximity space (X, δ) is projectively generated by
a collection F of bounded functions, and for each f ∈ F let df be the pseudo-
metric defined in the formulation of Proposition 2.2.8.1. If AδB, then the
distance from A to B is zero in each (X, df ). It is easy to find an example
such that A and B are distant in (X, δ) but not proximal in each (X, df ). If
the set of all df is addition-stable, then by Proposition 2.2.8.1 AδB implies
that A and B are distant in some (X, df ). Similarly, if AδB then f(A) is
proximal to f(B) in R for each f ∈ F , but the converse is not true. This
follows from the similar results for df . It is interesting to show that the
converse is not true even if F is a linear space. We shall only construct
such an F with the following algebraic property: f1, f2 ∈ F ⇒ f1 + f2 ∈ F .
Using this example the reader may construct without difficulty such a linear
space F .

Example 2.2.8.1 Let (X, δ) be a subspace of R, X = I1∪I2∪I3, I1 = [0, 1],
I2 = [2, 3], I3 = [4, 5], and let us consider the following two functions f and
g on (X, δ): f(x) = g(x) = x for x ∈ I1, f(x) = x − 2 and g(x) = x for
x ∈ I2 and finally, f(x) = x− 2 and g(x) = x− 4 for x ∈ I3.

It is easily seen that the collection {f, g} projectively generates (X, δ).
Let F be the set of all linear combinations λf +µg with non-negative λ and
µ. We shall show that h(I1) ∩ h(I2 ∪ I3) 6= ∅ for each h ∈ F (on the other
hand, I1 and I2 ∪ I3 are far in (X, δ)). Let h = λf + µg, λ > 0, µ > 0. It is
easily seen that h(I1) = [0, λ + µ], h(I2) = [2µ, 3µ + λ], h(I3) = [2λ, 3λ + µ].
It is clear that t = min(2λ + 2µ) 6 λ + µ and hence t ∈ h(I1) ∩ h(I2 ∪ I3).

Let us suppose that a proximity space X is generated by a collection F
of bounded proximally continuous functions. By the preceding example it is
not true that, if A and B are distant in X, then f(A) and f(B) are distant
in R for some f ∈ F . On the other hand, one has the following, essentially
weaker, result:

Proposition 2.2.8.2 Let us suppose that a semi-proximity space (X, δ) is
projectively generated by a collection F of bounded functions. Then AδB if
and only if the following condition is fulfilled: if A is the union of a finite
family {Ai} and B is the union of a finite family {Bj}, then there exist
indices i and j such that f(Ai) is proximal to f(Bj) for each f ∈ F .

Proof : For each f ∈ F let us put that δf = {(A,B) : f(A) is proximal to
f(B) in R}. It is easy to verify that each δf is a proximity for X and δ is the
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proximally coarsest proximity for X proximally finer than each δf , f ∈ F .
Now, the statement is implied by the following proposition:

Proposition 2.2.8.3 Let X be a set and let {δi : i ∈ I} be a family of
semi-proximity relations for X. There exists a proximally coarsest semi-
proximity δ for X proximally finer than each δi, i ∈ I. If I 6= ∅, then AδB
if and only if A,B ⊂ X and the following condition is fulfilled:

If {Aj} is a finite cover of A, and {Bk} is a finite cover of B, then there
exist indices j and k such that AjδiBk for each i ∈ I.

Proof : See the proof of Theorem 1.1.4.1. ♣

Proposition 2.2.8.4 Let us suppose that F is a collection of functions on
a semi-proximity space (X, δ) satisfying the following condition:

if AδB and if r is a positive real number, then there exists an f ∈ F
such that 0 6 f(x) 6 r for each x ∈ X, f(A) = 0, f(B) = r.

Then for each non-negative bounded proximally continuous function g on
X and each positive real r there exists a finite family {fi} in F such that
|g(x)−∑

i fi(x)| 6 r for each x ∈ X.

Proof : Let g be a non-negative bounded proximally continuous function on
X and let r > 0. Let k be the smallest positive integer such that g(x) 6 kr
for each x ∈ X. For each i 6 k let Ai = {x : g(x) 6 ir}. If 1 6 i 6 k,
then the sets Ai−1 and X−Ai are distant in X and therefore we can choose
an fi ∈ F such that 0 6 fi(x) 6 r for each x ∈ X and fi(Ai−1) = 0,
fi(X − Ai) = r. It is easy to verify that |g(x)−∑

16i6k fi(x)| 6 r for each
x ∈ X. ♣

Corollary 2.2.8.1 If a linear subspace F of P∗(X,R) fulfils the above con-
dition, then F is dense in the normed space P∗(X,R).

Proof : To prove the corollary, it is sufficient to notice that F contains
all constant functions. Given an r > 0, there exists an f ∈ F such that
f(∅) = 0, f(X) = r (because ∅δX), and hence f(x) = r for each x ∈ X. ♣

Lemma 2.2.8.4 Let us suppose that (X, δ) is a semi-proximity space and
let F be a sublattice-module of P∗(X,R) containing all constant functions,
and projectively generating X. Then for each AδB and each positive real
number r there exist an f ∈ F so that f is 0 on A, r on B and 0 6 f(x) 6 r
for each x ∈ X.



2.2 Semi-proximity spaces 235

Proof : I. It will suffice to prove that, given AδB and r > 0, there exist
finite families {Ai} and {Bj} such that A =

⋃
i Ai, B =

⋃
j Bj , and for each

of the indices i and j there exists a required function fij for Ai and Bj ,
i.e. fij is 0 on Ai, r on Bj and 0 6 fij(x) 6 r for each x ∈ X. Indeed,
f = infi supj{fij} is then a required function for A and B.

II. Let us suppose AδB, A 6= ∅ 6= B and let f be an element of F
such that the distance from f(A) to f(B) is positive, let us say r (such
an element need not exist). Let us choose a finite decomposition {Ai} of
A and {Bj} of B such that the diameter of each set f(Ai) as well as each
f(Bj) is smaller than r/2. This is possible because f is bounded. We may
and shall assume that Ai 6= ∅ 6= Bj for each i and j. If x′ ∈ Ai, y′ ∈ Bj

and f(x′) < f(y′), then f(x) < f(y) for each x ∈ Ai and y ∈ Bj . Indeed,
since the distance from f(Ai) to f(Bj) is at least the one from f(A) to
f(B), i.e. r, and |f(x) − f(x′)| < r/2, |f(y) − f(y′)| < r/2, we obtain
f(x) < f(x′)+r/2 6 f(y′)−r/2 < f(y). Similarly, if f(x′) > f(y′) for some
x′ ∈ Ai, y′ ∈ Bj , then f(x) > f(y) for each x ∈ Ai and each y ∈ Bj . If
f(x) < f(y) for each x ∈ Ai and y ∈ Bj , then let us put

hij = {z → min(f(z), inf f(Bj))} : X → R ,
gij = {z → max(hij(z), sup f(Ai))} : X → R ,
fij = {z → (gij(z)− sup f(Ai))} : X → R .

Clearly, the function hij , and hence gij , and finally fij all belong to F , fij

being zero on Ai and d(f(Ai), f(Bj)) > r. Now, given a positive real s,
for an appropriate real t, t · fij is s on Bj and zero on Ai. Similarly, if
f(x) > f(y) for x ∈ Ai and y ∈ Bj , then the same construction leads to a
function f ∈ F which is zero on Bj and s on Ai.

III. Now let us suppose that AδB. Since F generates δ, by Proposition
2.2.8.2 there exist finite decompositions {Ai} of A and {Bj} of B such that
for each i and j there exists an f ∈ F so that the distance from f(Ai)
to f(Bj) is positive. Applying II. to each pair Ai, Bj we obtain finite
decompositions {Ck} of A and {Dl} of B such that for each k and l there
exists a function in F which is zero on Ck, s on Dl and its range is contained
in the interval [0, s]. The proof is complete. ♣

Theorem 2.2.8.1 Stone-Weierstrass Theorem(for semi-proximity spa-
ces). Let (X, δ) be a semi-proximity space projectively generated by a col-
lection M of bounded functions, and let F be the smallest subalgebra of
F∗(X,R) containing M and the constant function {x → 1} : X → R. Then
the closure of F in F∗(X,R) is P∗(X,R). In other words, a bounded func-
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tion f on X is proximally continuous if and only if the following condition
is fulfilled:

For each positive real r there exists a polynomial function

P = {(z0, z1, . . . , zn) →
∑

ij6k

ai0...inzi0
0 . . . zin

n : zj ∈ R} : Rn → R

and functions f0, . . . , fn ∈ M such that |f(x)− P (f0(x), . . . , fn(x)| 6 r for
each x ∈ X.

Proof : Let us suppose that a semi-proximity space (X, δ) is projectively
generated by a collection M of bounded functions, and let F be the smallest
algebra containing M and the constant function {x → 1} : X → R, and
hence all constant functions. Let us consider the closure G of F in F∗(X,R).
Since M ⊂ P∗(X,R), {{x → 1} : X → R} ∈ P∗(X,R) and P∗(X,R) is
a closed subalgebra of F∗(X,R) by Theorem 2.2.7.1, G ⊂ P∗(X,R) holds.
Clearly, G is closed in F∗(X,R) (the closure structure of F∗(X,R) is topo-
logical) and G is an algebra because it is the closure of an algebra, namely
of F . Since G is a closed algebra, G is a lattice. Since P∗(X,R) ⊃ G ⊃ M
and M projectively generates (X, δ), G also projectively generates (X, δ),
and therefore by Lemma 2.2.8.4 , G is dense in P∗(X,R). Since G is closed,
G = P∗(X,R). ♣

The concluding theorems are intended to clarify the relations between
proximities and sets of bounded functions. We shall need the following
description of the proximity of bounded subsets of R.

Proposition 2.2.8.5 A bounded subset A of R is proximal to a subset B
of R if and only if A ∩B 6= ∅.

Proof : If A ∩ B 6= ∅, then the distance from A to B is zero and hence
the sets A and B are proximal (without any supposition on A). Conversely,
assuming that a bounded set A is proximal to a set B, i.e. the distance
from A to B is zero, we can take sequences {xn} in A and {yn} in B such
that the sequence {|xn − yn|} converges to zero. Since A is bounded, some
subsequence {xni} of {xn} converges to a point x. Clearly, x ∈ A. Since
|x − yni | 6 |x − xni | + |xni − yni |, the sequence {yni} also converges to x.
Thus x ∈ B and hence x ∈ A ∩B. ♣

Theorem 2.2.8.2 Let (X, δ) be a uniformizable semi-proximity space and
let H be a closed linear subspace of F∗(X,R) containing the constant func-
tion {x → 1} : X → R. The following statements are equivalent:
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(a) H = P∗(X,R);
(b) H is a subalgebra of F∗(X,R) (i.e. g1, g2 ∈ H ⇒ g1 ·g2 ∈ H), if AδB

and f ∈ H, then f(A) ∩ f(B) 6= ∅, and if AδB then there exists an f ∈ H,
0 6 f 6 1, which is 0 on A and 1 on B;

(b′) H is a sublattice of F∗(X,R) (i.e. g ∈ H ⇒ |g| ∈ H, or equivalently,
g1, g2 ∈ H ⇒ sup(g1, g2) ∈ H, inf(g1, g2) ∈ H), if AδB and f ∈ H, then
f(A)∩ f(B) 6= ∅, and if AδB, then there exists an f ∈ H, 0 6 f 6 1, which
is 0 on A and 1 on B;

(c) H is a subalgebra of F∗(X,R) and AδB if and only if f(A)∩f(B) 6= ∅
for each f ∈ H;

(c′) H is a sublattice of F∗(X,R) and AδB if and only if f(A)∩f(B) 6= ∅
for each f ∈ H;

(d) H is a subalgebra of F∗(X,R) and projectively generates δ;
(d′) H is a sublattice of F∗(X,R) and projectively generates δ.

Proof : Evidently (b) implies (c), and (b′) implies (c′). By Proposition
2.2.8.5 (c) implies (d), and (c′) implies (d′). Every closed subalgebra is a
sublattice and therefore(d) implies (d′). By the proof of Theorem 2.2.8.1,
(d′) implies (a). It remains to show that (a) implies both (b) and (b′). This
follows from Theorem 2.2.6.1 and Theorem 2.2.7.1. ♣

Historical and bibliographic notes

The concept of the semi-proximity spaces was introduced by M. Hushek
in 1964 in paper [146] (see also [147]). In the revised edition of book ”Topo-
logical Spaces” from E. Czech (the first edition was published by Czech in
1959) Z. Frolik and M. Katetov in 1966 [63] gave the most complete exposi-
tion of the theory of semi-proximity spaces. The results in subsections 2.1.
and 2.2. were proved in that book. Filters were introduced by H. Cartan
[48], grills by G. Choquet [57] and stacks by G. Grimeisen [125]. Grills are
also mentioned by G. Nöbeling [245] (see also [281]). Examples of grills in
theory of semi-proximity spaces, without awareness of the general concept,
go back to F. Riesz [273], who was dealing with certain grills which, in our
present terminology, are maximal δ-clans. S. Leader [184] introduced clus-
ters which are also maximal δ-clans. He further [187] pointed out the duality
between maximal round filters (the ends in Ju. M. Smirnoff’s terminology)
and clusters. M. W. Lodato [201], [202] introduced bunches. The proofs
of assertions explained in subsection are given by W. J. Thron [320]. The-
orems 2.2.4.1 and 2.2.4.2 were proved by K. C. Chattopadhyay in 1985 in
his paper [51]. Propositions 2.2.4.1-2.2.4.5 and Theorem 2.2.4.3 were proved
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by Chattopadhyay in [53]. The Stone-Weierstrass Theorem for proximity
spaces was proved by Smirnoff in 1960 [304]. Smirnoff devoted that paper
to the memory on E. Czech. In the revised edition of Czech’s book ”Topo-
logical Spaces” Frolik and Katetov proved the Stone-Weierstrass theorem
for semi-proximity spaces.

2.3 LO- and S-proximity spaces

2.3.1 The notion and basic properties of LO-proximities

Definition 2.3.1.1 Let X be a set. A semi-proximity relation δ defined on
the power set of X is called a Lodato or LO-proximity if it satisfies the
following condition:

(LO) AδB and bδC for each b ∈ B together imply AδC.
An LO-proximity δ is separated if it is a separated semi-proximity.
The pair (X, δ), where δ is a (separated) LO-proximity, is referred to as a
(separated) Lodato- or (separated) LO-proximity space.

It is easy to show that the conditions (LO)- and
(LO′) cδ(A) ∈ δ(B) ⇒ A ∈ δ(B),

where cδ(A) = {x ∈ X : x ∈ δ(A)}, are equivalent. Indeed, if cδ(A)δB
holds, then xδA for each x ∈ cδ(A) holds. Therefore AδB by (LO). To
prove the converse, let us suppose that the condition (LO) holds. Since bδC
for each b ∈ B, b ∈ cδ(C) for each b ∈ B holds and therefore B ⊂ cδ(C).
But then Aδcδ(C) holds, from which, by (LO′), it follows that AδC.

It is evident that (by (LO′)) in every LO-proximity space AδB is true if
and only if cδ(A)δcδ(B).

It is obvious that every LO-proximity is an RI-proximity.

Proposition 2.3.1.1 Every proximity space (X, δ) is an LO-proximity spa-
ce.

Proof: It is sufficient to show that (B5) implies (LO). Let us suppose AδB
and bδC for all b ∈ B, but AδC. Then, by Proposition 1.1.1.3, there exist
E and F such that AδX − F , CδX − E and E ∩ F = ∅. Let us suppose
that AδE. Since E ⊂ X − F , by Proposition 2.2.1.1 AδX − F holds, which
is a contradiction. Hence AδE. Now B ∩ (X − E) = ∅ holds. Indeed, if
b ∈ B ∩ (X − E), then, by Proposition 2.2.1.1, bδC would imply CδX − E
which is also a contradiction. Hence B ⊂ E. But then, since AδB, by
Proposition 2.2.1.1, AδE holds, and this is a contradiction. ♣
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Definition 2.3.1.2 Let (X, δ) be an LO-proximity space. The set B ∈
P (X) is a δ-neighborhood of a set A ∈ P (X), in the notation A ¿ B,
if AδX −B.

Proposition 2.3.1.2 The relation ¿ in an LO-proximity space (X, δ) ful-
fills the following conditions:

(NL1) X ¿ X;
(NL2) A ¿ B implies A ⊂ B;
(NL3) A ⊂ B ¿ C ⊂ D implies A ¿ D;
(NL4) A ¿ Bk, k = 1, 2, if and only if A ¿ B1 ∩B2;
(NL5) A ¿ B implies X −B ¿ X −A;
(NL6) A ¿ B implies that, for all C, A ¿ C or there exists x ∈ X −C

such that x ¿ B.
If δ is a separated relation, then

(NL7) x ¿ X − y if and only if x 6= y.
Conversely, if ¿ is a binary relation on the power set of X fulfilling

(NL1)− (NL6) and δ is defined by

AδB if and only if A ¿ X −B,

then δ is an LO-proximity on X. Furthermore, B is a δ-neighborhood of A
with respect to δ if and only if A ¿ B. Moreover, if ¿ also fulfills (NL7),
then δ is a separated LO-proximity.

Proof: The proof of (NL1) − (NL5) is straightforward and is left to the
reader.

(NL6) Let us suppose that A ¿ B and A 6¿ C. Furthermore, let us
suppose that x 6¿ B for every x ∈ X − C. Then AδX − C and for each
x ∈ X − C xδX − B holds. But then AδX − B holds according to (LO),
which is a contradiction.

(NL7) Let us suppose that x ¿ X − y. Then xδy, so that by (SP3)
x 6= y. Conversely, let us suppose that x 6= y. Then, by (SP5), xδy follows.
Consequently, xδ(X − (X − y)), that is x ¿ X − y.

To prove the converse of the theorem, let us suppose that the relation
¿ satisfies the conditions (NL1)− (NL6).

(SP2) Let us suppose that AδB. Then A ¿ X − B and therefore, by
(NL5), B ¿ X −A holds. But then BδA holds.

(SP1) Since, by (NL1), X ¿ X, it is Xδ∅. But then ∅δX holds according
to (SP2).

(SP3) AδB implies A ¿ X − B. Consequently, by (NL2), A ⊂ X − B
holds, so that A ∩B = ∅.
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(SP4) Let us suppose that AδC and BδC, that is A ¿ X − C and
B ¿ X − C. Then C ¿ X − A and C ¿ X − B by (NL5) and hence by
(NL4), C ¿ (X−A)∩ (X−B); so that C ¿ X− (A∪B). Now, by (NL5),
we have that A ∪ B ¿ X − C, and consequently, A ∪ BδC. It is obvious
that the converse also holds.

(LO) To prove this conditions, it is sufficient to show that AδB1 implies
AδC1 or there exists x ∈ C1 such that xδB1. Let B1 = X − B and C1 =
X − C. AδX − B implies, by definition, that A ¿ B. Thus, by (NL6), we
have that A ¿ C or there exists an x ∈ X − C such that x ¿ B. Hence
AδX − C or there exists an x ∈ X − C such that xδX −B.

Hence δ is an LO-proximity.
Let us suppose that B is a δ-neighborhood of A with respect to δ. Then

AδX −B, that is A ¿ B.
Conversely, let us suppose that A ¿ B. Then AδX −B. But then B is

a δ-neighborhood of A with respect to δ.
Let us suppose that ¿ satisfied (NL7), and xδy. Then x ¿ X−y which

implies x 6= y.
Conversely, let us suppose that x 6= y. Then x ¿ X − y so that xδy.

This completes the proof of the proposition. ♣

2.3.2 The compatibility of LO-proximity with topology

Theorem 2.3.2.1 Let (X, δ) be an LO-proximity space. The function A →
cδ(A), where cδ(A) = {x ∈ X : xδA}, is a Kuratowski closure function.

Proof : According to Proposition 2.2.1.3, it is sufficient to show that inclu-
sion cδ(cδ(A)) ⊂ cδ(A) holds for any subset A of X. Let us suppose that
x ∈ cδ(cδ(A)). Then xδcδ(A). Since aδA for all a ∈ cδ(A), by (LO) we have
that xδA. Therefore x ∈ cδ(A) is true. ♣

Definition 2.3.2.1 A topological space (X, τ) is symmetric or R0-space
if one of the following equivalent conditions is satisfied:

(a) for every x, y ∈ X, x ∈ y implies y ∈ x;
(b) for every open set G x ∈ G implies x ⊂ G;
(c) for every closed set F and any point x ∈ X − F , there exists a

neighborhood of F not containing x;
(d) x 6= y implies either x = y or x ∩ y = ∅.

Proposition 2.3.2.1 Let (X, τ) be a R0-topological space. The relation δ0

on P (X), defined by Aδ0B if and only if A
τ ∩B

τ 6= ∅, is an LO-proximity on
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X for which τδ0 = τ holds. Furthermore, if (X, δ) is an LO-proximity space
such that τδ = τ , then δ0 ⊂ δ, i.e. δ0 is the largest compatible LO-proximity.

Proof : It is obvious that the relation δ0 is a semi-proximity on X. We
must show that δ0 fulfills the condition (LO). Let us suppose that for some
point b and a set C we have b

τ ∩ C
τ 6= ∅. Then there exists a point c ∈ C

τ

such that c ∈ b
τ . Since τ is R0-topology on X, we have that b ∈ cτ ⊂ C

τ .
Hence, if A

τ ∩ B
τ 6= ∅ and b

τ ∩ C
τ 6= ∅ for every b ∈ B, then B

τ ⊂ C
τ so

that A
τ ∩ C

τ 6= ∅. Consequently, δ0 satisfies (LO).
To show that τδ0 = τ , it is sufficient to show that xδ0B if and only if

x ∈ B
τ . Clearly, x ∈ B

τ implies xτ ∩B
τ 6= ∅. Hence xδ0B.

Conversely, let us suppose that xδ0B. Then, for some y, y ∈ xτ ∩ B
τ

holds. Hence yτ ⊂ B
τ and y ∈ xτ . But since τ is a R0-topology, y ∈ xτ

implies x ∈ yτ . Hence x ∈ B
τ .

The proof of the last part of the theorem is straightforward. ♣

Corollary 2.3.2.1 A topology τ on X is generated by some LO-proximity
on X if and only if τ is a R0-topology.

Proof : Let us suppose there exists an LO-proximity δ on X such that
τδ = τ . Let x ∈ yτ = yτδ . Then xδy so that yδx and y ∈ xτδ = xτ .

The converse is an immediate consequence of Proposition 2.3.2.1. ♣

Proposition 2.3.2.2 Let (X, δ) be an LO-proximity space. Let τδ be the
topology on X. Then for all A,B ∈ P (X) there follows:

(a) AδB if and only if AδB;
(b) A ¿ B implies A ¿ B;
(c) A ¿ B implies A ¿ intB.

Proof : (a) Let us suppose that AδB. By definition for all b ∈ B we have
that bδB. Hence by (LO), AδB and therefore BδA holds by (SP2). But
for all a ∈ A we have that aδA, so that by (LO), BδA. Hence AδB. The
converse is a consequence of Proposition 2.2.1.1.

The proofs of the last two statements are similar to the proofs of the
corresponding statements for proximity spaces and are therefore left to the
reader. ♣

Proposition 2.3.2.3 Let δ be an LO-proximity on X and A ⊂ X. Then
Int A = {x : x ¿ A}.
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Proof : It is easily shown that C ∈ τδ if and only if x ¿ C for every x ∈ C.
Let B = {x : x ¿ A}. It is clear that intA ⊂ B ⊂ A. Consequently, it is
sufficient to show that if x ∈ B, then x ¿ B. Let x ∈ B. Then x ¿ A;
hence by (NL6) x ¿ B or there exists y ∈ X −B such that y ¿ A. But if
y ¿ A, then y ∈ B; hence x ¿ B. ♣

Proposition 2.3.2.4 Let (X, δX) and (Y, δY ) be LO-proximity spaces. If
f : (X, δX) → (Y, δY ) is δ-continuous, then f : (X, τδX

) → (Y, τδY
) is

continuous. The converse is not true in general but it is true if δX = δ0,
where δ0 is LO-proximity defined in Proposition 2.3.2.1.

Proof : It is sufficient to prove that f(A) ⊂ f(A) for each A ⊂ X. Let
x ∈ A, that is xδXA. Since f is δ-continuous, we have that f(x)δY f(A).
Hence f(x) ∈ f(A).

That in general the converse is not true, one can be see by taking X =
Y = R, where δX is the usual metric proximity, and δY = δ0.

Finally, let us suppose that f is a continuous mapping and δX = δ0. To
show that f is a δ-continuous mapping, we must show that AδXB implies
f(A)δY f(B). Since δX = δ0, AδXB implies A∩B 6= ∅; so that f(A)∩f(B) 6=
∅. This shows that f(A)δY f(B). Since f is continuous, it follows that
f(A) ⊂ f(A) and f(B) ⊂ f(B), and so, by Proposition 2.2.1.1, f(A)δY f(B).
Finally, by Proposition 2.3.2.2, it follows that f(A)δY f(B). ♣

2.3.3 Extensions of LO-proximity spaces

Proposition 2.3.3.1 Let (X, δ) be an LO-proximity space. Then the class
πx of all subsets of X which are close to the point x ∈ X is a cluster from
X.

Proof : Let us first suppose that A ∈ πx and A ⊂ B. Then Aδx and
therefore, by Proposition 2.2.1.1, Bδx. Hence B ∈ πx.

Let us suppose that A,B ∈ πx. Then Aδx and Bδx so that, by (LO),
AδB.

Now let us suppose that A ∪ B ∈ πx. Then (A ∪ B)δx and, by (SP4),
this means that either Aδx or Bδx, that is, either A ∈ πx or B ∈ πx holds.

Finally let us suppose that AδC for every C ∈ πx. Since, by (SP3),
{x} ∈ πx, it follows that Aδx. Therefore A ∈ πx. ♣

Proposition 2.3.3.2 Let us suppose that π is a cluster from an LO-proxi-
mity space (X, δ). Then
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(a) if A ∈ π and aδB for every a ∈ A, then B ∈ π;
(b) if {x} ∈ π, then π = πx;
(c) if A ⊂ X, then either A ∈ π or X −A ∈ π;
(d) if A is a subset of X which meets every member of π, then A ∈ π.

Proof : (a) Let C ∈ π. Then, CδA by the definition of a cluster. Since aδB
for every a ∈ A, it follows that CδB. But then, B ∈ π by the definition of
a cluster.

(b) If A ∈ π, then Aδx by the definition of a cluster.
(c) Since A ∪ (X −A) = X ∈ π, then, either A ∈ π or X −A ∈ π holds

by the definition of a cluster.
(d) If A is a subset of X which meets every member of π, then AδB for

any member B of π. But then, A ∈ π by the definition of a cluster. ♣

Definition 2.3.3.1 A subset X of a topological space Y is regularly dense
in Y if, given U open in Y and p being a point in U , there exists a subset
E of X with p ∈ E ⊂ U , the closure being taken in Y .

Proposition 2.3.3.3 If X is regularly dense in Y , then X is dense in Y .
If Y is regular and X is dense in Y , then X is regularly dense in Y .

Proof : Y is open in Y , hence, for any point p ∈ Y , there exists a subset E
of X such that p ∈ E ⊂ X ⊂ Y . Since this is true for any p ∈ Y , it follows
that Y ⊂ X ⊂ Y .

For Y regular, y ∈ Y and U an open set of Y containing y there follows
the existence of an open set V of Y containing y such that V ⊂ U . Now
E = V ∩ X is a subset of X and E = V ∩X = V ⊂ U , with the second
equality following from the density of X in Y . Thus, y ∈ E ⊂ U . ♣

Theorem 2.3.3.1 Given a set X and some binary relation δ on the power
set of X, the following conditions are equivalent:

(I) there exists a T1-topological space Y and a mapping f : X → Y such
that f(X) is regularly dense in Y and

(1) AδB in X if and only if f(A) ∩ f(B) 6= ∅ in Y ;

(II) δ is an LO-proximity satisfying the additional condition:
(a) if AδB, then there exists a cluster π to which both A and B belong.

Proof : Let us suppose that (I) holds. That (X, δ) is semi-proximity space is
a trivial consequence of the properties of the closure. To prove the condition
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(LO), let us suppose that AδB and bδC for all b ∈ B. Then f(A)∩f(B) 6= ∅
and f(b) ∩ f(C) 6= ∅ for all b ∈ B, which, since Y is T1, implies that
f(b) ∈ f(C) for all b ∈ B. Thus f(B) ⊂ f(C) or f(B) ⊂ f(C) so that
f(A) ∩ f(C) 6= ∅ showing that AδC. Let us prove that δ satisfies the
condition (a). Since f(A) ∩ f(B) 6= ∅, let c ∈ f(A) ∩ f(B). Let us define π
to be the class of all subsets S of X such that c ∈ f(S). Clearly A and B
are in π. It is obvious that π is a clan. Let us suppose that f(D)∩f(C) 6= ∅
for every C ∈ π but that D 6∈ π, i.e. c 6∈ f(D). Therefore c ∈ Y − f(D)
and, since f(X) is regularly dense in Y , there exists a subset E of X such
that c ∈ f(E) ⊂ Y − f(D). In other words, there exists an E in π such that
f(D)∩ f(E) = ∅. This contradicts the hypothesis that f(D)∩ f(C) 6= ∅ for
every C ∈ π. Thus (II) is satisfied.

For the converse let us suppose that (II) holds. For any subset A of X,
let A be the set of all the clusters πa determined by the points a in A. Let
A be the set of all the clusters to which A belongs. It is evident that A ∈ πa

for each a ∈ A and so A ⊂ A. We will denote X , the set of all the clusters
from X, by Y .

A subset A of X absorbs a subset β of Y if and only if A belongs to
every cluster in β, that is, if and only if A contains β. For any subset β of
Y we define the closure cl(β) of β by

(2)
π ∈ cl(β) if and only if every subset E of X

which absorbs β is in π .

We will next show that

(3) cl(A) = A .

Let us suppose that π ∈ cl(A). Since A absorbs A, A ∈ π, so that π ∈ A.
On the other hand, if π ∈ A, then A ∈ π. Now let P be in every πa in A, i.e.
Pδa for every a ∈ A and hence A ⊂ P δ = {x : xδP}. Thus, by Proposition
2.3.3.2 (a), P ∈ π so that π ∈ cl(A).

We will now show that the Kuratowski closure axioms are satisfied by
the closure defined by (2).

(K1) Let us suppose π ∈ cl(∅). Since it is obviously true that every
subset of X absorbs ∅, then every subset of X is in π. Thus, ∅δX, which
contradicts (SP1).

(K2) It is evident that β ⊂ cl(β) . Indeed, if E absorbs β, then E ∈ π
for every π ∈ β.

(K3) Let us suppose that π ∈ cl(β ∪ γ), that B absorbs β and that
C absorbs γ. Then B ∪ C absorbs β ∪ γ so that B ∪ C ∈ π. But, by
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the definition of the cluster, this means that either B ∈ π or C ∈ π, that
is π ∈ cl(β) or π ∈ cl(γ). Thus π ∈ cl(β) ∪ cl(γ) and it follows that
cl(β ∪ γ) ⊂ cl(β) ∪ cl(γ). On the other hand, π ∈ cl(β) ∪ cl(γ) implies that
either π ∈ cl(β) or π ∈ cl(γ). Now, if E absorbs β ∪ γ, then E absorbs β
and it also absorbs γ. Hence, E ∈ π showing that π ∈ cl(β ∪ γ).

(K4) Let us suppose that π ∈ cl(cl(β)) and that E absorbs β. By (2),
E absorbing β implies that E absorbs cl(β). Hence E ∈ π showing that
π ∈ cl(β).

To show that the topology is T1, let us suppose π′ ∈ cl(π), where π and
π′ are clusters from X. This means that every set in π is also in π′. Thus,
π ⊂ π′ and therefore π = π′. Hence, cl(π) = π for every point π in the space
Y .

The correspondence which, to each point x ∈ X, assigns the cluster πx

determined by it, is a well-defined transformation mapping X into Y which
we will denote by f . Let us note that f(A) = A for every subset A of X, so
in order to show that (2) holds, we must show that, using (3),

(4) AδB in X if and only if A ∩ B 6= ∅ in Y .

If AδB, then, by (a), there exists a cluster π to which both A and B
belong. Thus, by the definition of A, it follows that π ∈ A ∩ B. On the
other hand, if π ∈ A ∩ B, then A and B are in π so that AδB.

To show that f(X) = X is regularly dense in Y let us suppose that α is
an open subset of Y and that π ∈ α. We thus have π 6∈ Y − α = cl(Y − α).
This means, by (2), that there exists some subset E of X such that E is in
every cluster of Y − α but that E is not in π. Hence, there is a C ∈ π such
that EδC.

Since C is the set of all clusters to which C belongs, it follows that
π ∈ C. And since E belongs to every cluster in Y − α and EδC, then C
cannot belong to any cluster in Y −α by the definition of the cluster. Hence
C is contained in α and we have shown that X is regularly dense in Y . The
proof is now complete. ♣
Theorem 2.3.3.2 Given a set X and some binary relation δ on the power
set of X, the following conditions are equivalent:

(I) there exists a T1 topological space (Y, τ) in which X can be topologi-
cally embedded as a regularly dense subset so that

AδB in X if and only if A
τ ∩B

τ 6= ∅ in Y ;

(II) δ is a separated LO-proximity satisfying the condition (a) of Theo-
rem 2.3.3.1.
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Proof : The proof is similar to the one of Theorem 2.3.3.1. To see that LO-
proximity δ is separated, let us note that x ∩ y 6= ∅ implies that x ∩ y 6= ∅,
or x = y.

To show that our embedding is topological, let us note first that the
correspondence between X and X induced by the identification of x with
the cluster πx determined by it is one-to-one. To see that the mapping is
δ-homeomorphism, we must show that, if A is a subset of X, x ∈ Aδ if and
only if πx ∈ clY (A), where clY (A) is the closure of A relative to the space
Y .

So, let us suppose x ∈ Aδ and that P absorbs A. Then P is a member
of every πa in A and it follows that aδP for every a ∈ A. Thus, A ⊂ P δ and
since A ∈ πx it follows, from Proposition 2.3.3.2 (a), that P ∈ πx. Thus,
πx ∈ clY (A).

On the other hand, let us suppose that πx ∈ clY (A). Then since A
absorbs A, it follows that A ∈ πx, i.e. Aδx and hence x ∈ Aδ. This
completes the proof. ♣

Definition 2.3.3.2 A non-empty collection σ of an LO-proximity space
(X, δ) is called a bunch if the following conditions are satisfied:

(B1) if A,B ∈ σ, then AδB;
(B2) if A ∪B ∈ σ, then A ∈ σ or B ∈ σ;
(B3) if A ∈ σ and aδB for every a ∈ A, then B ∈ σ.

Proposition 2.3.3.4 A non-empty collection σ of an LO-proximity space
(X, δ) is a bunch if and only if the following conditions are satisfied:

(B′
1) if A,B ∈ σ, then AδB;

(B′
2) A ∪B ∈ σ if and only if A ∈ σ or B ∈ σ;

(B′
3) A ∈ σ if and only if A ∈ σ.

Proof : Let us note that any bunch is closed under the operation of superset.
The collection which satisfies the condition (B′

1)−(B′
3) also has this property.

Therefore, to prove that σ is a bunch, we must show only that the conditions
(B3) and (B′

3) are equivalent.
Let us suppose that (B3) is true and let A ∈ σ. Since aδA for every

a ∈ A, by (B3) it follows that A ∈ σ. The converse obviously holds.
Let us suppose now that the condition (B′

3) is true. Let us suppose that
A ∈ σ and aδB for every a ∈ A. Since aδB for every a ∈ A, it follows that
a ∈ B for every a ∈ A. Therefore the inclusion A ⊂ B holds which implies
that B ∈ σ. But then B ∈ σ according to the condition (B′

3). ♣
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Proposition 2.3.3.5 In every LO-proximity space any cluster is a bunch,
but the converse need not be true.

Proof : Let σ be a cluster in an LO-proximity space (X, δ). To prove that
σ is a bunch, it is sufficient to prove that the condition (B3) is satisfied. Let
C be any member of a cluster σ. Then CδA by the definition of the cluster.
Since aδB for each a ∈ A, by (LO), CδB is true. But then B ∈ σ by the
definition of the cluster.

If (X, δ) is a non discrete proximity space and x ∈ X, then {A ⊂ X :
A 6= {x} and Aδx} is a bunch which is not a cluster. ♣

If σ is a bunch and {x} ∈ σ, then it is easy to show that σ = σx.

Proposition 2.3.3.6 If L is an ultrafilter in an LO-proximity space (X, δ),
then b(L) = {A ⊂ X : A ∈ L} is a bunch called the bunch generated by
ultrafilter L.

Proof : (B′
1): If A,B ∈ b(L), then A, B ∈ L, so that A∩B 6= ∅. Thus AδB,

and so AδB.
(B′

2): A ∪ B ∈ b(L) ⇔ A ∪B ∈ L ⇔ A ∪ B ∈ L ⇔ A ∈ L or B ∈ L ⇔
A ∈ b(L) or B ∈ b(L).

(B′
3): A ∈ b(L) ⇔ A ∈ L ⇔ (A) ∈ L ⇔ A ∈ b(L). ♣

Proposition 2.3.3.7 A separated LO-proximity space X is compact if and
only if every bunch b(L) generated by a closed ultrafilter L in X is a point
cluster.

Proof : Let L be a closed ultrafilter in X. Then b(L) = σx0 for some
x0 ∈ X implies {x0} ∈ b(L). This shows that x0 ∈ L for every L ∈ L (since
each L is closed) and so {x0} ∈ L, since L is maximal. Conversely, if X is
compact and L is a closed ultrafilter, then L has a cluster point x. Since L
is maximal, {x} ∈ L ⊂ b(L) and so b(L) = σx. ♣

In [238] it is shown that a nonempty family π of the subsets of proximity
space (X, δ) is a cluster if and only if there exists an ultrafilter L in X such
that π = π(L) = {A ⊂ X : AδL for every L ∈ L}. π(L) is called the
cluster generated by L.

Proposition 2.3.3.8 Let I be a ring of subsets of X, i.e. let I be closed
under finite unions and finite intersections. Let us suppose P is a subset of
I such that

(a) ∅ 6∈ P,
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(b) for A,B ∈ I, A ∪B ∈ P ⇔ A ∈ P or B ∈ P,
(c) A ∈ P and A ⊂ B ∈ I implies B ∈ P.

Then for given A0 ∈ P, there exists a prime I-filter L such that A0 ∈ L ⊂ P.
(Let us recall that L is a prime I-filter means that L is a filter of subsets of
I satisfying the additional condition: for A,B ∈ I, A ∪ B ∈ L implies that
A ∈ L or B ∈ L). If I = P (X), then L is an ultrafilter.

Proof : By Zorn’s lemma, there exists a maximal collection L ⊂ P satisfying
(a) A0 ∈ L and (b) Ai ∈ L, 1 6 i 6 n, implies ∩iAi ∈ P. Clearly, ∅ 6∈ L and
L 6= ∅. If A,B ∈ L, then A ∩ B ∈ P, and since L is maximal, A ∩ B ∈ L.
Similarly, if A ∈ L and A ⊂ B ∈ I, then B ∈ L. Thus L is an I-filter. To
show that L is prime, let us suppose that A,B ∈ I − L. Then there exist
A1, B1 ∈ L such that A∩A1, B ∩B1 6∈ P. Setting E = A1 ∩B1 ∈ L we find
that (A ∪B) ∩ E 6∈ P (by (b)), i.e. A ∪B 6∈ L. The last part is obvious. ♣

Proposition 2.3.3.9 In a proximity space (X, δ), a nonempty family π of
subsets of X is a filter if and only if it is a maximal bunch.

Proof : Let us suppose that π is a cluster in X contained in a bunch σ. If
A ∈ σ and B ∈ π, then A,B ∈ σ, and so AδB. By the definition of the
cluster, A ∈ π and therefore π = σ.

Conversely, let us suppose that σ is a maximal bunch. By Proposition
2.3.3.8 there exists an ultrafilter L ⊂ σ. Clearly, σ ⊂ σ(L) = {A ⊂ X :
AδL for every L ∈ L} which is a cluster. Since σ is maximal, σ = σ(L) is a
cluster. ♣

Proposition 2.3.3.10 In a proximity space (X, δ) every bunch is contained
in a unique cluster.

Proof : If σ is a bunch in X, then by Zorn’s lemma, σ is contained in a
maximal bunch which is a cluster by Proposition 2.3.3.9. To show unique-
ness, let us suppose, on the contrary, that σ is contained in two different
clusters: π1 and π2. Then there exist sets Ai ∈ πi, i = 1, 2, such that A1δA2.
According to Proposition 1.1.1.3 there exist Ei ∈ P (X) such that AiδX−Ei,
i = 1, 2, E1δE2. Since AiδX − Ei and Ai ∈ πi it follows that X − Ei 6∈ σ.
This implies that Ei ∈ σ, i.e. E1δE2, which is a contradiction. ♣

Definition 2.3.3.3 Let (X, δ) be an LO-space and let ΣX be the family of
all bunches in X. A set A ∈ P (X) is said to absorb A ⊂ ΣX if A ∈ σ for
every σ ∈ A.
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Lemma 2.3.3.1 Let (X, δ) be an LO-proximity space and let ΣX be the set
of all bunches in X. The operator cl defined on P (Σ), Σ ⊂ ΣX , by

cl(A) = {σ ∈ Σ : A absorb A implies A ∈ σ}

for each A ∈ P (Σ), is a Kuratowski closure operator on Σ. The resulting
topology on Σ is called the absorbtion or A-topology.

Proof : (K1): It is obvious cl(∅) = ∅. (K2): Clearly, A ⊂ clA for every
A ∈ P (Σ). (K3): Let us suppose that σ ∈ cl (A∪B), that A absorbs A and
that B absorbs B. Then A ∪ B absorbs A ∪ B and so A ∪ B ∈ σ. By (B′

2)
A ∈ σ or B ∈ σ, i.e. σ ∈ clA or σ ∈ clB. Thus cl(A ∪ B) ⊂ clA ∪ clB. To
show the converse, let us suppose that σ ∈ clA ∪ clB. If C absorbs A ∪ B,
then C ∈ σ, i.e. σ ∈ cl (A ∪ B). (K4): Let us suppose that σ ∈ cl(clA)
and A absorbs A. Then A absorbs clA, and so A ∈ σ, i.e. σ ∈ clA. Thus
cl(clA) ⊂ clA and, using (K2), the equality follows. ♣

Lemma 2.3.3.2 Let (X, δ) be an LO-proximity space and let Σ ⊂ ΣX . The
A-topology on Σ is T1 if and only if σ1, σ2 ∈ Σ, σ1 6= σ2 implies σ1 6⊂ σ2

and σ2 6⊂ σ1.

Proof : If Σ is a T1-space, σ1, σ2 ∈ Σ, σ1 6= σ2, then σ1 6∈ cl σ2, and so there
exists an A ⊂ X such that A ∈ (σ2 − σ1). The converse follows from the
fact that under the hypothesis cl σ = {σ} for each σ ∈ Σ. ♣

Theorem 2.3.3.3 Let (X, δ) be an LO-proximity space, and let Φ : X →
ΣX be the mapping defined by Φ(x) = σx, where σx is a point cluster gen-
erated by x. Then Φ is continuous and closed. Φ(X) is dense in ΣX . If δ
is a separated LO-proximity, then X is homeomorphic to Φ(X).

Proof : That Φ is continuous and closed follows from the fact that xδA if
and only if A ∈ σx, i.e. x ∈ A if and only if σx ∈ cl Φ(A). cl Φ(X) = {σ ∈
ΣX : X ∈ σ} = ΣX . Finally, if δ is a separated LO-proximity, then x 6= y
implies σx 6= σy, and so Φ is one-to-one. ♣

Corollary 2.3.3.1 If (a) Φ(X) ⊂ Σ ⊂ ΣX , (b) AδB implies there exists
a σ ∈ Σ containing both A and B, (c) the A-topology on Σ is T1, then
Φ is a δ-isomorphism between X and Φ(X), the latter having the subspace
LO-proximity induced by δ0 on Σ.

Proof : AδB if and only if there exists an σ ∈ Σ such that A,B ∈ σ if and
only if there exists an σ ∈ cl Φ(A) ∩ cl Φ(B) if and only if Φ(A)δ0Φ(B). ♣
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Theorem 2.3.3.4 Let (X, δX), (Y, δY ) be LO-proximity spaces and let f :
(X, δX) → (Y, δY ) be δ-continuous. Then there exists an associated mapping
fΣ : ΣX → ΣY defined by fΣ(σ) = {E ⊂ Y : f−1(E) ∈ σ} which is
continuous with respect to the A-topologies on ΣX and ΣY and for which
fΣ(σx) = σf(x) holds for each x ∈ X. If δX and δY are separated , then fΣ

may be considered a continuous extension of f as follows:

X
f−−−→ Y

ΦX

y
yΦY

ΣX
fΣ−−−→ ΣY

Proof : We will first show that if σ ∈ ΣX , then fΣ(σ) ∈ ΣY by verifying
(B′

1)− (B′
3). (B′

1): If A,B ∈ fΣ(σ), then f−1(A), f−1(B) ∈ σ which implies
that f−1(A)δXf−1(B). Since f is a δ-continuous mapping, AδY B and by
Proposition 2.3.2.2 AδY B. (B′

2) A ∪ B ∈ fΣ(σ) ⇔ f−1(A ∪B) ∈ σ ⇔
f−1(A) ∪ f−1(B) ∈ σ ⇔ f−1(A) ∈ σ or f−1(B) ∈ σ ⇔ A ∈ fΣ(σ) or
B ∈ fΣ(σ). (B′

3): A ∈ fΣ(σ) ⇔ f−1(A) ∈ σ ⇔ A ∈ fΣ(σ).
Next we will show that the mapping fΣ is continuous with respect to

the A topologies on ΣX and ΣY , i.e. if a σ ∈ clA, where A ⊂ ΣX , then
fΣ(σ) ∈ cl(fΣ(A)). If this is not true, then there exists a set E ⊂ Y which
absorbs fΣ(A) but E 6∈ fΣ(σ). Then f−1(E) absorbs A, but f−1(E) 6∈ σ,
i.e. σ 6∈ clA, which is a contradiction. Finally, for x ∈ X, fΣ(σx) = {A ⊂
Y : f−1(A) ∈ σx} = {A ⊂ Y : xδXf−1(A)} = {A ⊂ Y : x ∈ f−1(A)} =
{A ⊂ Y : f(x) ∈ A} = σf(x). ♣

Identifying X with ΦX(X) and Y with ΦY (Y ), we have the following
fundamental extension theorem.

Theorem 2.3.3.5 Let (X, δX) and (Y, δY ) be separated LO-proximity spa-
ces. Then every δ-continuous mapping f : X → Y has a continuous exten-
sion fΣ : ΣX → ΣY . ♣

Theorem 2.3.3.6 Let X be a dense, separated subspace of an LO-proximity
space (T, δ) (δ need not be separated). Then the mapping ΨT : T → ΣX

defined by ΨT (t) = σt = {E ⊂ X : tδE} is continuous. If t ∈ X, then
σt = σt, the point cluster being generated by t, i.e. ΨT |X = ΦX . If further
T is T3-space, then ΨT is a homeomorphism of T into ΣX .

Proof : We will first verify that σt ∈ ΣX . Since X = T , it follows that
X ∈ σt and so σt 6= ∅. (B′

1): If A,B ∈ σt, then tδA, tδB and hence AδB.
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(B′
2): A ∪ B ∈ σt ⇔ tδA ∪ B ⇔ tδA or tδB ⇔ A ∈ σt or B ∈ σt. (B′

3):
A ∈ σt ⇔ tδA ⇔ tδA ⇔ A ∈ σt.

Further, we will show that ΨT is continuous by proving that x ∈ E,
E ⊂ T , implies ΨT (x) ∈ cl(ΨT (E)). If, on the contrary, ΨT (x) 6∈ cl (ΨT (E)),
then there exists an A ⊂ X which absorbs ΨT (E). But A 6∈ ΨT (x) = σx.
This implies that E ⊂ A and x 6∈ A, which is a contradiction.

It is obvious ΨT |X = ΦX . Finally, let us suppose that T is a T3-space.
If t1, t2 ∈ T , t1 6= t2, then t1 and t2 have disjoint neighborhoods N1 and
N2 respectively. Clearly, N1 ∩ X ∈ σt1 − σt2 and N2 ∩ X ∈ σt2 − σt1 ,
i.e. σt1 6= σt2 , showing that ΨT is an one-to-one mapping. To prove that
ΨT is a homeomorphism, it is sufficient to show that ΨT is closed. Let us
suppose that E ⊂ T and x 6∈ E. Since T is a T3-space, there exist disjoint
neighborhoods Nx and NE of x and E respectively. Since X = T , NE ∩X
absorbs ΨT (E) but does not belong to σx. Hence ΨT (x) = σx 6∈ cl (ΨT (E)),
i.e. ΨT is closed. ♣

Theorem 2.3.3.7 Let (X, δ) be a separated proximity space and let X∗ be
its Smirnoff compactification (i.e. the space of all the clusters in X with the
A-topology). The mapping Θ = ΘX : ΣX → X∗ given by Θ(π) = πΘ, which
is the unique cluster containing π, is continuous. Moreover, Θ(πx) = πx.

Proof : To show that Θ is continuous, we must prove that if π ∈ clA,
A ⊂ ΣX , then Θ(π) ∈ cl(Θ(A)). If, on the contrary, Θ(π) 6∈ cl(Θ(A)), then,
since X∗ is T3, there exist disjoint neighborhoods U1 and U2 of Θ(π) and
Θ(A) respectively. Clearly, U2 ∩X absorbs A but does not belong to π, i.e.
π 6∈ cl(A), which is a contradiction. It is clear that Θ(πx) = πx is clear from
the fact that πx is a cluster. ♣

Definition 2.3.3.4 If σ is a bunch in an LO-proximity space (X, δ), then
σ converges to x if the neighborhood filter Nx of x is a subclass of σ.

Theorem 2.3.3.8 Let (X, δ0) be a T3 LO-proximity space and let Σ ⊂ ΣX

be such that each σ ∈ Σ converges to a (unique) xσ ∈ X. Then the mapping
Θ = ΘX : Σ → X given by Θ(σ) = xσ is continuous.

Proof : Similar to the one of Theorem 2.3.3.7. ♣

Theorem 2.3.3.9 Let (X, δ) be a separated LO-proximity space and let X∗

be the family of all maximal bunches in X with the A-topology. Then X∗ is
a compact T1-space containing a dense homeomorphic copy of X.
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Proof : By Theorem 2.3.3.3 and Lemma 2.3.3.2 we need only prove that X∗

is compact. Since {A′α : Aα is closed in X}, where A′α = {σ ∈ X∗ : Aα ∈
σ}, is a base for closed sets in X∗, it is sufficient to show that if {A′α : α ∈ Λ}
has the finite intersection property, then ∩{A′α : α ∈ Λ} 6= ∅. Clearly, if
{A′α : α ∈ Λ} has the finite intersection property, then I = {Aα : α ∈ Λ} is a
family of closed subsets of X with the property: every finite subfamily of I is
a subclass of some σ ∈ X∗. Let ∆ be the family of all collections J of closed
subsets of X such that (a) I ⊂ J and (b) {Gi : 1 6 i 6 n} ⊂ J implies
there exists a σ ∈ X∗ such that Gi ∈ σ, 1 6 i 6 n. By Zorn’s lemma, ∆ has
a maximal element M. It is easily verified that b(M) = {E ⊂ X : E ∈M}
is a bunch in X. By Zorn’s lemma b(M) is contained in a σ0 ∈ X∗. Clearly,
σ0 ∈ ∩{A′α : α ∈ Λ}, and so X∗ is compact. ♣

Theorem 2.3.3.10 Let (X, δ) be a separated LO-proximity space such that
if AδB, then there exists a bunch in X containing both A and B. Then
there exists a compact T1-space X∗ containing a dense homeomorphic copy
Φ(X) of X and such that AδB if and only if cl Φ(A) ∩ cl Φ(B) 6= ∅ in
X∗. Furthermore, every δ-continuous mapping f from one separated LO-
proximity space to another (Y, δY ) has a continuous extension fΣ from X∗

to ΣY .

Proof : Let X∗ be the family of all maximal bunches in X with the A-
topology. Then by Theorem 2.3.3.9 X∗ is a compact, T1-space containing a
dense homeomorphic copy of X. That AδB if and only if cl Φ(A)∩cl Φ(B) 6=
∅ follows as in Corollary 2.3.3.1 by noting that every bunch is contained in
a maximal bunch. The last part has been established in Theorem 2.3.3.4.
♣

Theorem 2.3.3.10 generalized Smirnoff’s theorem, for, in every proxim-
ity space (X, δ), AδB implies there exists a cluster π in X which contains
both A and B. Also, Proposition 2.3.3.9 shows that X∗ is the Smirnoff
compactification of X. Finally, let us suppose that δX and δY are separated
proximities and that f : (X, δX) → (Y, δY ) is δ-continuous. By Theorem
2.3.3.7 the mapping ΘY : ΣY → Y ∗, which assigns to each bunch in Y
the unique cluster containing it, is continuous. Hence f has an extension
f : X∗ → Y ∗ given by f = ΘY ◦ fΣ.

Theorem 2.3.3.11 Let X be a separated dense subspace of an LO-proxi-
mity space (T, δ0). Let (Y, δ) be a separated proximity space and let Y ∗ be
its Smirnoff compactification. Then a continuous mapping f : X → Y has
a continuous extension f : T → Y ∗ if and only if f is δ-continuous.
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Proof : If f has an extension f , then by Theorem 2.3.2.4, f : T → Y ∗ is
δ-continuous and so is its restriction f = f |X. To prove the sufficiency, let
us suppose that f is δ-continuous and let us consider the following diagram:

T
ΨT−−−→

(1.39)
ΣX

fΣ−−−→
(1.38)

ΣY
ΘY−−−→

(1.40)
Y ∗

idX

y
xΦY

idX−−−→ X
f−−−→ Y

ΦY−−−→

f = ΘY ◦ fΣ ◦ΨT is a continuous extension from T to Y ∗. ♣
If Y is a compact T2-space, then Y is homeomorphic to Y ∗, and we may

consider f to be a mapping from T to Y . Thus we get a result of Taimanov
(see [316]): A necessary and sufficient condition that a continuous function
f : X → Y , where X is dense in a T1-space T and Y is a compact T2-space,
has a continuous extension f : T → Y is that for every pair of disjoint closed
sets F1, F2 in Y , clT f−1(F1) ∩ clT f−1(F2) = ∅.

2.3.4 The notion and basic properties of S-proximity spaces

Definition 2.3.4.1 A semi-proximity relation δ defined on the power set of
X is called an S-proximity if it satisfies the following condition:

(S) xδB 6= ∅ and bδC for every b ∈ B implies xδC.

An S-proximity δ is separated if it is a separated semi-proximity. The
pair (X, δ), where δ is a (separated) S-proximity, is called a (separated)
S-proximity space.

Every S-proximity δ on X induces a T1-topology τδ in the following
manner: G ∈ τδ if and only if, for each x ∈ G, xδX −G. Conversely, every
T1-space (X, τ) has a compatible S-proximity δ∗ defined by

Aδ∗B if and only if (A ∩B) ∪ (A ∩B) 6= ∅ .

The S-proximity δ∗ is the largest compatible S-proximity on X , that is, if
δ is any other compatible S-proximity on X, then Aδ∗B implies AδB.

Every (separated) proximity is a (separated) LO-proximity which, in
turn, is an S-proximity. If δ is an S-proximity, then, as in the proximity
or LO-proximity, AδB, A ⊂ C, B ⊂ D implies CδD. But AδB does not
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imply AδB. For example, if X is the reals with the S-proximity δ∗, then
(0, 1)δ∗(1, 2) although [0, 1]δ∗[1, 2].

A function f from one S-proximity space (X, δX) to another (Y, δY ) is
called S-proximally continuous if AδXB implies f(A)δY f(B).

Proposition 2.3.4.1 Every S-proximally continuous function is continu-
ous. The converse is not true in general, but it holds in the case that δX = δs.

Proof : The first part is obvious. If X = Y = R, δX = δw and δY = δs,
then the identity mapping is continuous, but not S-proximally continuous.
Finally, let us suppose that f is continuous and δX = δs. If AδsB then
(A∩B)∪ (A∩B) 6= ∅. This implies that (f(A)∩f(B))∪ (f(A)∩f(B)) 6= ∅.
Since f is continuous, f(A) ⊂ f(A), f(B) ⊂ f(B) and so (f(A) ∩ f(B)) ∪
(f(A) ∩ f(B)) 6= ∅, showing that f(A)δY f(B). ♣

Proposition 2.3.4.2 Let (Y, δY ) be an S-proximity space and let f : X →
Y be a one-to-one mapping. Then δX , defined by AδXB if f(A)δY f(B), is
the smallest S-proximity on X which makes f S-proximally continuous.

Proof : We need verify only (S) as the other properties of an S-proximity
follow easily. Let us suppose that xδXB and bδXC for each b ∈ B. Then
f(x)δY f(B) and f(b)δY f(C) for every f(b) ∈ f(B). Since δY is an S-
proximity, f(x)δY f(C) showing that xδXC. If δ is any S-proximity on X
such that f is S-proximally continuous, then AδB implies f(A)δY f(B) and
this, in turn, implies that AδXB showing that δ > δX . ♣

Now we introduce the concept of a band which is analogous to that of a
cluster or a bunch.

Definition 2.3.4.2 A non-empty family σ of subsets of an S-proximity
space (X, δ) is a band if:

(a) A,B ∈ σ implies AδB;
(b) A ∪B ∈ σ implies A ∈ σ or B ∈ σ;
(c) A ∈ σ and aδB for every a ∈ A implies B ∈ σ.

In an S-proximity space, clearly, every cluster is a bunch and every bunch
is a band. In an LO-proximity space every band is a bunch. However, in
the S-proximity space (R, δs), σ1 = {A ⊂ R : {1}δsA} is a band but not a
bunch; this can be seen from the fact that (0, 1) and (1, 2) are both in σ1,
but (0, 1)δs(1, 2).

The following results follow easily from the definitions.
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Proposition 2.3.4.3 Let (X, δ) be an S-proximity space and let σ be a band
over X. Then

(a) A ∈ σ, A ⊂ B implies B ∈ σ, and hence X ∈ σ;
(b) A ⊂ X implies A ∈ σ or X −A ∈ σ;
(c) A ∈ σ if and only if A ∈ σ;
(d) for each x ∈ X, σx = {A ⊂ X : xδA} is a band, called a point band;
(e) if {x} ∈ σ, then σ = σx; consequently, if σx ⊂ σ, then σ = σx;
(f) x 6= y implies σx 6= σy;
(g) if L is a closed ultrafilter in X, then b(L) = {E ⊂ X : E ∈ L} is a

band, called a band generated by L. ♣

The proof of the following theorem is essentially the same as the one
given in Proposition 2.3.3.7.

Theorem 2.3.4.1 An S-proximity space is compact if and only if every
band b(L), generated by a closed ultrafilter L on X, is a point band. ♣

Proposition 2.3.4.4 Let Y be a T1-space and let f : X → Y be a one-to-
one mapping. Let δX be the S-proximity as defined in Proposition 2.3.4.2
corresponding to δY = δs on Y . Then for each y ∈ f(X), σy = {A ⊂ Y :
y ∈ f(A)} = σx holds, where x = f−1(y).

Proof : A ∈ σy if and only if y ∈ f(A) if and only if x ∈ A if and only if
xδA if and only if A ∈ σx. ♣

2.3.5 Embedding of an S-proximity spaces. Extension
of continuous function

In this subsection we will prove that every S-proximity space (X, δ), satisfy-
ing condition (II) of Theorem 2.3.5.1 below, can be S-proximally embedded
in a Hausdorff space Y with the S-proximity δs. This result generalizes the
results of Smirnoff [294] and Lodato [201].

Theorem 2.3.5.1 Let X be a non-empty set and let δ be a binary relation
on the power set of X. For each A ⊂ X let A∗ = {x ∈ X : xδA}. Then the
following statements are equivalent:

(I) There exists a Hausdorff space Y and a one-to-one mapping f : X →
Y such that

(a) f(X) = Y ;
(b) f(A∗) = f(A) ∩ f(X);
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(c) AδB if and only if f(A)δsf(B) in Y .
(II) δ is a separated S-proximity on X satisfying the following condition:

there exists a family Σ of bands over X such that
(a) AδB implies that there exists a σ ∈ Σ such that A, B ∈ σ and

σ = σx for some x ∈ A ∪B;
(b) if σ, σ1 ∈ Σ and if either A ∈ σ or B ∈ σ1 for all subsets A,B

of X such that A ∪B = X, then σ = σ1.

Proof : (I) ⇒ (II) : Proposition 2.3.4.2 and condition (I)(c) show that
δ is an S-proximity on X. Also f is S-proximally continuous and so X
is a Hausdorff space. Let us note that A∗ = A. Let Σ = {σy : y ∈
f(X)} which, by Proposition 2.3.4.4, is a family of bands. We will now
show that the conditions (II)(a) and (II)(b) are satisfied. AδB implies
(f(A)∩f(B))∪(f(A)∩f(B)) 6= ∅. Without loss of generality, let us suppose
y ∈ f(A) ∩ f(B). Then σy ∈ Σ and clearly A ∈ σy. From (I)(b), y ∈ f(B)
i.e. B ∈ σy. By Proposition 2.3.4.4, σy = σx for some x ∈ A. To prove
(II)(b), let us suppose that σy1 , σy2 ∈ Σ, y1 6= y2. Since Y is Hausdorff,
there exist disjoint neighborhoods V1, V2 of y1, y2 respectively. Let us set
that A = f−1(f(X) − V2), B = f−1(f(X) − V1). Then A 6∈ σy1 , B 6∈ σy2

and f(A ∪B) = f(X) implies A ∪B = X.
(II) ⇒ (I) : Since xδx, by (II) (a) there exists a σ ∈ Σ such that

{x} ∈ σ and by Proposition 2.3.4.3 (e), σ = σx. Let us set that Y = Σ
and let us define f : X → Y by f(x) = σx ∈ Σ. Clearly f is one-to-one.
Let us define a closure operator cl on Σ by σ ∈ cl(A), A ⊂ Σ if and only
if every subset E of X which absorbs A belongs to σ. It is easily verified
that cl is a Kuratovski closure operator and that (II)(b) implies that Y
is Hausdorff (see the proof of Theorem 2.3.3.1). We need to verify only
(I)(c). If AδB, then there exists a σ ∈ Σ such that A,B ∈ σ = σx for some
x ∈ A ∪ B. Without loss of generality, let us suppose that x ∈ A; then
σ = σx ∈ f(A) and B ∈ σ implies σ ∈ cl(f(B)) i.e. f(A) ∩ cl(f(B)) 6= ∅.
Clearly, f(A)δsf(B). Conversely, if y ∈ (cl(f(A))∩f(B))∪(f(A)∩cl(f(B))),
then y = σx for some x ∈ A ∪ B. Again, let us suppose that x ∈ A; then
σx ∈ cl(f(B)) implies B ∈ σx. This shows that xδB i.e. x ∈ A ∩ B i.e.
AδsB in X, which, in turn, implies AδB. ♣

We will now consider the problem of extending a continuous function
from a dense subspace of an S-proximity space and obtain several general-
izations of the known results in this area.

Let (X, δ) be an S-proximity space and let ΣX be the family of all bands
over X. The mapping ϕ = ϕx : X → ΣX defined by ϕ(x) = σx, where σx

is the point band, can be shown to be a homeomorphism of X onto a dense
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subspace of ΣX (with the A-topology) as in Theorem 2.3.3.3. The proof of
the following result is similar to the one of Theorems 2.3.3.4 and 2.3.3.5.

Theorem 2.3.5.2 Let (X, δX) and (Y, δY ) be S-proximity spaces and let
f : X → Y be an S-proximally continuous mapping. Then there exists an
associated mapping fΣ : ΣX → ΣY defined by fΣ(σ) = {E ⊂ Y : f−1(E) ∈
σ}. The mapping fΣ is continuous and fΣ(σx) = σf(x). Hence, identifying
X with ϕX(X) and Y with ϕY (Y ), fΣ is a continuous extension of f . ♣

The following is an improved version of Theorem 2.3.3.11.

Theorem 2.3.5.3 Let X be a dense subspace of an S-proximity space
(αX, δs), let (Y, δ) be a separated proximity space and let Y ∗ be its Smirnoff
compactification. Then a continuous mapping f from X to Y has a con-
tinuous extension f from αX to Y ∗ if and only if f is an S-proximally
continuous mapping. ♣

Historical and bibliographic notes

M. W. Lodato introduced and developed the LO-proximity relation in
papers [201] and [202]. The notion of a regular dense subset of topological
space was introduced by Lodato in [201]. In that paper Lodato proved
Theorems 2.3.3.1 and 2.3.3.2. The notion of a bunch in an LO-proximity
space was introduced by Lodato in paper [202]. Theorems 2.3.3.3-2.3.3.9
were proved by M. S. Gagrat and S. A. Naimpally in 1971 in paper [115].
Theorem 2.3.3.10 was first proved by Lodato [202]. We have shown the
short proof of this theorem which was given by Gagrat and Naimpally in
[115]. Theorem 2.3.3.11 as a generalization of A. D. Taimanov’s Theorem
[316] was also proved in [115] by Gagrat and Naimpally (see also [224]). The
concept of S-proximity spaces were defined independently by S. B. Krishna
Murti [169], P. Szymanski [315] and A. D. Wallace [329] (see also [330]).
Proposition 2.3.4.3, Theorems 2.3.4.1, 2.3.5.1, 2.3.5.2 and 2.3.5.3 were given
in [116] by Gagrat and Naimpally.

2.4 M-uniform spaces

2.4.1 The notion and basic properties of M-uniform spaces

Let U be a non empty subset of P (X × X), where X is a non empty set.
Let us consider the following properties of U :
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(M1) ∆ ⊂ U for every U ∈ U ;
(M2)

⋂{U : U ∈ U} = ∆;
(M3) U = U−1 for every U ∈ U ;
(M4) for every A ∈ P (X) and every U, V ∈ U there exists a W ∈ U such

that W [A] ⊂ U [A] ∩ V [A];
(M5) U ∩ V ∈ U for every U, V ∈ U ;
(M6) for each A,B ∈ P (X) and U ∈ U , if V [A] ∩ B 6= ∅ for all V ∈ U ,

then there exists an x ∈ B and there exists a W ∈ U such that W [x] ⊂ U [A];
(M7) for every U ∈ U there exists a V ∈ U such that V ◦ V ⊂ U ;
(M8) if U ∈ U and U ⊂ V = V −1 ⊂ X ×X, then V ∈ U .
It is obvious that (M5) implies (M4). Also (M7) implies (M6). Indeed,

let A,B ∈ P (X) and let U ∈ U . By (M7) there exists a V ∈ U such that
V ◦ V ⊂ U . By hypothesis, there exists an x ∈ V [A] ∩ B. Hence there
exists a z ∈ A such that (z, x) ∈ V . Let p ∈ V [x]. Then (x, p) ∈ V ; hence
(z, p) ∈ U . Thus p ∈ U [A] and V [x] ⊂ U [A].

Definition 2.4.1.1 Let U be a non empty subset of P (X × X). U is an
M-uniformity or symmetric generalized uniformity on X if U sat-
isfies the conditions (M1), (M3), (M4), (M6) and (M8). U is a correct
uniformity on X if U satisfies (M1), (M3), (M4), (M7) and (M8). U is a
symmetric uniformity if it satisfies (M1), (M3), (M5), (M7) and (M8).
A pair (X,U) is called an M-uniform space or symmetric generalized
uniform space if U is an M-uniformity on X. Similarly, we define correct
uniform spaces and symmetric uniform spaces.

Lemma 2.4.1.1 Let (X,U) be an M-uniform space. If (x, y) ∈ V for every
V ∈ U and (y, z) ∈ V for every V ∈ U , then (x, z) ∈ V for every V ∈ U .

Proof : Let U ∈ U . By hypothesis, V [x]∩{y} 6= ∅ for every V ∈ U . Hence by
(M6) there exists W1 ∈ U such that W1[y] ⊂ U [x]. But since V [y]∩ {z} 6= ∅
for every V ∈ U , there exists W2 ∈ U such that W2[z] ⊂ W1[y]. Hence
z ∈ W1[y] ⊂ U [x], so that (x, z) ∈ U . ♣

Theorem 2.4.1.1 Let (X,U) be an M-uniform space. If U has the smallest
element with respect to the set inclusion, then (X,U) is a symmetric uniform
space.

Proof : By the hypothesis U immediately satisfies (M5). We will now show
that U satisfies (M7). Let U ∈ U and let V be the smallest element in U .
Let us suppose that (x, y) ∈ V and (y, z) ∈ V . Then by Lemma 2.4.1.1
(x, z) ∈ V holds, so that V ◦ V ⊂ U . ♣
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Proposition 2.4.1.1 Let (X,U) be an M-uniform space. Then the function
g : P (X) → P (X), defined by x ∈ g(A) if U [x] ∩ A 6= ∅ for all U ∈ U , is a
Kuratowski closure function.

Proof : (K1): Let us suppose that there exists a point x ∈ g(∅). Then
U [x] ∩ ∅ 6= ∅ for every U ∈ U which, of course, is impossible.

(K2): Let x ∈ A. Then U [x] ∩ A 6= ∅ for all U ∈ U , so that x ∈ g(A).
Thus A ⊂ g(A) holds for every A ∈ P (X).

(K3): Let us suppose that x 6∈ g(A)∪g(B). Then there exists U1, U2 ∈ U
such that U1[x] ∩ A = ∅ and U2[x] ∩ B = ∅. Then by (M4) there exists a
W ∈ U such that W [x] ⊂ U1[x] ∩ U2[x]. But then W [x] ∩ (A ∪ B) ⊂
(U1[x] ∩ A) ∪ (U2[x] ∩ B) = ∅ which implies x 6∈ g(A ∪ B). It is clear that
the converse inclusion holds.

(K4): Let us suppose x ∈ g(g(A)). Let U ∈ U . Then V [x] ∩ g(A) 6= ∅
for every V ∈ U . But by (M6) there exists an x0 ∈ g(A), and there exists a
W ∈ U such that W [x0] ⊂ U [x]. Since W [x0] ∩ A 6= ∅, U [x] ∩ A 6= ∅ holds.
Consequently x ∈ g(A). The converse is obviously true. ♣

Definition 2.4.1.2 The topology induced on X by the Kuratowski closure
function g in the above theorem is called the uniform topology on X
induced by U , and is denoted with τU .

Proposition 2.4.1.2 Let (X,U) be an M-uniform space. Then A ∈ τU if
and only if for every x ∈ A there exists a U ∈ U such that U [x] ⊂ A.

Proof : Let us suppose that A ∈ τU . Then X − A is closed. Let x ∈ A.
Since x 6∈ X −A, there exists a U ∈ U such that U [x] ∩ (X −A) = ∅. Thus
we have that U [x] ⊂ A.

Conversely, let us suppose that x ∈ A and that there exists a U ∈ U such
that U [x] ⊂ A, i.e. U [x] ∩ (X − A) = ∅. Then x 6∈ X −A, so that X − A
contains all its accumulation points. Hence X −A is closed and therefore A
is open. ♣

The following theorem and corollary are very important for the develop-
ment of the theory of M-uniform spaces.

Theorem 2.4.1.2 Let (X,U) be an M-uniform space. Then Int A = {x :
U [x] ⊂ A for some U ∈ U} holds for every A ∈ P (X).

Proof : Let B = {x : U [x] ⊂ A for some U ∈ U}. It is clear that Int A ⊂
B ⊂ A. Consequently, it is sufficient to show that X − B is closed. Let us
suppose that y ∈ X −B. Then V [y] ∩ (X − B) 6= ∅ for every V ∈ U . Let
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us suppose that y ∈ B. Then there exists U1 ∈ U such that U1[y] ⊂ A. But
then, by (M6), there exists an x ∈ X − B and there exists a W ∈ U such
that W [x] ⊂ U1[y] ⊂ A. So, x ∈ B which is a contradiction. Consequently,
y ∈ X −B and X −B is closed. ♣

Corollary 2.4.1.1 For every x ∈ X the family {U [x] : U ∈ U} is a base
for the neighborhood system of x.

Proof : Let M be an open set that contains a point x ∈ X. There exists, by
Proposition 2.4.1.2, a U ∈ U such that U [x] ⊂ M . But by Theorem 2.4.1.2
x ∈ Int (U [x]) holds. Hence U [x] is a neighborhood of x. ♣

Theorem 2.4.1.3 Let (X,U) be an M-uniform space. Then for every A ⊂
X A =

⋂{U [A] : U ∈ U} holds.

Proof : Let x ∈ A. Then U [x] ∩ A 6= ∅ for all U ∈ U , so that x ∈ U−1[A]
for all U ∈ U . But since U = U−1, this implies x ∈ U [A] for all U ∈ U .

Conversely, let us suppose that x ∈ U [A] for all U ∈ U . Then x ∈ U−1[A]
for all U ∈ U , so that U [x] ∩A 6= ∅ for all U ∈ U . Hence x ∈ A. ♣

Proposition 2.4.1.3 If (X,U) is an M-uniform space, then the following
statements are equivalent:

(a) τU is a T0-topology;
(b) ∩{U : U ∈ U} = ∆;
(c) τU is a T1-topology.

Proof : (a) ⇒ (b): Let us suppose that τU is a T0-topology and x 6= y.
Let us suppose that there exists an open set M such that y ∈ M and
x 6∈ M . Then by Corollary 2.4.1.1 there exists a U ∈ U such that U [y] ⊂ M .
Consequently, x 6∈ U [y]; so that (x, y) 6∈ U . Hence

⋂{U : U ∈ U} = ∆.
(b) ⇒ (c): Let us assume that

⋂{U : U ∈ U} = ∆ and let us suppose
that x 6= y. Then (x, y) 6∈ U1 and (y, x) 6∈ U1 for some U1 ∈ U . Hence
y 6∈ U1[x] and x 6∈ U1[y]; so, by Corollary 2.4.1.1, we have that τU is T1. ♣

Definition 2.4.1.3 A decomposition of a set X is a disjoint family D
of the subsets of X whose union is X. A decomposition D of a topological
space (X, τ) is upper semi-continuous if for each D ∈ D and each open
set A containing D, there exists an open set B such that D ⊂ B ⊂ A, and
B is the union of members of D.
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Proposition 2.4.1.4 Let (X,U) be an M-uniform space. Then R =
⋂{U :

U ∈ U} is an equivalence relation on X, and X/R is an upper semi-
continuous decomposition of (X, τU ).

Proof : Clearly, R is reflexive and symmetric, and by Lemma 2.4.1.1, R is
transitive. Let x ∈ A ∈ τU . Then there exists U ∈ U such that U [x] ⊂ A.
Since R ⊂ U for every U ∈ U , we have that R[x] ⊂ A for every x ∈ A.
Hence A =

⋃{R[x] : x ∈ A}. But R[x] ∈ X/R for every x ∈ A. Therefore
X/R is an upper semi-continuous decomposition of (X, τU ). ♣

Definition 2.4.1.4 B is a base for an M-uniformity U on X if:
(a) B ⊂ U ;
(b) for every U ∈ U there exists a V ∈ B such that V ⊂ U .

B is called an open base if each element of B is open with respect to the
product topology on X ×X. Similarly we define a closed base.

Definition 2.4.1.5 S is a subbase for an M-proximity U on X if the set
B of all finite intersections of the elements of S is a base for U .

Lemma 2.4.1.2 Let (X,U) be an M-uniform space. If V is a closed set in
X ×X with the product topology of τU , then, for each x ∈ X, the set V [x]
is closed with respect to τU .

Proof : Let x0 ∈ X and let {yn : n ∈ D} be a net in V [x0]. Then
{(x0, yn) : n ∈ D} is a net in V . Let us suppose that (yn) converges to b. We
know that the constant net (x0) converges to x0. Hence {(x0, yn) : n ∈ D}
converges to (x0, b) ∈ V ; so that b ∈ V [x] and V [x0] is closed. ♣

Proposition 2.4.1.5 Let (X,U) be an M-uniform space. If U has a close
base, then τU is regular.

Proof : This is an immediate consequence of Lemma 2.4.1.2 and Corollary
2.4.1.1. ♣

Theorem 2.4.1.4 A subset B of P (X×X) is a base for some M-uniformity
on X if and only if B satisfies (M1), (M3) (M4) and (M6).

Proof : Clearly, if B is a base for some M-uniformity on X, then B satisfies
(M1), (M3), (M4) and (M6).

Conversely, let U = {U : U = U−1 and V ⊂ U for some V ∈ B}.
Clearly, U satisfies (M1), (M3) and (M8). We will now show that U satisfies
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(M4). Let A ∈ P (X) and let U, V ∈ U . There exists U1, V1 ∈ B such that
U1 ⊂ U and V1 ⊂ V . But since B satisfies (M4), there exists W ∈ B such
that W [A] ⊂ U1[A] ∩ V1[A]. Since U1[A] ∩ V1[A] ⊂ U [A] ∩ V [A], U satisfies
(M4). We will now show U satisfies (M6). Let A,B ∈ P (X) and let U ∈ U ,
and let us suppose that V [A] ∩ B 6= ∅ for all V ∈ U . Then V [A] ∩ B 6= ∅
for all V ∈ B. But there exists U1 ∈ B such that U1 ⊂ U . But since B
satisfies (M6), there exists an x ∈ B and there exists a W ∈ B such that
W [x] ⊂ U1[A]. But U1[A] ⊂ U [A]. Consequently, U satisfies (M6). ♣

2.4.2 LO-proximity induced by an M-uniformity

Theorem 2.4.2.1 Let U be a subset of P (X × X) with the property that
for all U ∈ U , U−1 contains a member of U . Let us define a relation δU on
P (X) by

AδUB if U [A] ∩B 6= ∅ for all U ∈ U .

Then δU is an LO-proximity on X if and only if U satisfies (M1), (M4) and
(M6).

Proof : Let us suppose that U satisfies (M1), (M4) and (M6). We will show
that δU satisfies the conditions (SP1) − (SP4) and (LO). To simplify the
notation we will write δ in place of δU .

(SP1): Holds immediately from the definition of δ and the fact that the
members of U are non empty by (M1).

(SP2): Let us suppose that AδB. There exists, by hypothesis, a U ∈ U
such that U [A] ∩ B = ∅. Let us suppose that U−1[B] ∩ A 6= ∅. Let x0 ∈
U−1[B] ∩ A. Then x0 ∈ U−1[B] and therefore there exists y0 ∈ B such
that (y0, x0) ∈ U−1, and consequently, (x0, y0) ∈ U . But this means that
y0 ∈ U [A] ∩ B which is a contradiction. Hence U−1[B] ∩ A = ∅. But, by
hypothesis, V ⊂ U−1, where V ∈ U so that V [B] ∩A = ∅. Hence BδA.

(SP3): Let us suppose that A ∩ B 6= ∅. By (M1) U [A] ∩ B 6= ∅ for all
U ∈ U . Therefore AδB is true.

(SP4): Let us suppose that CδA and CδB. Then there exist U, V ∈ U
such that U [C] ∩ A = ∅ and V [C] ∩ B = ∅. But, by (M4), there exists a
W ∈ U such that W [C] ⊂ U [C]∩ V [C]. Consequently, W [C]∩ (A∪B) = ∅.
Thus we have that Cδ(A ∪B).

(LO): Let us suppose that AδB and bδC for all b ∈ B, but AδC. Then
there exists a U ∈ U such that U [A] ∩ C = ∅. Since AδB, V [A] ∩ B 6= ∅
for all V ∈ U holds, so that by (M6), there exists x0 ∈ B and there exists
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W ∈ U such that W [x0] ⊂ U [A] ⊂ X −C. This implies that W [x0]∩C = ∅,
so that x0δC which is a contradiction since x0 ∈ B.

Conversely, let us suppose that δ is an LO-proximity on X and let us
show that U satisfies (M1), (M4) and (M6).

(M1): Let U ∈ U . If x ∈ X, then {x} ∩ {x} 6= ∅ implies by (SP3) that
xδx. Consequently, U [x] ∩ x 6= ∅ so that (x, x) ∈ U . Hence ∆ ⊂ U .

(M4): Suppose that this is not true. Then there exists A ∈ P (X) and
U, V ∈ U such that for every W ∈ U there exists x ∈ W [A] such that
x 6∈ U [A] ∩ V [A]. For each W ∈ U let B(W ) = {x : x ∈ W [A] and x 6∈
U [A]∩V [A]}. Let B = ∪{B(W ) : W ∈ U}. Let us suppose that there exists
Ua ∈ U such that Ua[A] ∩ B = ∅. Then, since B(Ua) ⊂ B, Ua[A] ⊂ U [A] ∩
V [A] holds, but, by assumption, this is not possible. Hence M [A]∩B 6= ∅ for
all M ∈ U , so that AδB. Let B1 = B − U [A] and B2 = B − V [A]. Clearly,
U [A] ∩ B1 = ∅ and V [A] ∩ B2 = ∅, so that AδB1 and AδB2. Consequently,
by (SP4) Aδ(B1 ∪ B2). By the definition of B, B = B1 ∪ B2 holds. Hence
AδB which is a contradiction.

(M6): Let us suppose that (M6) is not true. Then there exist A,B ∈
P (X) and U ∈ U such that V [A] ∩ B 6= ∅ for all V ∈ U and every b ∈ B
and for every W ∈ U we have that W [b] ∩ (X − U [A]) 6= ∅. Consequently,
AδB and bδ(X − U [A]) for every b ∈ B, so that by (LO), Aδ(X − U [A]).
But U [A] ∩ (X − U [A]) = ∅, so that Aδ(X − U [A]). Hence our assumption
leads to a contradiction. ♣

Definition 2.4.2.1 The LO-proximity induced on X in the above theorem
is called the uniform LO-proximity and is denoted by δU .

Corollary 2.4.2.1 If (X,U) is an M-uniform space, then τU = τδU .

Proposition 2.4.2.1 If (X,U) is an M-uniformity on X, then:
(a) AδUB if and only if (A×B) ∩ U 6= ∅ for every U ∈ U ;
(b) A ¿ B if and only if there exists a U ∈ U such that U [A] ⊂ B.

Proof : (a) Let us suppose that (A × B) ∩ U 6= ∅ for every U ∈ U . Then
U [A] ∩B 6= ∅ for every U ∈ U , so that AδB.

Conversely, let us suppose that AδUB and U ∈ U . Then, since U [A]∩B 6=
∅, there exists a b ∈ U [A]∩B. Hence there exists a ∈ A for which (a, b) ∈ U
so that (A×B) ∩ U 6= ∅.

(b) Let us suppose that A ¿ B. Then AδX − B so that there exists a
U ∈ U such that U [A] ∩ (X −B) = ∅. Hence U [A] ⊂ B.

Conversely, let us suppose that there exists an U ∈ U such that U [A] ⊂
B. Then U [A] ∩ (X −B) = ∅. Hence AδUX −B so that A ¿ B. ♣
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Theorem 2.4.2.2 Let (X, δ) be an LO-proximity space. Then there exists
an M-uniformity U1δ on X such that δU1δ

= δ.

Proof : For every A, B ∈ P (X) let UA,B = X ×X − ((A× B) ∪ (B × A)).
Let V = {UA,B : AδB}. It is clear that V satisfies (M1) and (M3). We will
now show that AδB if and only if for some C, D, CδD and UC,D[A]∩B = ∅.
Let us suppose that AδB and that there exists t ∈ UA,B[A] ∩ B. Then
there exists s ∈ A such that (s, t) ∈ UA,B. But this is a contradiction since
(s, t) ∈ A × B. Hence UA,B[A] ∩ B = ∅. Consequently, let us suppose
that there exist C, D such that CδD and UC,D[A] ∩ B = ∅. We will first
assume that A ⊂ C ∪D; for, if t ∈ A − (C ∪D), then UC,D[t] = X and so
UC,D[A] = X, which is also a contradiction. Next, we will show that A ⊂ C
or A ⊂ D. Let us suppose that there exist t1, t2 ∈ A such that t1 ∈ C and
t2 ∈ D. Then UC,D[t1] = X −D and UC,D[t2] = X −C. But since CδD, we
know by (SP3) that (X−C)∪ (X−D) = X. Hence UC,D[t1]∪UC,D[t2] = X
so that UC,D[A] = X which is a contradiction. Consequently, A ⊂ C or
A ⊂ D. Let us suppose that the first case is true. Then UC,D[A] = X −D
so that B ⊂ D, and by Proposition 2.2.1.1, AδB. The proof in the second
case is similar.

By the above argument and Theorem 2.4.2.1 V also satisfies (M4) and
(M6). Consequently, by Theorem 2.4.1.4 U1δ = {U : U = U−1 and V ⊂
U for some V ∈ V} is an M-uniformity on X. It is clear that δU1δ

= δ. ♣

Corollary 2.4.2.2 A topology τ on X is the uniform topology for some
M-uniformity on X if and only if τ is a R0-topology.

Proof : This is an immediate consequence of Corollary 2.3.2.1 and Theorem
2.4.2.2. ♣

Corollary 2.4.2.3 An M-uniformity U1δ constructed in Theorem 2.4.2.2 is
totally bounded.

Proof : If UA,B ∈ U1δ and if (xa, yb) is any element of A×B, then UA,B[xa] =
X−B and UA,B[xb] = X−A, so that, since A∩B = ∅, UA,B[xa]∪UA,B[xb] =
X. ♣

Example 2.4.2.1 There exists an M-uniform space that does not satisfy
(M5).

Let δ be the usual proximity for the reals R. Let U1δ be the M-uniformity
on R as constructed in Theorem 2.4.2.2. Let A = [1, 2], B = [2, 3], A1 = [3, 4]
and B1 = [4, 5]. Clearly AδA1 and BδB1. We will show that there does not
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exist P, Q such that PδQ and UP,Q ⊂ UA,A1∩UB,B1 . For let us suppose that
there does exist such a P and Q. Then E1 = (A×A1) ∪ (B ×B1) ⊂ P ×Q
and E2 = (A1 × A) ∪ (B1 × B) ⊂ Q× P . But (3, 5) ∈ B × B1 implies that
(3, 5) ∈ E1 so that (3, 5) ∈ P ×Q and hence 3 ∈ P . Also, (3, 1) ∈ A1×A, so
that (3, 1) ∈ E2 and hence (3, 1) ∈ Q× P . This means that 3 ∈ Q. Hence,
P ∩Q 6= ∅, so that, by (SP3), PδQ which is a contradiction. ♣

2.4.3 Proximity class of M-uniformities

Definition 2.4.3.1 If δ is an LO-proximity on X, then the class of all
M-uniformities U on X such that δ = δU is called a proximity class of
M-uniformities on X and is denoted by π(δ).

Theorem 2.4.3.1 Let (X, δ) be an LO-proximity space. Then U1δ con-
structed in Theorem 2.4.2.2 is the smallest element of π(δ), where the partial
order on π(δ) is the set inclusion.

Proof : Let U ∈ π(δ). If UA,B ∈ U1δ, then AδB. According to Proposition
2.4.2.1 (a), there exists a V ∈ U such that (A × B) ∩ V = ∅. But since
V = V −1 we have that (B × A) ∩ V = ∅. Hence V ⊂ UA,B, so that
UA,B ∈ U . ♣

Theorem 2.4.3.2 Let (X, δ) be an LO-proximity space. The union B of an
arbitrary family of members of π(δ) is a base for an M-uniformity in π(δ).

Proof : It is clear that B satisfies (M1) and (M3). By the definition of π(δ),
AδB holds if and only if U [A]∩B 6= ∅ for every U ∈ B. Hence, by Theorem
2.4.2.1, B satisfies (M4) and (M6). Consequently, by Theorem 2.4.1.4, B is
a base for an M-uniformity on X which is clearly in π(δ). ♣

Corollary 2.4.3.1 Let (X, δ) be an LO-proximity. Then π(δ) has the big-
gest element.

Proof : It is an immediate consequence of Theorem 2.4.3.2. ♣

Definition 2.4.3.2 Let (X,U) be an M-uniform space. (X,U) is δ-correct
if there exists an LO-proximity δ on X such that the family S = {UA,B :
AδB} is a subbase for U . δ is called the generator proximity for U .
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Lemma 2.4.3.3 Let (A1, . . . , An) and (B1, . . . , Bn) be n-tuples of non-void
subsets of a set X. Let U = UA1,B1 ∩ . . . ∩ UAn,Bn and let I1 = {k1, . . . , kp}
and I2 = {j1, . . . , jq} be subsets of {1, 2, . . . , n}. Let us suppose that x0 ∈
(Ak1 ∩ . . .∩Akp ∩Bj1 ∩ . . .∩Bjq) and x0 6∈ Ai if i 6∈ I1 and x0 6∈ Bi if i 6∈ I2.
Then U [x0] = E, where E is equal to

(X −Bk1) ∩ . . . ∩ (X −Bkp) ∩ (X −Aj1) ∩ . . . ∩ (X −Ajq) .

Proof : To simplify the language we will abbreviate the hypothesis of the
lemma as follows: ”Let us suppose that x0 ∈ (Ak1∩ . . .∩Akp∩Bj1∩ . . .∩Bjq)
and let x0 be in no other Ai or Bi.” By De Morgan’s law U = X × X −⋃n

i=1[Ai×Bi)∪ (Bi×Ai)]. Let us suppose that t ∈ U [x0]. Then (x0, t) ∈ U ,
so that, since x0 ∈ (Ak1 ∩ . . . ∩Akp ∩Bj1 ∩ . . . ∩Bjq) we have that t 6∈ Bki ,
i = 1, . . . , p, and t 6∈ Aji , i = 1, . . . , q. Consequently, t ∈ E and U [x0] ⊂ E.
To show the reverse inclusion, let us suppose that there exists t1 ∈ E−U [x0].
Then (x0, t1) 6∈ U , so that (x0, t1) is an element of

⋃n
i=1[(Ai×Bi)∪(Bi×Ai)].

Let us suppose that (x0, t1) ∈ Am × Bm, where 1 6 m 6 n. Then, since
t1 ∈ E, we have that m 6= ki for i = 1, . . . , p, so that x0 ∈ Am and m 6∈ Ii,
which is a contradiction. Let us suppose that (x0, t1) ∈ Bm × Am, where
1 6 m 6 n, Then since t1 ∈ E, we have that m 6= ji for i = 1, . . . , q, so that
x0 ∈ Bm and m 6∈ I2, which is a contradiction. Hence E = U [x0]. ♣

Definition 2.4.3.3 Let (A1, . . . , An) and (B1, . . . , Bn) be n-tuples of non-
void subsets of a set X. Let I1 = {k1, . . . , kp} and I2 = {j1, . . . , jq} be any
two subsets of {1, . . . , n} and let

E = {x : x ∈ Ai ⇔ i ∈ I1 and x ∈ Bi ⇔ i ∈ I2} .

If E 6= ∅, we will call that the set E a residual intersection of the sets Ai

and Bi.

It is clear that residual intersections are mutually disjoint so that the
family B of all residual intersections of Ai and Bi provides a decomposition
of

⋃{Ai ∪Bi : i = 1, . . . , n} into mutually disjoint sets.

Theorem 2.4.3.3 Let (X,U) be a δ-correct M-uniform space. Then (X,U)
is totally bounded.

Proof : Let U ∈ U and let δ be a generating proximity for U . Then there
exists a finite family of sets A1, . . . , An and B1, . . . , Bn such that AiδBi for
i = 1, . . . , n and UA1,B1 ∩ . . . ∩ UAn,Bn = V ⊂ U . Now, if ∪{Ai ∪ Bi : i =
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1, . . . , n} 6= X, then, for any x0 ∈ X − ∪{Ai ∪ Bi : i = 1, . . . , n} we have
that V [x0] = X, and the theorem follows; so we assume that ∪{Ai ∪ Bi :
i = 1, . . . , n} = X. Let Q be the family of all residual intersections of Ai

and Bi. From each R ∈ Q let us choose one and only one point and let
us denote that point as xR. Let S = {xR : R ∈ Q}. Clearly, since Q
is finite, S is also finite. We will now show that V [S] = X. Let z ∈ X.
Since we assume that ∪{Ai ∪ Bi : i = 1, . . . , n} = X, we have that z ∈ R
for some R ∈ Q. Consequently, for some k1, . . . , kp and j1, . . . , jq, z ∈
Ak1∩. . .∩Akp∩Bj1∩. . .∩Bjq and z is in no other Ai or Bi. But by definition
of S there exists xR ∈ S such that xR ∈ Ak1 ∩ . . . ∩ Akp ∩ Bj1 ∩ . . . ∩ Bjq

and xR is in no other Ai or Bi. By Lemma 2.4.3.3 we have that V [xR] is
equal to (X − Bk1) ∩ . . . ∩ (X − Bkp) ∩ (X − Aj1) ∩ . . . ∩ (X − Ajq). But
since AiδBi for all i, we have that z 6∈ Bki

for i = 1, . . . , p and z 6∈ Aji for
i = 1, . . . , q. Consequently, z ∈ V [xR]. But z is an arbitrary point in X.
Hence V [S] = X, so that U [S] = X. ♣

Theorem 2.4.3.4 Let (X,U) be a δ-correct M-uniform space. Then (X,U)
has an open base.

Proof : Let U ∈ U . Then there exists a finite family of sets A1, . . . , An and
B1, . . . , Bn such that AiδBi for i = 1, . . . , n and V = UA1,B1∩ . . .∩UAn,Bn ⊂
U . But for each i, 1 6 i 6 n, Ai ⊂ Ai and Bi ⊂ Bi so that UAi,Bi

⊂ UAi,Bi .
But by Theorem 2.3.2.2 (a), AiδBi for i = 1, . . . , n, so that UAi,Bi

∈ U for
1 6 i 6 n. But it is easily shown that UAi,Bi

is open for i = 1, . . . , n. Hence
V is open. ♣

It is clear that U1δ as constructed in Theorem 2.4.2.2 has an open base;
for, if UA,B is an element of U1δ, then by the same argument that is given
above, we have that UA,B ⊂ UA,B; UA,B ∈ U1δ and UA,B is open.

Lemma 2.4.3.4 Let us suppose that {Ai} and {Bi}, i = 1, . . . , n, are finite
sequences of non empty subsets of a set X such that Bi ⊂ Ai for all i and
∪{Bi : i = 1, . . . , n} = X. Then we have that

F = X ×X −
n⋃

i=1

[[(X −Ai)×Bi] ∪ [Bi × (X −Ai)]] ⊂
n⋃

i=1

Ai ×Ai .

Proof : Let (x, y) ∈ F . Since ∪{Bi : i = 1, . . . , n} = X, we have that
(x, y) ∈ Bk1×Bk2 where 1 6 k1, k2 6 n. It is clear that (x, y) 6∈ (X−Ak2)×
Bk2 , so that x ∈ Ak2 , since y ∈ Bk2 . But Bk2 ⊂ Ak2 and therefore we have
that (x, y) ∈ Ak2 ×Ak2 . ♣
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Lemma 2.4.3.5 Let (X, δ) be a proximity space. Let U be a totally bounded
M-uniformity on X that is in a proximity class π∗(δ) of symmetric unifor-
mities on X. Then for every U ∈ U there exist sets A1, . . . , An and B1, . . . ,
Bn such that UA1,B1 ∩ . . . ∩ UAn,Bn ⊂ U and AiδBi for i = 1, . . . , n.

Proof : Let U ∈ U . We know that there exists V ∈ U such that V = V −1

and V ◦ V ◦ V ⊂ U . Since (X,U) is totally bounded, there exist the sets
B1, . . . , Bn such that

⋃n
i=1 Bi = X and

⋃n
i=1 Bi ×Bi ⊂ V . Let Ai = V [Bi].

Since V [Bi] ∩ (X − V [Bi]) = ∅, i = 1, . . . , n, we have that Bi ¿ Ai for
i = 1, . . . , n. Also, by a straightforward calculation, we can show that
Ai×Ai ⊂ V ◦V ◦V for i = 1, . . . , n. Hence we have that

⋃n
i=1 Ai×Ai ⊂ U .

By Lemma 2.4.3.4

X ×X −
n⋃

i=1

[[(X −Ai)×Bi] ∪ [Bi × (X −Ai)]] ⊂
n⋃

i=1

Ai ×Ai ,

so that UB1, X−A1 ∩ . . .∩UBn, X−An ⊂ U , and BiδX −Ai for i = 1, . . . , n. ♣

Theorem 2.4.3.5 A symmetric uniform space (X,U) is totally bounded if
and only if the family S = {UA,B : AδB} is a subbase for (X,U) for some
proximity δ on X.

Proof : Let us suppose that S = {UA,B : AδB} is a subbase for U for some
proximity δ on X. Then U is a δ-correct symmetric uniformity on X and,
hence, by Theorem 2.4.3.3, U is totally bounded.

Conversely, let us suppose that U is totally bounded. It is known (see
[317]) that for some proximity δ, U ∈ π∗(δ). Let us suppose that AiδBi for
i = 1, . . . , n. For each i = 1, . . . , n there exists a symmetric Vi ∈ U such
that (Ai ×Bi)∩ Vi = ∅ and hence such, that Vi ⊂ UAi,Bi . Consequently, we
have that V1 ∩ . . .∩Vn ⊂ UA1,B1 ∩ . . .∩UAn,Bn = U , so that U ∈ U . By this
fact and Lemma 2.4.3.5 there follows that the family S = {UA,B : AδB} is
a subbase for U . ♣

Lemma 2.4.3.6 Let (X, δ) be an LO-proximity space. Let (C1, . . . , Cn) and
(D1, . . . , Dn) be n-tuples of non empty subsets of X such that CiδDi for
i = 1, . . . , n. Then (C1 ∩ . . . ∩ Cn)δ(D1 ∪ . . . ∪Dn).

Proof : Let us suppose that (C1∩ . . .∩Cn)δ(D1∪ . . .∪Dn). Then, by (SP4)
there holds (C1∩. . .∩Cn)δDk for some k, 1 6 k 6 n. But (C1∩. . .∩Cn) ⊂ Ck,
so that by Proposition 2.2.1.1 CkδDk which is a contradiction. ♣
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Lemma 2.4.3.7 Let (X, δ) be an LO-proximity space. Then PδQ if and
only if there exist n-tuples (A1, . . . , An) and (B1, . . . , Bn) of subsets of X
such that (UA1,B1 ∩ . . . ∩ UAn,Bn)[P ] ∩Q = ∅ and AiδBi for i = 1, . . . , n.

Proof : If PδQ, then, by the same argument that is given at the beginning
of the proof of Theorem 2.4.2.2, UP,Q[P ] ∩Q = ∅.

Conversely, let V = UA1,B1 ∩ . . . ∩ UAn,Bn . Since V [P ] ∩ Q = ∅, P ⊂
∪{Ai ∪ Bi : i = 1, . . . , n} holds. Let E = {E1, . . . , Em} be the pairwise
disjoint family of all residual intersections of the sets Ai and Bi that have
a non empty intersection with P . Clearly, P ⊂ M = ∪{Ec : c = 1, . . . ,m}.
By Lemma 2.4.3.3, since E is a pairwise disjoint family, if t1 ∈ P ∩ Ec and
t2 ∈ P ∩ Ec where 1 6 c 6 m, then V [t1] = V [t2]. Let Fc = V [tc] for
c = 1, . . . , m, where tc is a fixed point in Ec. Then, V [P ] = ∪{Fc : c =
1, . . . , m} holds. But, since V [P ] ∩Q = ∅, we have that Q ⊂ X − V [P ], so
that by De Morgan’s law, Q ⊂ N where N = ∩{X − Fc : c = 1, . . . ,m}.
Let Ec ∈ E where 1 6 c 6 m. We may assume that Ec ⊂ E∗

c = Ak1 ∩ . . . ∩
Akp ∩ Bj1 ∩ . . . ∩ Bjq for some k1, . . . , kp, j1, . . . , jq and that Ec intersects
no other Ai or Bi. Consequently, by Lemma 2.4.3.3 and De Morgan’s law,
X − Fc = Bk1 ∪ . . . ∪ Bkp ∪ Aj1 ∪ . . . ∪ Ajq . Hence, by Lemma 2.4.3.6,
E∗

c δX − Fc where 1 6 c 6 m, so that by Proposition 2.2.1.1, EcδX − Fc

where 1 6 c 6 m. Hence, again by Lemma 2.4.3.6, MδN , so that, by
Proposition 2.2.1.1, PδQ. ♣

Lemma 2.4.3.8 Let (X,U) be a δ-correct M-uniform space with a generat-
ing proximity δ. Then δU = δ.

Proof : Let us suppose that PδQ. Then, by Lemma 2.4.3.7, there exists
U ∈ U such that U [P ] ∩Q = ∅, so PδUQ.

Conversely, let us suppose that PδUQ. Then there exists V ∈ U such
that V [P ] ∩Q = ∅ so that, by Lemma 2.4.3.7, PδQ. ♣

Theorem 2.4.3.6 Let (X, δ) be an LO-proximity space. In π(δ) there exists
one and only one δ-correct M-uniformity U2δ on X.

Proof : Let S = {UA,B : AδB} and let B = {all finite intersectins of mem-
bers of S}. It is clear that B satisfies (M1) and (M3). By Lemma 2.4.3.7
and Theorem 2.4.2.1 we have that B also satisfies (M4) and (M6). Conse-
quently, by Theorem 2.4.1.4, we have that U2δ = {U : U = U−1 and U ⊂
V for some V ∈ B} is an M-uniformity on X. It is clear that U2δ is δ-correct,
and that U2δ ∈ π(δ) by Lemma 2.4.3.8. We will now show that U2δ is the
only δ-correct M-uniformity on X that is in π(δ). For this, let us suppose
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that V ∈ π(δ) and that (X,V) is δ-correct uniformity with generating prox-
imity δ1. Clearly, δ1 6= δ if U2δ 6= V. But by Lemma 2.4.3.8 we have that
δV = δ1 which is a contradiction, since we assume that V ∈ π(δ). Hence
V = U2δ. ♣

Let us note that, if U, V ∈ U2δ (as constructed in proof of above theorem),
then U ∩ V ∈ U2δ. Hence if δ is the usual proximity of the reals R, then
U1δ (as constructed in the proof of Theorem 2.4.2.2) is properly contained
in U2δ. Hence we can see that a proximity class of M-uniformities may
contain two distinct, totally bounded uniformities. It can easily be shown
that a proximity class may contain more than two distinct, totally bounded
uniformities.

Corollary 2.4.3.2 Let (X, δ) be a proximity space. There exists in π(δ)
one and only one totally bounded symmetric uniformity on X.

Proof : By Theorem 2.4.3.5 and Theorem 2.4.3.6 it is sufficient to show
that U2δ satisfies (M7). Let us note that if Vi ◦ Vi ⊂ Ui for i = 1, . . . , n,
then (V1 ∩ . . . Vn) ◦ (V1 ∩ . . . ∩ Vn) ⊂ U1 ∩ . . . ∩ Un, where Vi and Ui are
subsets of X × X for i = 1, 2, . . . , n. Consequently, it is sufficient to show
that for each UA,B ∈ U2δ there exists a V ∈ U2δ such that V ◦ V ⊂ UA,B.
We will now show the existence of such a V . By Proposition 1.1.1.3 there
exist sets C and D such that C ∩ D = ∅ and A ¿ C and B ¿ D. Let
V = UA,X−C ∩ UB,X−D. We will show that V ◦ V ⊂ UA,B. Let us suppose
that (x, y) ∈ V and (y, z) ∈ V . We must show that (x, z) ∈ UA,B or,
equivalently, that (x, z) 6∈ (A × B) ∪ (B × A). Clearly, if x 6∈ A ∪ B, then
for every t ∈ X, (x, t) ∈ UA,B holds. Hence we may assume that x ∈ A∪B.
Two cases now occur. Case 1: x ∈ A and case 2: x ∈ B. These are the only
possibilities for x since A ∩B = ∅.

If x ∈ A, then z 6∈ B. Let us suppose that z ∈ B. Then (y, z) ∈ C ×B.
But since C ∩D = ∅, i.e. C ⊂ X −D, we have that C ×B ⊂ (X −D)×B.
Hence (y, z) 6∈ V which is a contradiction. Therefore, if x ∈ A, then (x, z) 6∈
A×B, so that (x, z) ∈ UA,B.

By a similar argument we get that x ∈ B implies z 6∈ A. Now from
x ∈ B, there follows (x, z) 6∈ B ×A, so that (x, z) ∈ UA,B. ♣

The uniformity U2δ satisfies (M.5), but might fail to satisfy (M7). For,
let (X, τ) be any R0-topological space which is not completely regular. Let
us define the relation δ0 on P (X) by Aδ0B if and only if A∩B 6= ∅, so that
τδ0 = τ . Then U2δ0 cannot satisfy (M7): for, if so, then U2δ0 would be a
symmetric uniformity and hence τ would be a completely regular topology.
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2.4.4 Complete M-uniform spaces

Definition 2.4.4.1 Let (X,U) be an M-uniform space. A filter F on X is
weakly Cauchy with respect to the uniformity U if for every U ∈ U there
exists x ∈ X such that U [x] ∈ F . F is Cauchy filter with respect to U if
for every U ∈ U there exists A ∈ F such that A×A ⊂ U .

Definition 2.4.4.2 A Cauchy filter in (X,U) is an infrafilter if it does
not properly contain a Cauchy filter.

Definition 2.4.4.3 An M-uniform space (X,U) (or M-uniformity U) is
complete if every weakly Cauchy filter on X has a cluster point in X.
(X,U) is ∆-complete if, whenever (X,U) is uniformly isomorphic to a
dense subspace (Xa,Ua) of (Xb,Ub), then Xa = Xb.

In a similar way we define a ∆-complete (separated) correct uniform
space by taking Ua and Ub to be (separated) correct uniformities.

Definition 2.4.4.4 An M-uniform space (Xb,Ub) is a completion of the
M-uniform space (X,U) if (Xb,Ub) is complete and (X,U) is uniformly iso-
morphic to a dense subspace (Xa,Ua) of (Xb,Ub).

Proposition 2.4.4.1 Every Cauchy filter on (X,U) is weakly Cauchy filter.

Proof : Let U ∈ U . There exists F ∈ F such that F × F ⊂ U . Let x0 ∈ F .
Then F ⊂ U [x0] so that U [x0] ∈ F . ♣

The following theorem points out that it is not reasonable to require
every weakly Cauchy filter in an M-uniform space to converge in order for
the space to be ”complete”.

Proposition 2.4.4.2 If (X, τ) is a connected R0-topological space, then
there exists a totally bounded M-uniformity U on X such that τU = τ and
every filter in X is weakly Cauchy with respect to U .

Proof : We know by Corollary 2.3.2.1 that there exists an LO-proximity δ
on X such that τδ = τ . Let U1δ be the uniformity on X that we constructed
in the proof of Theorem 2.4.2.2. U1δ ∈ π(δ), so that τU1δ

= τ . Let U ∈ U1δ.
Then there exist sets A ⊂ X and B ⊂ X such that UA,B ⊂ UA,B ⊂ U . But
since τ is connected, there exists x0 ∈ X − (A ∪ B), so that UA,B[x0] = X.
Hence every filter on X is weakly Cauchy with respect to U . ♣
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Example 2.4.4.1 There exists an M-uniform space (X,U) and there exists
a filter F on X such that F is weakly Cauchy with respect to U , but F is
not Cauchy with respect to U .

Indeed, let (X, τ) be any connected T1-topological space with at least
two distinct points. By Corollary 2.3.2.1 there exists an LO-proximity δ on
X such that τδ = τ . Since τ is T1, it follows by Proposition 2.4.1.3 that δ is
separated. Let U1δ be the uniformity on X constructed in Theorem 2.4.2.2.
Let us consider the filter F = {X} on X. As it was shown in the proof of
Proposition 2.4.4.2, F is weakly Cauchy with respect to U1δ. Let x1 and x2

be any two distinct points in X. Let us consider Ux1,x2 . Since δ is separated,
x1δx2, so that Ux1,x2 ∈ U1δ. Hence F is not Cauchy filter with respect to
U1δ.

Proposition 2.4.4.3 If an M-uniform space (X,U) has an open base, then
every convergent filter on X relative to τU is a Cauchy filter.

Proof : Let U ∈ U . Since U has an open base, there exists U1 ∈ U such that
U1 ⊂ U and U1 is open in the product topology on X ×X. Let us suppose
that F is a filter on X which converges to x0. Since U1 is open, there exists
an open set A ∈ Nx0 , where Nx0 is a neighborhood system of the point x0,
such that A × A ⊂ U1. But A ∈ F . Hence F is Cauchy with respect to U .
♣
Proposition 2.4.4.4 Every convergent filter on an M-uniform space (X,U)
is a weakly Cauchy filter.

Proof : Let F be a filter on X which converges to x0 ∈ X relative to τU . If
U ∈ U , then, by Corollary 2.4.1.1, U [x0] is an element of the neighborhood
system of the point x0. Hence U [x0] ∈ τ . ♣
Proposition 2.4.4.5 Let (X,U) be a correct uniform space. A filter F on
X is Cauchy with respect to U if it is weakly Cauchy with respect to U .

Proof : Let us suppose that F is a weakly Cauchy filter with respect to U .
If U ∈ U , then there exists a V ∈ U such that V ◦ V ⊂ U ; there also exists
x0 ∈ X such that V [x0] ∈ F . Let (a, b) ∈ V [x0] × V [x0]. Then a ∈ V [x0]
and b ∈ V [x0]. Consequently, (a, b) ∈ V ◦ V ⊂ U . ♣

The following facts about infrafilters are easily established.

Proposition 2.4.4.6 Let F be an infrafilter and let F1 be a Cauchy filter in
a correct uniform space (X,U). Let U(F1) = {U [F ] : F ∈ F1 and U ∈ U}.
Then
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(a) U(F1) is an infrafilter contained in F1;
(b) F1 is an infrafilter if and only if, for every A ∈ F1, there exists a

B ∈ F1 and a U ∈ U such that U [B] ⊂ A;
(c) the neighborhood system Nx of the point x is an infrafilter in (X,U);
(d) F has an open base;
(e) for every U, V ∈ U there exists a W ∈ U such that, if F ∈ F and

F × F ⊂ W , then F × F ⊂ U ∩ V ;
(f) if (Xa,Ua) is a dense subspace of a correct uniform space (Xb,Ub) and

if F0 is an infrafilter in (Xb,Ub), then B = {U [F ]∩Xa : F ∈ F0 and U ∈ Ub}
is a base for an infrafilter F∗0 in (Xa,Ua). ♣

Let us note that in the proof of Proposition 2.4.1.1 we actually only used
the following weak form of (M4):

(M∗
4 ) for every x ∈ X and U, V ∈ U there exists a W ∈ U such that

W [x] ⊂ U [x] ∩ V [x].

Definition 2.4.4.5 Let X be a non empty set. A non empty subset U of
P (X ×X) is a semi-correct uniformity on X if U satisfies (M2), (M3),
(M∗

4 ), (M7) and (M8).

By the above statement, if (X,U) is a semi-correct uniform space, then
the function g : P (X) → P (X) defined by x ∈ g(A) if and only if U [x]∩A 6=
∅ for all U ∈ U , is a Kuratowski closure function. By a straightforward
computation it is possible to show that if (Xa,Ua) is a dense subspace of
the semi-correct uniform space (Xb,Ub), then (Xa,Ua) is a separated correct
uniform space if and only if (Xb,Ub) is a separated correct uniform space.
Also, it is easy to show that a subset B of P (X × X) is a base for some
semi-correct uniformity on X if and only if B satisfies (M2), (M3), (M∗

4 )
and (M7).

Theorem 2.4.4.1 Let (X,U) be a separated, correct uniform space. Then
the following statements are equivalent:

(a) (X,U) is ∆-complete;
(b) every infrafilter is a neighborhood system of some point;
(c) every Cauchy filter on (X,U) converges;
(d) (X,U) is complete.

Proof : (a) ⇒ (b): The neighborhood system of the point x will be denoted
by Nx. Let us suppose that there exists at least one infrafilter on X which
is not a neighborhood system of a point in X. Let Xb be the family of all
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infrafilters on X. Let Xa be the family of all neighborhood systems of the
points in X. It is clear that Xa ⊂ Xb. For each U ∈ U let U = {(P1, P2) :
F × F ⊂ U for some F ∈ P1 ∩ P2}. Let B = {U : U ∈ U}. To show that
B is a base for a semi-correct uniformity Ub on Xb, it is sufficient to prove
that B satisfies (M2), (M3), (M∗

4 ) and (M7).
(M2): Let us suppose that P1, P2 ∈ Xb, P1 6= P2 and (P1, P2) ∈ U for

every U ∈ B. Then, for every U ∈ U there exists F ∈ P1 ∩ P2 such that
F × F ⊂ U . Hence P3 = P1 ∩ P2 is a Cauchy filter, so that, since P3 ⊂ P1

and P3 ⊂ P2 we have by Definition 2.4.4.1 that P1 = P2 = P3 which is a
contradiction.

(M3) Since U = U−1 for every U ∈ U , it is clear that U
−1 = U for every

U ∈ B.
(M∗

4 ): Let P ∈ X and let U, V ∈ B. By Proposition 2.4.4.6 (e), there
exists W ∈ B such that for all F ∈ P if F × F ⊂ W then F × F ⊂ U ∩ V .
We claim that W [P ] ⊂ U [P ] ∩ V [P ]. For, let us suppose that P1 ∈ W [P ].
Then (P, P1) ∈ W , so that there exists F ∈ P ∩ P1 such that F × F ⊂ W
and hence F × F ⊂ U ∩ V . Consequently, P1 ∈ U [P ] ∩ V [P ].

(M7): Let us suppose that U ∈ B. There exists V ∈ U such that V ⊂ U
and V ◦V ⊂ U . We claim that V ◦V ⊂ U . Let us suppose that (P1, P2) ∈ V
and let (P2, P3) ∈ V . Then there exists F ∈ P1 ∩ P2 such that F × F ⊂ V
and there exists G ∈ P2 ∩ P3 such that G × G ⊂ V . But this implies that
E × E ⊂ U for some E ∈ P1 ∩ P3. Hence (P1, P3) ∈ U . (Let E = G ∪ F .)

Consequently, Ub = {U : U = U
−1 and V ⊂ U for some V ∈ B} is a

semi-correct uniformity on Xb.
Let us consider the mapping h : X → Xb defined by h(x) = Nx. Since

(X,U) is separated, τU is T0, so that h is 1-1. Clearly, h is onto Xa. Let
U ∈ B. There exists an open set V ∈ U such that V ⊂ U and V ◦ V ⊂ U .
Let us suppose that (x, y) ∈ V . Then, by a straightforward calculation, it
can be shown that if F = V [x]∩V [y], then F ×F ⊂ U and F ∈ Nx∩Ny, so
that (Nx,Ny) ∈ U . Conversely, let us suppose that (Nx,Ny) ∈ U . Then it
immediately holds that (x, y) ∈ U . Hence we have that (X,U) is uniformly
isomorphic to (Xa,Ua) where Ua is the relativization of Ub to Xa.

Let us suppose that P1 is any point in Xb. Let U be any element of
B. (P1, P2) ∈ U , so that, by Proposition 2.4.4.6 (d), there exists an open
set F ∈ P1 such that F × F ⊂ U . Let x0 ∈ F . Then F ∈ Nx0 , so
that (P1,Nx0) ∈ U . Hence Xa is dense in Xb. Consequently, (Xb,Ub) is a
separated correct uniform space.

Thus we can see that if there exists at least one infrafilter which is
not the neighborhood system of some point in X, then it is possible to
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construct a separated correct uniform space (Xb,Ub) such that (X,U) is
uniformly isomorphic to a dense subspace (Xa,Ua) of (Xb,Ub) and Xa 6= Xb.
Consequently, (X,U) is not ∆-complete.

(b) ⇒ (a): Let us suppose that (X,U) is not ∆-complete. Then (X,U) is
uniformly isomorphic to a dense subspace (Xa,Ua) of (Xb,Ub) and Xa 6= Xb.
Let us suppose that P ∈ Xb −Xa. Let F = NP . Since F is an infrafilter,
by Proposition 2.4.4.6, it induces in (Xa,Ua) an infrafilter F∗. But, by
hypothesis, F∗ = NP1 for some point P1 ∈ Xa. Hence P ∈ ∩{F : F ∈ F}
and P1 ∈ ∩{F : F ∈ F}. But since F is a Cauchy filter, this means that
(P, P1) ∈ U for every U ∈ Ub, and since (Xb,Ub) is separated, this is a
contradiction.

(b) ⇒ (c): Let F be a Cauchy filter in (X,U). By Proposition 2.4.4.6
(a), F contains an infrafilter F1 in (X,U). But, by hypothesis, F1 = Nx0

for some x0 ∈ X. Hence F converges to x0.
(c) ⇒ (b): Let F be an infrafilter in (X,U). By hypothesis, Nx0 ⊂ F for

some x0 ∈ X. But Nx0 is a Cauchy filter in (X,U). Hence F = Nx0 .
(c) ⇒ (d): Let F be a weakly Cauchy filter with respect to U . By

Proposition 2.4.4.5 F is a Cauchy filter with respect to U . But then F is
convergent and hence has a cluster point.

(d) ⇒ (c): Let F be a Cauchy filter with respect to U . By Proposition
2.4.4.1 F is a weakly Cauchy filter with respect to U and hence has a cluster
point. By Proposition 2.4.4.6 (g), F is convergent. ♣

Proposition 2.4.4.7 If (X,U) is a totally bounded M-uniform space, then
every ultrafilter on X is a weakly Cauchy filter.

Proof : Let F be an ultrafilter in (X,U) and let V ∈ U . There exist
x1, x2, . . . , xn in X such that X = V [x1] ∪ . . . ∪ V [xn]. But then, since
X ∈ F , there holds by Proposition 2.4.4.6 (c), that for some m, where
1 6 m 6 n, V [xm] ∈ F . ♣

Theorem 2.4.4.2 An M-uniform space (X,U) is complete and totally bo-
unded if and only if (X, τU ) is compact.

Proof : Let us assume that (X, τU ) is compact and let U ∈ U . Let us
consider the family {U [x] : x ∈ X}. By Corollary 2.4.1.1, for each x ∈ X,
Int U [x] 6= ∅ holds. Therefore for each x ∈ X there exists an open set Ox

such that x ∈ Ox ⊂ U [x]. Hence, since τU is compact, there exist x1, . . . , xn

such that X = U [x1] ∪ . . . ∪ U [xn], so that (X,U) is totally bounded. Let
F be a weakly Cauchy filter. Since τU is compact, F has a cluster point, so
that (X,U) is complete.
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Conversely, let F be an ultrafilter on X. Since (X,U) is totally bounded,
F is a weakly Cauchy filter by Proposition 2.4.4.7. But since (X,U) is
complete, F has a cluster point, so that by Proposition 2.4.4.6 (d), F is
convergent. Consequently, by Proposition 2.4.4.6 (f), τU is compact. ♣
Corollary 2.4.4.1 Let (X,U) be a separated, correct uniform space. Then
(X, τU ) is compact if and only if (X,U) is totally bounded, and every in-
frafilter on X is a neighborhood system of some point in X.

Proof : This is an immediate consequence of Theorem 2.4.4.1 and Theorem
2.4.4.2. ♣
Corollary 2.4.4.2 Every closed subspace (Y,V) of a complete M-uniform
space (X,U) is a complete space.

Proof : Let (Y,V) be a closed subspace of (X,U). Let F1 be any weakly
Cauchy filter on Y relative to V. F1 can be considered as a filter base for a
filter F∗1 on X. It is clear that F∗1 is a weakly Cauchy filter on X, relative
to U and hence has a cluster point x0 ∈ X. But then x0 is a cluster point
of F1, so that x0 is an accumulation point of Y . Since Y is closed, x0 ∈ Y .
Hence (Y,V) is complete. ♣
Definition 2.4.4.6 Let (X, τ) be a topological space. Let U be any structure
on X which generates a topology τU on X. Then U is compatible with the
topology τ if τU = τ .

Theorem 2.4.4.3 A R0 topological space (X, τ) is compact if and only if
it is complete with respect to every compatible M-uniformity U on X.

Proof : Let (X,U) be compatible with (X, τ). By Theorem 2.4.4.2, (X,U)
is complete.

Conversely, we know by Corollary 2.3.2.1 that there exists a an LO-proxi-
mity δ on X such that τδ = τ . Let U1δ be the M-uniformity on X constructed
in Theorem 2.4.2.2. We know that τU1δ

= τ , so that, by hypothesis, U1δ

is complete. But, by Corollary 2.4.2.3 U1δ is totally bounded. Hence by
Theorem 2.4.4.2, τ is compact. ♣

Let us note the analogy between the above theorem and the theorem of
Niemytzki and Tychonoff who states that a metrizable topological space is
compact if and only if it is complete in every compatible metric (see [241]).
Also, let us recall the theorem of Doss which states that a completely regular
space (X, τ) is compact if and only if it is complete with respect to every
compatible uniformity U on X (see [89]).
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Proposition 2.4.4.8 An M-uniform space (X,U) is totally bounded if and
only if every filter on X is contained in a weakly Cauchy filter.

Proof : Let us suppose that (X,U) is totally bounded and let F be a filter
on X. By Proposition 2.4.4.6 (b), F is contained in an ultrafilter F1 which,
by Proposition 2.4.4.7, is a weakly Cauchy filter.

Conversely, let us suppose that every filter on X is contained in a weakly
Cauchy filter. Let U ∈ U . For every finite subset E ⊂ X let us as-
sume that U [E] 6= X, so that X − U [E] 6= ∅. The family {X − U [E] :
E is a finite subset of X } is easily shown to be a base for a filter, which
is, by hypothesis, contained in a weakly Cauchy filter F . For some point
x0 ∈ X U [x0] ∈ F is true. On the other hand, since {x0} is a finite set,
X − U [x0] ∈ F . But since U [x0] ∩ (X − U [x0]) = ∅, we have that ∅ ∈ F
which is a contradiction. ♣

Proposition 2.4.4.9 Let an M-uniform space (X,U) be a totally bounded,
dense subspace of M-uniform space (Xa,Ua). If every element of every
weakly Cauchy filter on Xa has a non empty interior (relative to τUa), and
if every weakly Cauchy filter (relative to U) on X has a cluster point in Xa,
then (Xa,Ua) is complete.

Proof : Let F be a weakly Cauchy filter on Xa such that Int F 6= ∅ for
every F ∈ F . Since X is dense in Xa, F ∩ X 6= ∅ for every F ∈ F . Let
B = {F ∩X : F ∈ F}. Clearly, B is a base for a filter F1 on X which is,
by Proposition 2.4.4.8, contained in a weakly Cauchy filter F2 on X. But,
by hypothesis, F2 has a cluster point x0 ∈ Xa. Let U ∈ Ua and let F ∈ F .
Then U [x0] ∩ (F ∩ X) 6= ∅, so that U [x0] ∩ F 6= ∅. Hence x0 is a cluster
point for F and (Xa,Ua) is complete. ♣

Theorem 2.4.4.4 If an M-uniform space (X,U) is separated and ∆-comp-
lete, then every weakly Cauchy filter on X is the neighborhood system of
some point in X.

Proof : The neighborhood system of the point x will be denoted by Nx. Let
us suppose that there exists at least one weakly Cauchy filter on X which
is not the neighborhood system of a point in X. Let Xb be the family of
all weakly Cauchy filters on X. Let Xa be the family of all neighborhood
systems of the points in X. It is clear that Xa ⊂ Xb. To construct the
uniformity Ub on Xb in the proper way, let us assign to each filter P in the
set Xb a point xP ∈ X in the following way: xP = x1 if P = Nx1 , and
xP is any point in X if P 6= Nx for every x ∈ X. For each U ∈ U let
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U = {(P1, P2) : (xP1 , xP2) ∈ U}. Let B be equal to {U : U ∈ U}. We will
show that B is a base for an M-uniformity Ub on Xb. By Theorem 2.4.1.4 it
is sufficient to show that B satisfies (M1), (M3), (M4) and (M6).

(M1): Let U ∈ B. Since (xP , xP ) ∈ U for every P ∈ Xb we have that
(P, P ) ∈ U for every P ∈ Xb.

(M3): Since U = U−1 for every U ∈ U , we have that U
−1 = U for every

U ∈ B.
(M4): Let A∗ ⊂ Xb and let U, V ∈ B. Let A = {xP : P ∈ A∗}. There

exists, by (M4), a W ∈ U such that W [A] ⊂ U [A] ∩ V [A]. Let P1 ∈ W [A∗].
Then (Pa, P1) ∈ W for some Pa ∈ A∗, so that (xPa , xP1) ∈ W . Consequently,
xP1 ∈ W [A], so that xP1 ∈ U [A] ∩ V [A]. But this means that there exists
xPr ∈ A and xPs ∈ A such that (xPr , xP1) ∈ U and (xPs , xP1) ∈ V , so
that P1 ∈ U [A∗] ∩ V [A∗]. Hence, there exists a W ∈ B such that W [A∗] ⊂
U [A∗] ∩ V [A∗].

(B6): Let A∗, B∗ ⊂ Xb and let U, V ∈ B. Let us suppose that V [A∗] ∩
B∗ 6= ∅. Let A = {xP : P ∈ A∗}, B = {xP : P ∈ B∗} and let Pc ∈
V [A∗]∩B∗. Then Pc ∈ V [A∗] and Pc ∈ B∗, so that for some Pa ∈ A∗ we have
that (Pa, Pc) ∈ V and hence (xPa , xPc) ∈ V . Consequently, since V is any
element in B, V [A]∩B 6= ∅ for all V ∈ U . But by (M6) there exists a W ∈ U
and an element xPb

∈ B such that W [xPb
] ⊂ U [A]. Let P1 ∈ W [Pb]. Then

(xPb
, xP1) ∈ W and xP1 ∈ W [xPb

], so that there exists an xPd
∈ A such that

(xPd
, xP1) ∈ U or equivalently, (Pd, P1) ∈ U and P1 ∈ U [A∗]. Hence W [Pb] ⊂

U [A∗]. Consequently, Ub = {U : U = U
−1 and V ⊂ U for some V ∈ B} is

an M-uniformity on Xb.
Let us consider the mapping h : X → Xb defined by h(x) = Nx. Since

(X,U) is separated, τU is T0, so that h is 1-1. Clearly h is onto Xa. Let
U ∈ U and let (x, y) ∈ U . Then (Nx,Ny) ∈ U . Conversely, let us suppose
that (Nx,Ny) ∈ U . Then (x, y) ∈ U . Hence (X,U) is uniformly isomorphic
to (Xa,Ua) where Ua is the relativization of Ub to Xa.

Let us suppose that P1 is any point in Xb. Let U be any element of B.
(P1, P1) ∈ U , so that (xP1 , xP1) ∈ U . Hence (P1,Nx) ∈ U , so that Xa is
dense in Xb.

Thus we can see that if there exists at least one weakly Cauchy filter
which is not the neighborhood system of some point in X, then it is possi-
ble to construct an M-uniform space (Xb,Ub) such that (X,U) is uniformly
isomorphic to a dense subspace (Xa,Ua) of (Xb,Ub) and Xa 6= Xb. Conse-
quently, (X,U) is not ∆-complete. ♣

If (Xb,Ub), as constructed in the proof of Theorem 2.4.4.4, is complete,
then (X,U) is complete. To prove this fact, let us suppose that F is a weakly
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Cauchy filter on X and let F∗ = {h(F ) : F ∈ F}. It is obvious that F∗ is a
base for a filter F∗1 ∈ Xb, where F∗1 is a weakly Cauchy filter with respect to
Ub. Thus F∗1 has a cluster point P1 ∈ Xb. P1 is also a cluster point for F∗.
Let F ∈ F and F ∗ = h(F ). Let U ∈ U . Then there exists Nx1 ∈ U [P1]∩F ∗,
so that x1 ∈ U [xP1 ] ∩ F . Consequently, xP1 is a cluster point for F1 and
(X,U) is complete. Thus we see that the construction used in the proof of
Theorem 2.4.4.4 does not yield a completion for (X,U).

Theorem 2.4.4.5 Every separated correct uniform space has a unique com-
pletion.

Proof : We will show that (Xb,Ub), as constructed in the proof of Theorem
2.4.4.1, is complete. Let U ∈ B and let F be an infrafilter in (Xb,Ub).
By Proposition 2.4.4.6 (f), F induces in Xa the infrafilter F∗ in (Xa,Ua)
which is the natural image under the mapping h (as defined in the proof of
Theorem 2.4.4.1) of the filter F in (X,U). We will now show that F , which,
of course, is an element of Xb, is a cluster point for F . By Proposition 2.4.4.6
(d) there exists an open G ∈ F such that G × G ⊂ U . Let G∗ = G ∩ X.
Let G = h−1(G∗). It is clear that G is open in X, G ∈ F and G×G ⊂ U .
Hence for every x ∈ G we have that Nx ∈ U [F ], so that G∗ ⊂ U [F ]. But by
Proposition 2.4.4.6 (f) every element of F meets G∗. Hence F is a cluster
point for F . But by Proposition 2.4.4.6 (g), NF ⊂ F , so that, since F is an
infrafilter, F = NF . Consequently, by Theorem 2.4.4.1, (Xb,Ub) is complete.

That the completion is unique is shown in a straightforward manner. ♣

The existence of a completion for more general types of M-uniform spaces
is an open question.

Historical and bibliographic notes

The results of this section are based on papers [201] and [202] by M.
W. Lodato, the paper [217] by Mordkovich and paper [94] by V. A. Efre-
movich, A. G. Mordkovich and V. Ju. Sandberg. In papers [219] by C. J.
Mozzochi the notion of an M-uniform space is generalized in such a way
that every uniformity of that kind generates an LO-proximity in a natural
way. It is then shown that the classical theorem, which states that every
proximity class of M-uniformities contains one and only one totally bounded
uniformity, can be generalized to these M-uniform and LO-proximity spaces
in such a way that the classical theorem follows as an immediate corollary.
Generalizations and partial generalizations are also obtained for many other
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classical theorems concerning a uniform continuity, uniform convergence,
convergence in proximity, completeness and compactness.

The correct spaces of Efremovich, Mordkovich and Sandberg are a special
subclass of M-uniform spaces. The axioms for the correct spaces are almost
as strong as those for an M-uniform space.

All the results of this section were proved by C. J. Mozzoochi in [219]
(see also [220], [222], [223] and [224]).

2.5 R- and RC-proximity spaces

2.5.1 The notion and basic properties of R-proximities

Definition 2.5.1.1 A semi-proximity relation δ defined on the power set of
X is called an R-proximity if it satisfies the following condition:

(R) (Axiom of regularity ) if {x}δA , then there is B ⊂ X such
that {x}δX −B and BδX −A .

An R-proximity δ is separated if it is a separated semi-proximity. The pair
(X, δ), where δ is a (separated) R-proximity, is referred to as a (separated)
R-proximity space.

Clearly the concept of an R-proximity is a generalization of the Efre-
movich proximity.

Proposition 2.5.1.1 If (X, δ) is an R-proximity space, then it is an S-
proximity space.

Proof : The proof is essentially the same as the one given in Proposition
2.3.1.1. ♣

Definition 2.5.1.2 A δ-neighborhood of a set A ⊂ X in an R-proximity
space (X, δ) is a set B such that AδX −B.

One can prove the following proposition in a manner similar to the proof
of Proposition 2.3.1.2.

Proposition 2.5.1.2 Let ¿ be a relation on P (X) such that the following
conditions are satisfied:

(a) ∅ ¿ A for each A ⊂ X;
(b) if A ¿ B, then A ⊂ B;
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(c) if A ⊂ A1 ¿ B1 ⊂ B, then A ¿ B;
(d) if A ¿ B1, i = 1, 2, then A ¿ B1 ∩B2;
(e) if A ¿ B, then X −B ¿ X −A;
(f) if x ¿ A, then there exists a set B ⊂ X such that x ¿ B ¿ A.

Then there exists a unique R-proximity δ for X such that A ¿ B if and
only if AδX −B, that is, the set B is a δ-neighborhood of the set A. ♣

Proposition 2.5.1.3 If A and B are subsets of an R-proximity space (X,
δ), then A ¿ B implies that

(a) A ⊂ cA ⊂ B , and (b) A ⊂ X − c(X −B) ⊂ B ,

where cA = {x : xδA}.

Proof : The proof of this inclusions is the same as the one given in Propo-
sition 2.3.1.1. ♣

Proposition 2.5.1.4 Let (X, δ) be a separated R-proximity space. The
function A → cA, where cA = {x ∈ X : xδA}, is a Kuratovski closure
function. The topology induced by the proximity δ is regular and c is the
closure operator induced by the topology.

Proof : It is sufficient to show that ccA = cA for every A ⊂ X. To verify
that ccA = cA, we need only to show that ccA ⊂ cA. Now if x 6∈ cA,
we have xδA, that is, x ¿ X − A, so by (P ) there exists a set B ⊂ X
such that x ¿ B ¿ X − A. According to Proposition 2.5.1.3 we have that
B ⊂ X − cA ⊂ X − A, and hence, from Proposition 2.5.1.2, we have that
x ¿ X − cA, which is equivalent to x 6∈ ccA.

We have now shown that c is the closure operator of the topology that
it induces: the closed sets are precisely the sets of the form cA for some
A ⊂ X. Now this fact, along with Proposition 2.5.1.3, shows that the
proximal neighborhood filter of each point of X is a regular filter (that is,
a filter with a base of open sets and a base of closed sets). In particular, the
proximal neighborhood filter of each point is contained in the neighborhood
filter of the point. Since, by the definition of the topology, the converse
inclusion also holds, equality of the two filters holds. It therefore holds that
the neighborhood filter of each point of the space is regular, that is, the
topology is regular. ♣

The next result includes a generalization of the converse of Proposition
2.5.1.4.
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Proposition 2.5.1.5 Let us suppose that Z is a regular topological space
and that X is a dense subspace of Z. Let us define a relation between subsets
of X by setting AδB if clZA ∩ clZB 6= ∅.

(a) The relation δ is a separated R-proximity on X.
(b) A filter on X is round if and only if it is the trace of a filter that is

regular on Z.

Proof : (a) (SP1)−(SP3) and (SP5) are immediate, and (SP4) follows from
the distributivity of the closure with respect to finite unions. To show (R),
we observe that if V is a neighborhood (in X) of x ∈ X, there exists a closed
neighborhood (in Z) B of x ∈ Z and an open neighborhood (in Z) W of
x ∈ Z such that W ∩X = V and B ⊂ W . Setting A = B ∩X, we find that
x ¿ A ¿ V .

(b) Let us suppose that γ is a round filter on X, and let ζ be the filter
on Z generated by {clZF : F ∈ γ}. Then ζ certainly has a base of closed
sets. Now if F ∈ γ and G ∈ γ with G ¿ F , then clZG ∩ clZ(X − F ) = ∅.
Since X is dense in Z, it also holds that clZF ∪ clZ(X − F ) = Z. It follows
that clZG ⊂ Z − clZ(X − F ) ⊂ clZF , and we have thus shown that ζ also
has a base of open sets. Thus ζ is a regular filter, and it clearly induces γ
on X.

Conversely, let us suppose that ζ is a regular filter on Z. Since X is
dense in Z and ζ has a base of open sets, every member of ζ intersects X
and so the trace γ on X of ζ exists. If V ∈ γ, so that V = W ∩X for some
open set W ∈ ζ, let P be any member of ζ such that clZP ⊂ W . Then if
Q = P ∩X there follows that clZQ∩ clZ(X−V ) = ∅, so Q ¿ V and Q ∈ γ.
Thus we have shown that γ is a round filter. ♣

The proximity defined on a regular space by declaring sets to be near if
their closures intersect is, according to Proposition 2.5.1.5, an R-proximity
that induces the topology of the space. We can state the following:

Theorem 2.5.1.1 A topology is regular if and only if it is the topology
induced by a separated R-proximity. ♣

There may, of course, be many R-proximities that induce a given regular
topology.

2.5.2 R-proximities and LO-proximities

There are three semi-proximities that can be defined on any T1 space and
that will be useful in the examples below. These semi-proximities are con-
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sidered in Example 2.2.2.1. It is appropriate here to observe that the semi-
proximities considered in Example 2.2.2.1 are more general than those that
we consider, since the property (SP5) need not be satisfied by the semi-
proximity of Example 2.2.2.1.

The proximities considered below do satisfy (SP5); however, since the
associated topologies are T1, the following results are readily established
from the definitions.

Proposition 2.5.2.1 If X is a T1 space, then AδcB if and only if AδwB
or both A and B are infinite. ♣
Proposition 2.5.2.2 If X is a T1 space, then the proximity δw is the finest
LO-proximity that induces the topology of X. ♣

If X is regular, then δw is an LR-proximity, that is, the separated
semi-proximity that is simultaneously an LO-proximity and an R-proximity.

Proposition 2.5.2.3 Let X be a T1 space with no isolated point. Then the
LO-proximity δc induces the topology of X and is not an R-proximity.

Proof : Let us suppose that δc is an R-proximity. Then the topology of X
is regular. If X has the cofinite topology, then it is finite and so every point
is isolated. If X does not have the cofinite topology, then there is x ∈ X
and a neighborhood V of x such that X − V is infinite. Now there is a
neighborhood W of x such that W ¿ V , and it follows that W is finite, and
therefore x is an isolated point. ♣
Corollary 2.5.2.1 There exists a compact Hausdorff space X such that δc

is not an R-proximity and thus δc 6= δw. ♣
The interest of the corollary lies in the fact that it has shown that we

can have two distinct LO-proximities inducing the topology of a compact
Hausdorff space, although, according to Proposition 2.5.2.4 below, δw is the
unique LR-proximity that induces the topology.

Lemma 2.5.2.1 Any proximity finer than an R-proximity and inducing the
same topology is also an R-proximity.

Proof : Let δ be an R-proximity and let us suppose that δ1 is a finer prox-
imity giving the same topology, and let us write À , > for the corresponding
proximal neighborhood relations. Now, if V > x, then, since both topologies
are the same, there also follows x ¿ V , and since δ is an R-proximity, there
is a W with x ¿ W ¿ V . It now follows, since δ1 is finer than δ, that
x 6 W 6 V . ♣
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Corollary 2.5.2.2 The proximity δs on a regular T1 space is an R-proxi-
mity.

Proof : It is finer than the R-proximity δw, and induces the same topology.
♣

Corollary 2.5.2.3 The proximity δs on a normal but not hereditarily nor-
mal (=completely normal) Hausdorff space is an R-proximity that is not an
LO-proximity. ♣

An example of a compact Hausdorff space for which the three proximities
δc, δw and δs are all distinct, is provided by an uncountable product of
unit intervals, since such a space is not hereditarily normal and has no
isolated points. This also shows that two distinct R-proximities can induce
the topology of a compact Hausdorff space. The following result is now quite
interesting; although LO-proximities and R-proximities need not be unique
on a compact Hausdorff space, the combined property is unique.

Proposition 2.5.2.4 The proximity δw is the only LR-proximity on a com-
pact Hausdorff space.

Proof : By Proposition 2.5.2.2 such a proximity is certainly coarser than
δw, so we need only to show that it is also finer than δw. This can be
shown by a device similar to the one usually used to show that a compact
Hausdorff space is normal. This is a generalization of the usual theorem
that a compact Hausdorff space has only one completely regular proximity.
♣

2.5.3 RC-proximities

First we will establish some properties of round filters with respect to an
R-proximity that will be needed in this subsection.

Proposition 2.5.3.1 Let (X, δ) be an R-proximity space. Then
(a) every round filter is a regular filter;
(b) every neighborhood filter is a maximal round filter;
(c) every round filter is contained in a maximal round filter;
(d) distinct maximal round filters contain disjoint open members.
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Proof : Property (a) follows from Proposition 2.3.1.1 and Proposition
2.5.1.3. Property (b) follows from (a) together with the facts that neigh-
borhood filters are round and maximal regular in a regular space. Property
(c) is established in the usual manner using Zorn’s lemma. To show (d), let
us observe that by (a), round filters are open filters. Also, if the sup of two
round filters is a filter, then by Proposition 2.5.1.2, this sup is a round filter.
Thus, if two round filters do not contain disjoint open sets, then their sup
is a round filter containing each, and this establishes (d). ♣

Definition 2.5.3.1 A topological space is said to be regular-closed if it is
regular, and cannot be nontrivially densely embedded in a regular space.

The term regular as used herein includes T1 separation.
Since every compact space is regular-closed, then any completely regular

space can be embedded in a regular-closed space, namely, any compactifi-
cation of it. It is known that a regular-closed space need not be compact
(see [26]); also, it is known that there exists a regular space that cannot be
densely embedded in a regular-closed space (see [141]).

Definition 2.5.3.2 A topological space is said to be an RC-regular space
if it can be densely embedded in a regular-closed space.

It follows from the above remarks that the class of RC-regular spaces
lies properly between the class of regular spaces and the class of completely
regular spaces.

We shall now give the axiom that is used for the connection with the
regular-closed spaces. It deals with a different type of neighborhood relation
between subsets of an R-proximity space X.

Definition 2.5.3.3 A subset B of X surrounds the subset A if every max-
imal round filter that intersects A (that is, every member of the filter inter-
sects A) contains B.

Definition 2.5.3.4 A separated R-proximity that satisfies the condition:

(RC) (axiom of RC-regularity) the subset B
surrounds the subset A if and only if A ¿ B ,

is said to be an RC-proximity.
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Proposition 2.5.3.2 Let Z be a regular-closed topological space, and let X
be a dense subspace of Z. If δ is a separated R-proximity induced on X by Z
by the method described in Proposition 2.5.1.5, then

(a) the relation δ is an RC-proximity on X;
(b) the maximal round filters on X are precisely the traces on X of the

neighborhood filters of the points of Z.

Proof : We will show (b) first. Since Z is regular, by Proposition 2.5.1.5 (b)
the trace γ of the neighborhood filter ζ of a point z ∈ Z is a round filter. If
η is a round filter and γ ⊂ η, by Proposition 2.5.1.5 (b) there exists a regular
filter ν on Z whose trace on X is η. Since ζ is a maximal regular filter, we
must have ν ⊂ ζ and thus η ⊂ γ. Conversely, if γ is a maximal round filter,
it is the trace on X of a regular filter on Z, and since Z is regular-closed,
this regular filter has a cluster point. The trace on X of the neighborhood
filter of this cluster point must be the given maximal round filter.

To show (a), let us suppose that A and B are the subsets of X and B ¿
A. By definition of the proximity this is equivalent to clZ(X−A)∩clZB = ∅.
Now if γ is a maximal round filter on X, then by (b) we know that γ is the
trace on X of the neighborhood filter of some point z ∈ Z. If γ intersects B,
then z ∈ clZB, and so there is a neighborhood V of z disjoint from X −A,
from which we find that A ∈ γ. We have thus shown that if B ¿ A, then A
surrounds B.

Conversely, let us suppose that A and B are subsets of X and that A
surrounds B. Let z ∈ clZB and let γ be the trace on X of the neighborhood
filter of z. Then by (b) γ is a maximal round filter. Since γ intersects B we
must have A ∈ γ, from which it follows that z 6∈ clZ(X −A). Thus B ¿ A.
♣

According to this proposition, we can now state:

Theorem 2.5.3.1 The topology of every RC-regular space is induced by an
RC-proximity. ♣

2.5.4 Absolutely closed RC-proximities

We now introduce a completness condition on RC-proximities that is a gener-
alization of a condition given by Smirnoff in [294]. It will prove to be charac-
teristic for a regular-closed space in the same way that Smirnoff’s condition
is characteristic for compact spaces. We will also show that a regular-closed
space has the topology induced by precisely one RC-proximity, just as a
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compact space has the topology induced by precisely one completely regular
proximity.

Definition 2.5.4.1 An RC-proximity is absolutely closed if every maxi-
mal round filter is the proximal neighborhood filter of some point of the space
(that is, converges in the topology induced by the proximity).

It will later become apparent that this is equivalent to stating that there
is no proper dense embedding (in either the proximal or topological space) of
the space into an RC-proximity space, which is the condition corresponding
to Smirnoff’s definition.

Theorem 2.5.4.1 If an RC-proximity space is absolutely closed, then its
induced topology is a regular-closed topology, and the proximity is given by:
A and B are far if and only if they have disjoint closures.

Proof : We will establish the second statement first. Let us suppose that
A and B are subsets of an RC-proximity space X, and that AδB, that is,
A ¿ X − B. Since the proximity satisfies (RC) it follows that X − B
surrounds A, and so every maximal round filter that intersects A contains
X − B. Now, by Proposition 2.5.3.1 (a), neighborhood filters are maximal
round, and thus we can see that any neighborhood filter that intersects A
fails to intersect B, that is, A and B have disjoint closures.

Conversely, let us suppose that AδB, that is, A 6¿ X − B. Then, by
(RC), X−B does not surround A, so there is some maximal round filter that
intersects A and intersects B. Since we are assuming that the proximity is
absolutely closed, this maximal round filter must be the neighborhood filter
of some point of the space, and this point is in the closure of both A and B.

Having characterized the proximity, we will establish that the induced
topology is regular-closed. According to Proposition 2.5.3.1 (a) every round
filter is a regular filter. Observing that every open set containing a closed
set is a round neighborhood of the closed set, by the above characterization
of the proximity, we can see that every regular filter is a round filter, thus
every maximal regular filter converges and the topology is regular-closed. ♣

The following theorem is a generalization of Theorem 8. in [294].

Theorem 2.5.4.2 An RC-proximity space is absolutely closed if and only
if the induced topology is regular-closed.
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Proof : That an absolutely closed RC-proximity induces a regular-closed
topology is a part of Theorem 2.5.4.1. To show the converse, that an RC-
proximity space whose induced topology is regular-closed is absolutely clo-
sed, we can see that a maximal round filter (being a regular filter by Propo-
sition 2.5.3.1 (a)) must have a cluster point, to which it must then converge
(since neighborhood filters are round by Proposition 2.5.3.1 (b)). ♣

Using Theorems 2.5.3.1, 2.5.4.1 and 2.5.4.2, we can establish the follow-
ing two results:

Theorem 2.5.4.3 A topological space is regular-closed if and only if it has
the topology induced by an absolutely closed RC-proximity. ♣
Theorem 2.5.4.4 There is precisely one RC-proximity that induces the
topology of a regular-closed space. ♣

2.5.5 The ideal space of an RC-proximities

The final link in chain connecting RC-proximities and RC-regular spaces is
to show that a space having topology induced by an RC-proximity is an
RC-regular space, and it is this problem that we will pay our attention to.

Let δ be an RC-proximity on X. We shall construct a set rX and an
absolutely closed RC-proximity π on rX such that X is naturally embedded
in rX as a dense subspace both in the topological and the proximal sense.

Let rX be the disjoint union of X with an index set for the family of
nonconvergent maximal round filters on X. For p ∈ rX, let us define Op as
follows: if p ∈ X then Op is the filter of proximal neighborhoods of p, and if
p ∈ rX −X, then Op is the nonconvergent maximal round filter for which
p is the index.

Let us define a relation π on subsets of rX by PπQ if there is p ∈ rX
such that for each V ∈ Op there is (a, b) ∈ P ×Q with V ∈ Oa and V ∈ Ob.
We shall show that π is an absolutely closed RC-proximity on rX, that it
induces the proximity δ on the subset X, and that every point of rX is
related to X under π. An immediate consequence will be that the topology
induced on X by δ is RC-regular.

Properties (SP1) and (SP3) are clear, and (SP4) is readily shown. Prop-
erty (SP5) follows from Proposition 2.5.3.1 (d). Since the relation δ satisfies
(RC), it is easy to see that for the subsets A and B of X, it follows that
AδB if and only if AπB; thus the relation π does indeed induce the relation
δ on the subset X. To show that every point of rX is related to X under π,
we can merely see that if p ∈ rX and V ∈ Op, there is x ∈ X with V ∈ Ox.
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We will now introduce some useful notation. For A ⊂ X, let A′ = {p ∈
rX : A ∈ Op}, and let A∗ = A ∪ A′. Also let A◦ = {x ∈ X : x ¿ A}. It
is easy to see that (A◦)′ = (A◦)∗ = A′. Given a filter γ on X, let γ∗ be the
filter on rX generated by {F ∗ : F ∈ γ}. Finally, we will note that P 6 Q
for Pπ(rX − Q). The following lemma is useful in proving that π has the
properties (R) and (RC).

Lemma 2.5.5.2 (a) p 6 R if and only if there is V ∈ Op with V ′ ⊂ R.
(b) For A,B ⊂ X, A∗ 6 B∗ if and only if A ¿ B.
(c) If ζ is a round filter on rX, then the trace γ of ζ on X exists and

ζ = γ∗.
(d) γ∗ is a (maximal) round filter on rX if and only if γ is a (maximal)

round filter on X.

Proof : (a) If {p}π(rX − R), then, since for each V ∈ Op there is p ∈ {p}
with V ∈ Op, we must have some V ∈ Op such that V 6∈ Ob for any
b ∈ rX−R; equivalently, V ′ ⊂ R. Conversely, if {p}π(rX−R), it can easily
be seen that we must have V ′ 6⊂ R for each V ∈ Op.

(b) Let us suppose that Aδ(X − B). Then, using (RC) we can see that
there is Op such that Op intersects A and Op intersects X−B. Since A ⊂ A∗

and X − B ⊂ rX − B∗, then A∗π(rX − B∗). Conversely, let us suppose
that A∗π(rX − B∗). Then there is Op such that for each V ∈ Op there
is (a, b) ∈ A∗ × (rX − B∗) with V ∈ Oa and V ∈ Ob. Now, if a ∈ A,
then a ∈ A ∩ V 6= ∅; if a ∈ A∗ − A then a ∈ A′, so A ∈ Oa, and since
V ∈ Oa as well, it also follows that A ∩ V 6= ∅. If b ∈ (rX −B∗) ∩X, then
b ∈ (X − B) ∩ V ; if b ∈ (rX − B∗) − X, then B 6∈ Ob, thus V 6⊂ B, and
so V ∩ (X − B) 6= ∅. Therefore the set B does not surround A and so, by
(RC) we have A 6¿ B, that is, Aδ(X −B).

(c) Let A ∈ ζ. Since ζ is a round filter, there exists B ∈ ζ with B 6 A.
Since B 6= ∅, there exists p ∈ B, and thus p 6 A. It follows immediately
from (a) that A ∩ X 6= ∅. We have thus shown that every member of ζ
intersects X, and so the trace γ of ζ on X exists.

We shall now show that (B ∩X)∗ ⊂ A, which will establish that ζ ⊂ γ∗.
It certainly holds that B ∩ X ⊂ A ∩ X; now if p ∈ (B ∩ X)∗ − (B ∩ X),
then B ∩ X ∈ Op, and so, for each V ∈ Op, there is b ∈ B ∩ X with
B ∩X ∈ Ob, thus, since Bπ(rX −A), there must be W ∈ Op with W ′ ⊂ A,
and p ∈ W ′ ⊂ A follows.

To show the converse that γ∗ ⊂ ζ we shall show that B ⊂ (A ∩X)∗. If
p ∈ B, then p 6 A, and so, by using (a), (A∩X) ∈ Op holds and p ∈ (A∩X)∗

follows.
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(d) This follows immediately from (b) and (c). ♣
Lema 2.5.5.2 (c) and (d) establishes a one-to-one correspondence from

the maximal round filters on X onto the maximal round filters on rX. They
show in particular that the maximal round filters on rX are precisely the
filters (Op)∗ for some p ∈ rX.

It is immediate from Lema 2.5.5.2 (a) and (b) that π satisfies (R). We
shall now demonstrate that π also satisfies (RC). Let us suppose that P, Q ⊂
rX and PπQ. Then there exists a maximal round filter Op on X such that
for each V ∈ Op there exists (p, q) ∈ P ×Q with V ∈ Op and V ∈ Oq; then
the maximal round filter (Op)∗ on rX intersects P and does not contain
rX −Q, so rX −Q does not surround P .

Conversely, let us suppose that rX − Q does not surround P . Then
there is a maximal round filter on rX that intersects P and does not contain
rX −Q, that is, it intersects P and Q. Letting Op be the trace of this filter
on X, it follows that for each V ∈ Op there is (a, b) ∈ P × Q such that
V ∈ Oa and V ∈ Ob, and therefore PπQ.

We have now shown that π is an RC-proximity on rX, that π induces δ
on its subspace X and that X is proximally dense in rX. This establishes
in particular that the space X with the topology induced by δ is densely
embedded in the space rX with the topology induced by π. If we show that
rX with this topology is regular-closed, then we will have shown that X with
topology induced by δ is RC-regular. To show that rX is regular-closed, we
shall show that π is absolutely closed and shall apply Theorem 2.5.4.1.

The proximity π is absolutely closed if every maximal round filter on rX
converges in the topology of the proximity. Now one need only observe that
a maximal round filter on rX is of the form (Op)∗ for some p ∈ rX, and that
the following sets are all bases for (Op)∗: {V ∗ : V ∈ Op}; {V ′ : V ∈ Op}
and {A ⊂ rX : p 6 A}. Thus, (Op)∗ converges to p ∈ rX.

Definition 2.5.5.1 The set rX with the proximity π is called the ideal
space of the proximity δ.

Summing up the preceding conclusions, we have the following results:

Theorem 2.5.5.1 The ideal space of an RC-proximity is an absolutely clo-
sed RC-proximity space, and its induced topology is regular-closed. The given
space is a dense subspace of its ideal space, in both the topological and the
proximal sense. ♣

Corollary 2.5.5.1 Every RC-proximity space is RC-regular. ♣
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The following theorem, which is a generalization of the corresponding
result for completely regular proximities, is an immediate consequence of
the preceding results.

Theorem 2.5.5.2 There is a one-to-one correspondence from the collection
of RC-proximities for an RC-regular space onto the collection of regular-
closed embeddings of the spaces, given by letting an RC-proximity correspond
to its ideal space. ♣

We will order regular-closed embeddings of an RC-regular space by stat-
ing Z > X if there is a mapping h from the regular-closed embedding Z
(necessarily) onto the regular-closed embedding Y that reduces to the iden-
tity on the subspace X. Then it is not difficult to show that the correspond-
ing proximities are comparable in the sense that sets which are far in the
proximity of Y are far in the proximity of Z when Z > Y .

Historical and bibliographic notes

The notions of R-proximities, RC-proximities and absolutely closed RC-
proximities were introduced in 1975 by D. Harris in paper [131]. The R-
proximities are the generalization of V. A. Efremovich’s proximities in the
class of regular spaces. The RC-proximities were introduced by Harris to
characterize the space that can be embedded in a regular-closed space. All
the results of this section, except the results of subsection 5.2., were proved
by Haris in that paper. In paper [132] he introduced the notion of an LR-
proximity space and proved Propositions 2.5.2.1-2.5.2.4 The notion of base
and subbase of an R-proximity was introduced by the author in 1987 [76].
In a very specific manner V. Fedorchuk introduced θ-proximities in regular
topological spaces [97]. In 1989 G. Di Maio and S. A. Naimpally in their
paper [68] introduced the concept of a D-proximity (D standing for D, D∗,
d, d∗) which is distinct from the known proximities such as EF, LO, R and S.
Each of theseD-proximities , besides satisfying the axioms of semi-proximity,
fulfils a condition which is weaker than the one of an EF or R-proximity and
stronger than the one of an LO or S-proximity. In paper [69] Di Maio and
Naimpally introduced the class of a D-proximity (D standing for Gm, G∗

m,
gm, g∗m, g∗m and p∗m, where m is an infinite cardinal) (see also [67] and [71]).
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2.6 Proximity approach to semi-metric and devel-
opable spaces

2.6.1 The introductory notions

In this section we will study semi-metric and developable spaces via gen-
eralized proximities and uniformities. We assume that all the proximities
considered in this section are separated.

Definition 2.6.1.1 A semi-pseudo-metizable space (X, d) is a T1- spa-
ce together with a real-valued function d on X ×X such that

(a) d(x, x) = 0 for each x ∈ X;
(b) d(x, y) = d(y, x) > 0 for all x, y ∈ X;
(c) clA = {x ∈ X : d(x, A) = 0} for each A ⊂ X.

If
(d) d(x, y) = 0 implies x = y,

then X is called a semi-metrizable space.

Let (X, d) be a semi-metrizable space. It can easily be verified that the
relation δd defined on the set X by

AδdB if and only if d(A,B) = 0

is an S-proximity on X. For ε > 0 we will set

Vε = {(x, y) ∈ X ×X : d(x, y) < ε} .

Clearly Vε[x] = S(x, ε), the sphere with center x and radius ε. We will set
Ud = {U = U−1 ⊂ X ×X : V1/n ⊂ U for some n ∈ N}. For U ⊂ P (X ×X)
let us define a relation δU on P (X) by

AδUB if and only if (A×B) ∩ U 6= ∅ for each U ∈ U .

Clearly, if d is a semi-metric on X, then δd = δUd
.

Definition 2.6.1.2 A refining family Σ on a topological space (X, τ) is
a family {αi : i ∈ I} of open covers of X such that for each x ∈ G ∈ τ ,
there exists an i ∈ I such that st(x, αi) ⊂ G. In the case when I = N, Σ
is called a development on X and the pair (X,Σ) is called a developable
space.
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In this case, it is well known that Σ may be replaced by another develop-
ment Σ′ = {βj : j ∈ N} such that if j < k then βk ⊂ βj ; we will assume that
Σ already satisfies this condition. We will also assume that the developable
spaces are T1.

Lemma 2.6.1.1 Every refining family Σ = {αi : i ∈ I} on a T1 space
(X, τ) induces a compatible LO-proximity δΣ on X, where δΣ is defined by

AδΣB if and only if st(A,αi) ∩B 6= ∅ for each i ∈ I .

Proof : It is obvious that δΣ is a separated semi-proximity compatible with
the topology τ . We will now show that δΣ satisfies the condition (LO). Let
us suppose that AδΣB and bδΣC for each b ∈ B. Then AδΣB implies that
for each i ∈ I, there exists a b ∈ B such that b ∈ st(A, αi). Since st(A, αi)
is open, there is a j ∈ I such that b ∈ st(b, αj) ⊂ st(A,αi). Since bδΣC,
C∩st(b, αj) 6= ∅ and this, in turn, implies that C∩st(A,αi) 6= ∅, i.e. AδΣC.
♣

For a developable space (X, Σ), Σ = {λn : n ∈ N}, we will define dΣ by

dΣ(x, y) = inf
{

1
n + 1

: y ∈ st(x, λn)
}

.

It can easily be seen that dΣ is a compatible semi-metric on X and that
δd = δΣ. For each n ∈ N, let us set that

Bn = ∪{G×G : G ∈ λn} .

Lemma 2.6.1.2 Bn = V1/n.

Proof : (x, y) ∈ V1/n if and only if d(x, y) 6 1/(n + 1) < 1/n if and only if
y ∈ st(x, λn) if and only if (x, y) ∈ Bn. ♣

Definition 2.6.1.3 An S-uniformity base B on X is a family of subsets
of X ×X such that

(S1) ∩{U : U ∈ B} ⊇ ∆;
(S2) U = U−1 for each U ∈ B;
(S3) for each A ⊂ X and U, V ∈ B, there exists a W ∈ B such that

W [A] ⊂ U [A] ∩ V [A];
(S4) for each p ∈ X, B ⊂ X and U ∈ B, if V [p]∩B 6= ∅ for each V ∈ B,

then there exists an x ∈ B and a W ∈ B such that W [x] ⊂ U [p];
(S5) for each U ∈ B, U ⊂ V = V −1 ⊂ X ×X implies V ∈ B.
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An S-proximity on X is separated if
(S6) ∩{U : U ∈ B} = ∆.

U ⊂ X ×X is said to be an S-uniformity (separated S-uniformity) in X if
there exists a family B ⊂ U satisfying conditions (S1) − (S5) ((S1) − (S6))
above and for each U ∈ U there exists a B ∈ B such that B ⊂ U .

If U is an S-uniformity, then τU is defined as usual: G ∈ τU if and only
if for each x ∈ G, there exists a U ∈ U such that U [x] ⊂ G. If τ = τU , we
will say that τ and U are compatible.

Theorem 2.6.1.1 If U consists of symmetric subsets of X ×X, then U is
an M-uniformity base (resp. S-uniformity base) if and only if δU is a LO
proximity (resp. an S-proximity).

Let (X, d) be a semi-metrizable space and let us set that V1/n = {(x, y) :
d(x, y) < 1/n}. Then {V1/n : n ∈ N} is a countable base for a compatible
S-uniformity. ♣

2.6.2 Semi-metrizable spaces

In this subsection we will suppose that (X, d) is a semi-metrizable space and
consider the effects of the various forms of continuity properties of d on the
topology of X and on the proximity δd.

Lemma 2.6.2.3 In the following consideration (a) and (b) are equivalent
and each implies (c):

(a) semi-metric d is separately upper semi-continuous;
(b) for each ε > 0 and x ∈ X, S(x, ε) is open;
(c) δd is a LO-proximity on X.

Proof : (a) ⇒ (b) : Let y ∈ S(x, ε), i.e. d(x, y) < ε. Since d is upper
semi-continuous in y, for every η > 0 there is a neighborhood Ny of y such
that d(x, z) < d(x, y) + η for each z ∈ Ny. Let us choose η < ε − d(x, y).
Then clearly Ny ⊂ S(x, ε), showing thereby that S(x, ε) is open.

(b) ⇒ (a) : Let us suppose that d(x, y) = r and ε > 0. Clearly y ∈
S(x, r + ε), which is open, and hence there exists a neighborhood Ny of y
such that Ny ⊂ S(x, r + ε). But this means that for each z ∈ Ny, d(x, z) <
d(x, y) + ε, i.e. d is separately upper semi-continuous.

(a) ⇒ (c) : Let us suppose that AδdB and bδdC for each b ∈ B. Then
for each ε > 0 there exists an a ∈ A and a b ∈ B such that d(a, b) < ε. Since
d is upper semi-continuous at b, there exists a neighborhood Nb of b such
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that d(a, x) < ε for each x ∈ Nb. Also, bδdC implies the existence of a point
c ∈ C ∩Nb and hence, d(a, c) < ε, i.e. AδdC. ♣

Corollary 2.6.2.1 If a semi-metric d is separately upper semi-continuous,
then Ud is an M-uniformity (obviously with a countable base). ♣

Lemma 2.6.2.4 If semi-metric d is separately lower semi-continuous, then
X is regular.

Proof : Let A be a closed set in X and p ∈ X − A. Then d(p,A) = r > 0
and hence for each a ∈ A, d(p, a) > r. Since d is lower semi-continuous at a,
there exists a neighborhood Na of a such that for each x ∈ Na, d(p, x) > r/2.
Let us set that NA = ∪{Na : a ∈ A}. Then NA is a neighborhood of A and
NA ∩ S(p, r/2) = ∅, thereby showing that X is regular. ♣

Theorem 2.6.2.1 If semi-metric d is separately continuous, then X is Ty-
chonoff space.

Proof : Let us suppose that A is a closed subset of X and that x ∈ X −A.
We may assume that d(x,A) = 1. As in the proof of Urisohn’s lemma, we
will now show how to construct, for each positive rational r ∈ [0, 1], an open
set Vr such that x ∈ Vr for each such r, V r ⊂ Vs whenever r < s and each
Vr ⊂ X − A. We set Vr = {y ∈ X : d(x, y) < r} which is open by Lemma
2.6.2.3. Further, the separate lower semi-continuity of d is equivalent to the
set {y ∈ X : d(x, y) 6 r}, being closed for each r. ♣

The following theorem is an analogue of the result: A T1-space is uni-
formizable with a countable base if and only if it is metrizable (and hence
has a metric d such that δd is a proximity).

Theorem 2.6.2.2 A T1-space is M-uniformizable with a countable base if
and only if it has a compatible semi-metric d such that δd is an LO-proximity.

Proof : Sufficiency is evident from Theorem 2.6.1.1 and necessity follows
from Theorem 2.6.1.1 and the result of C. M. Pareec, making use of the
remarks just preceding Definition 2.6.1.2. ♣

The following analogue of the above result is proved in a similar way.

Theorem 2.6.2.3 A T1-space is S-uniformizable with a countable base if
and only if it has a compatible semi-metric d (obviously δd is an S-proximity).
♣
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2.6.3 Developable spaces

In this subsection we will suppose that (X, Σ) is a developable space with
Σ = {λn : n ∈ N} where each λn is an open cover of X and λn+1 ⊂ λn. Let
dΣ be the induced semi-metric on X. Then δd = δΣ is an LO-proximity on
X.

Lemma 2.6.3.5 Semi-metric d is upper semi-continuous.

Proof : If p, q ∈ X, we have to consider two cases: (i) d(p, q) = 0 and (ii)
d(p, q) = 1/(m + 1) for some m ∈ N. Let ε > 0 be arbitrary. In case (i), δd

is an LO-proximity by Lemma 2.6.2.3 and p = q. Now, let us choose n ∈ N
such that 1/n < ε; then p, q ∈ G for some G ∈ λn. For all (x, y) ∈ G × G,
d(x, y) 6 1/(n + 1) < ε. In case (ii), p, q ∈ G for some G ∈ λm. Then for
all (x, y) ∈ G×G, d(x, y) 6 1/(m + 1) < 1/(m + 1) + ε. Thus the result is
proved. ♣

The above result (in conjunction with Lemma 2.6.2.3) provides an alter-
nate proof of the fact that δΣ is a compatible LO-proximity and also shows
that Ud is compatible M-uniformity with a countable open base {Bn : n ∈
N}. This provides a motivation for the next result.

Theorem 2.6.3.1 A T1-space is developable if and only if it is M-uniformi-
zable with a countable open base.

Proof : Necessity follows the remarks preceding this theorem and sufficiency
from Brown’s result (see [36]) that a space is developable if and only if it has
a compatible semi-metric d for which every convergent sequence is Cauchy,
using Proposition 2.4.4.3. ♣

In [56] H. Cook states that if a compatible semi-metric d on X is contin-
uous, then X is developable. The following characterization of developable
spaces is an improvement of this result.

Theorem 2.6.3.2 A T1-space X is developable if and only if it has a com-
patible upper semi-continuous semi-metric.

Proof : Since the necessity has been proved in Lemma 2.6.3.5 , we need
prove only the sufficiency. Assuming d to be an upper semi-continuous
semi-metric, we prove that V1/n is open for each n ∈ N and then the result
will follow from Theorem 2.6.3.1. If (p, q) ∈ V1/n, then d(p, q) < 1/n. Let
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us choose ε > 0 such that ε < 1/n − d(p, q). Then from the upper semi-
continuity of d, there exist neighborhoods Np, Nq of p, q respectively, such
that d(x, y) < d(p, q) + ε < 1/n for each (x, y) ∈ Np ×Nq. This shows that
Np ×Nq ⊂ V1/n, showing thereby that V1/n is open. ♣
Definition 2.6.3.1 A proximity base B for a proximity space (X, δ) is a
family of the subsets of X such that if AδB, then there exist C, D ∈ B such
that A ⊂ C, B ⊂ D and CδD.

In an LO-space, we may assume that the members of B are closed. The
following is an improvement of Theorem 2.4.2.2.

Theorem 2.6.3.3 If B is a proximity base for an LO-proximity space
(X, δ), then {UA,B : A,B ∈ B and AδB}, where UA,B = X×X− [(A×B)∪
(B ×A)], is a base for an M-uniformity U1 on X. ♣

A developable space (X, Σ) is said to be totally bounded if for each
n ∈ N, there exists a finite set F ⊂ X such that st(F, λn) = X. It is known
that a proximity space (X, δ) has a countable base if and only if X has a
compatible totally bounded metric (see [238]). The following is a partial
generalization of the this result.

Theorem 2.6.3.4 If an LO-proximity space (X, δ) has a countable closed
base B, then X is a totally bounded developable space.

Proof : {UA,B : A,B ∈ B, AδB} is a countable open base for a compatible
M-uniformity, which is also totally bounded. The result then follows from
Theorem 2.6.3.1. ♣

2.6.4 Metrizable spaces

A. Arhangel’skii (see [21]) proved that a semi-metrizable space (X, d) is
metrizable if δd is a proximity. A glance at his proof shows that the following,
improved version is true.

Theorem 2.6.4.1 A T1-space is uniformizable with a countable base if and
only if it has a compatible semi-metric d such that δd is an R-proximity if
and only if it is metrizable. ♣

S. I. Nedev (see [239]) proved that a semi-metric space (X, d) is metriz-
able if d(A, x) is a continuous function of x for each A ⊂ X. The following
is an improvement.
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Theorem 2.6.4.2 A semi-metric space (X, d) is metrizable if and only if
for all closed subsets A of X, d(A, x) is lower semi-continuous.

Proof : Let us suppose that A is closed, that B is compact and that A∩B =
∅. Since the function d(A, x) is lower semi-continuous and B is compact,
it follows that d(A,B) = d(A, x) for some x ∈ B. This implies that X is
metrizable (see [21]). ♣

We now give a table which shows the relationship of exposed results
with the classical Alexandroff-Urysohn uniform metrization theorem. Let
us suppose that {Wn : n ∈ N} is a countable family of symmetric subsets of
X×X satisfying (a)

⋂∞
n=1 Wn = ∆ and (b) for each x ∈ X, {Wn[x] : n ∈ N}

forms a neighborhood base at x. Let d be the semi-metric by {Wn}, namely

d(x, y) = inf
{

1
n + 1

: y ∈ Wn[x]
}

.

We will assume without any loss of generality that Wn+1 ⊂ Wn. Finally let
us set that U = {U ⊂ X ×X : Wn ⊂ U for some n ∈ N}.

U is an
S-proximity

U is an
M-uniformity

U is an
M-uniformity.
Each Wn is
open

U is a unifor-
mity

δd is an S-
proximity

δd is an LO-
proximity

d is u.s.c.
δd is an LO-
proximity

δd is a prox-
imity

X is semi-
metrizable

X is semi-
metrizable

X is
developable

X is
metrizable

2.6.5 Metric spaces, developable spaces, semi-metric
spaces and mappings connected with them

In this subsection f : X → Y will denote a mapping from a proximity
space (X, δ) onto a T1 space Y . When X is developable, semi-metrizable
or metrizable, δ will denote the corresponding naturally induced proximity
relation as defined in subsection 1. of this section. Several kinds of map-
pings, which have been defined for the case in which X is metrizable, can
be redefined more generally when X is a proximity space; this is done by
replacing the condition d(A,B) > 0 by AδB. These mappings have been
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systematically discussed in the metric case by Arkhangel’skii [21]. Although
we consider their generalizations, for the sake of simplicity we will keep the
same terminology and attach δ before each term.

The strategy consists in defining a binary relation δ′ on the power set of
Y as follows

(∗) Eδ
′
F if and only if f−1(E)δf−1(B) .

It is easily verified that δ′ is a semi-proximity and so δ′ is almost a quotient
semi-proximity. To let δ′ be a semi-proximity, naturally we will have to put
some additional conditions on f ; also it is clear that if δ′ satisfies stronger
proximity conditions, so must δ.

Our first task is to find conditions on f which make δ′ an S-proximity
compatible with the topology of Y .

Definition 2.6.5.1 The mapping f is called δ-pseudo-open if for each y ∈
Y and A ⊂ X, if f−1(y)δ(X −A) then y ∈ int f(A).

It is easily verified that if f is open or closed, then it is also δ-pseudo-
open.

Lemma 2.6.5.6 If δ is an S-proximity on X and f is δ-pseudo-open, then
yδ ′E implies y 6∈ E.

Proof : yδ ′E implies f−1(y)δf−1(E), and since f is δ-pseudo-open, it fol-
lows that y ∈ int f(X − f−1(E)). But E ∩ f(X − f−1(E)) = ∅ and hence
y 6∈ E. ♣

Corollary 2.6.5.1 If δ is an S-proximity and f is either open or closed,
then yδ ′E implies y 6∈ E. ♣

Definition 2.6.5.2 The mapping f is called a δ-uniform if for each y ∈ Y
and each neighborhood Ny of y, f−1(y)δ(X − f−1(Ny)).

Lemma 2.6.5.7 If δ is an S-proximity, then f is a δ-uniform if and only if
y 6∈ E implies yδ ′E.

Proof : If f is a δ-uniform and y 6∈ E, then f−1(y)δf−1(E) and by (∗),
yδ ′E. Conversely, if Ny is a neighborhood of y, then y 6∈ Y −Ny implies
yδ ′(Y − Ny) and this is equivalent to f−1(y)δ(X − f−1(Ny)). Thus f is a
δ-uniform mapping. ♣
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Lemma 2.6.5.8 If δ is an R-proximity and f is continuous and compact,
then y 6∈ E implies yδ ′E.

Proof : If y 6∈ E then f−1(y) ∩ f−1(E) = ∅. Since f is compact, f−1(y)
is compact and since f is continuous, f−1(E) is closed. Finally, δ being an
R-proximity on X, then f−1(y)δf−1(E), which in turn implies yδ ′E. ♣

The following result is now obvious.

Theorem 2.6.5.1 The relation δ′ is a compatible S-proximity on Y in the
following cases:

(a) δ is an S-proximity, f is δ-pseudo-open and δ-uniform;
(b) δ is an R-proximity, f is δ-pseudo-open, continuous and compact. ♣

Next we will find out when δ′ is an LO-proximity.

Theorem 2.6.5.2 If δ is an LO-proximity on X and f is a δ-uniform and
open mapping, then δ′ is a compatible LO-proximity on Y.

Proof : By Theorem 2.6.5.1 (b), δ′ is a compatible S-proximity and since
f is a δ-uniform mapping, it follows that f is continuous. This, together
with the openness of f , implies that for each B ⊂ Y , f−1(B) = f−1(B).
Now Aδ′B if and only if f−1(A)δf−1(B) if and only if f−1(A)δf−1(B) if
and only if f−1(A)δf−1(B) if and only if Aδ′B, thereby showing that δ′ is
an LO-proximity. ♣

To investigate when δ′ is an R-proximity, we will introduce a stronger
type of mapping.

Definition 2.6.5.3 The mapping f is called a δ-completely uniform if
for each neighborhood Ny of y in Y, there exists a neighborhood N ′

y of y such
that f−1(N ′

y)δ(X − f−1(Ny)).

Since the identity mapping on X is not a δ-completely uniform unless δ
is an R-proximity, it is clear that in order to have a meaningful discussion,
we must have δ as an R-proximity.

Theorem 2.6.5.3 If δ is an R-proximity on X and if f is an open and δ-
uniform mapping, then f is a δ-completely uniform mapping if and only if
δ′ is a compatible R-proximity.
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Proof : To prove the necessity, we will first note that Theorem 2.6.5.2
shows that δ′ is a compatible LO-proximity on Y . To see that δ′ is an
R-proximity, let us note that yδ ′E implies y ∈ Y − E which is open.
Since f is δ-completely uniform, there is a neighborhood Ny of y such that
f−1(Ny)δf−1(E), i.e. Nyδ

′E. Since trivially yδ(Y −Ny), it follows that δ′

is an R-proximity.
Conversely, let us suppose that f is an open δ-uniform mapping and that

δ′ is an R-proximity. If Ny is a neighborhood of y ∈ Y , then yδ(Y −Ny) and,
since δ′ is an R-proximity, there exists a set A ⊂ Y such that yδ ′(Y − A)
and Aδ ′(Y −Ny), i.e. y ∈ int (A) and f−1(A)δf−1(Y −Ny) = X−f−1(Ny).
This proves that f is δ-completely uniform. ♣

In view of Theorem 2.6.4.1, it is not necessary to investigate when δ′

is a proximity and we now pay our attention to the case when (X, d) is a
semi-metric space. In this case we suppose that δ = δd.

Definition 2.6.5.4 The mapping f is called a T1-mapping if for every
pair of distinct points y1, y2 of Y , f−1(y1)δf−1(y2) is true; equivalently,
d(f−1(y1), f−1(y2)) > 0.

Lemma 2.6.5.9 If (X, d) is a semi-metric space and f is a T1 mapping,
then

ρ(y1, y2) = d(f−1(y1), f−1(y2))

is a semi-metric on Y (not necessarily compatible with the topology of Y).
♣
Corollary 2.6.5.2 If either d is a metric and f is compact or if d is a
semi-metric and f is δ-uniform, then ρ is a semi-metric on Y. ♣
Lemma 2.6.5.10 Under the conditions of Lemma 2.6.5.9, for subsets A,
B of Y ,

ρ(A,B) = d(f−1(A), f−1(B)) .

Proof : ρ(A,B) = inf {d(f−1(a), f−1(b)) : a ∈ A, b ∈ B}. Now

d(f−1(A), f−1(B)) 6 d(f−1(a), f−1(b))

for each a ∈ A, b ∈ B and this implies that d(f−1(A), f−1(B)) 6 ρ(A,B).
Conversely, for every ε > 0, there exists x ∈ f−1(A), y ∈ f−1(B) such that
d(x, y) < d(f−1(A), f−1(B)) + ε, and hence

ρ(A,B) 6 d(x, y) < d(f−1(A), f−1(B)) + ε ,

i.e. ρ(A,B) 6 d(f−1(A), f−1(B)), thus proving the result. ♣
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Corollary 2.6.5.3 Under the conditions of Lemma 2.6.5.10, AδρB if and
only if f−1(A)δf−1(B). ♣

Lemma 2.6.5.11 If d is (resp. separately) upper semi-continuous and if f
is open δ-uniform, then ρ is (resp. separately) upper semi-continuous.

Proof : Let ρ(y1, y2) = r and let ε > 0. Then there are xi ∈ f−1(yi), i = 1, 2
such that d(x1, x2) < r + ε/2. Since d is upper semi-continuous, there exist
neighborhoods Nxi of xi, i = 1, 2, such that for all zi ∈ Nxi , i = 1, 2,
d(z1, z2) < r + ε. But this shows that ρ(p1, p2) < r + ε for pi ∈ f(Nxi),
i = 1, 2, and the result follows since f is open. The case of the separate
upper semi-continuity is similarly handled. ♣

It is well known that if X is metrizable and f is open δ-uniform, then Y
is a developable space. The following theorem gives an improvement and a
more ”symmetric” result from Theorem 2.6.3.2 and Lemma 2.6.5.11.

Theorem 2.6.5.4 If X is developable space and if f is open δ-uniform map-
ping with respect to the proximity δ induced by the development on X, then
Y is also a developable space. ♣

Theorem 2.6.5.5 If d is a metric on X and if f is a continuous, open and
compact mapping, then Y is a developable space.

Proof : By setting δ = δd, δ′ = δρ, the result follows from the continuity of
d, Theorem 2.6.5.1, Lemma 2.6.5.11 and Theorem 2.6.3.2. ♣

Theorem 2.6.5.6 If d is a metric on X and if f is open and δ-completely
uniform mapping, then Y is a metrizable space.

Proof : Let us set that δ = δd and δ′ = δρ. It follows from Theorem 2.6.5.3
that δ′ is a compatible R-proximity on Y . Also from Corollary 2.6.5.2, ρ is
a semi-metric on Y and the compatibility of δ′ implies the compatibility of
ρ. Hence by Theorem 2.6.4.1, Y is a metrizable space. ♣

Historical and bibliographic notes

All the results in this section were proved by M. Gagrat and S. A. Naim-
pally in 1973 in paper [117]. (see also [71])
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2.7 Unified approach to symmetric proximities

2.7.1 Unified approach to symmetric proximities

In this subsection we will develop a classification scheme under which many
of the known types of proximities can be subsumed. The scheme depends
on certain functions f which we shall now define.

Definition 2.7.1.1 Let A be a family of ordered pairs (δ,G), where δ is a
semi-proximity on some set X and G is a grill on the same set X. By (a
grill operator) f we shall denote functions defined on A and satisfying

f(δ,G) ∈ Γ(X(δ))

and
G ⊂ f(δ,G) for all (δ,G) ∈ A

A semi-proximity δ on X is called an f-proximity if

f(δ, δ(A)) = δ(A)

holds for all A ∈ P (X).

The family of all f-proximities will be denoted by Rf . The subfamily
of Rf consisting of all δ ∈ Rf with cδ = c, and hence also with the same
reference set X, shall be denoted by Mf (X, c).

Definition 2.7.1.2 A function f of the type defined above will be said to be
in the class A0 if for all semi-proximities δ

G ⊂ G′ ⇒ f(δ,G) ⊂ f(δ,G′), ∀G,G′ ∈ Γ(X(δ)) .

The class A1 consists of all functions f for which

f(δ,G1 ∪ G2) = f(δ,G1) ∪ f(δ,G2)

is valid for all semi-proximities δ and arbitrary grills G1, G2 on X(δ).
The function f belongs to the class A2 if

f(δ,∪Gi) = ∪f(δ,Gi)

for arbitrary unions of grills on the same set X and an arbitrary semi-
proximity δ on X. If

f(δ,G) = f(δ∗,G)
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for all δ, δ∗ with cδ = cδ∗ and all grills G on X, then f is said to belong to
the class I. A function f satisfying

f(δ,G) ⊂ f(δ∗,G) ,

for all G ∈ Γ(X) and for all proximities δ and δ∗ on the same set satisfying
δ ⊂ δ∗ is said to belong to the class M. Finally, F is the class of functions
for which

f(δ, f(δ,G)) = f(δ,G)

holds for all δ ∈ Nf and all G on X(δ).

Let us note that in order to belong to the classes A0, A1, A2, I and M the
function f is required to satisfy certain conditions for all (δ,G) ∈ A, while,
in order to belong to F , it is required to satisfy the condition in question
only for δ ∈ Rf .

Let us further observe that if (δ,G) and (δ∗,G∗) are elements of A, the
domain of definition of all functions f , then δ and δ∗ may be proximities
on different sets X and X∗, but G must be in Γ(X) and G∗ ∈ Γ(X∗).
Finally, recall that δ ∈ Rf if and only if it satisfies f(δ, δ(A)) = δ(A) for all
A ∈ P (X). The ”variable” δ enters each of these equations (one for each
A) in three places, and the f -proximities are exactly those δ for which all of
the equations are valid for fixed f .

From now on, all f will be assumed to satisfy the two conditions im-
posed in Definition 2.7.1.1. The conditions listed in Definition 2.7.1.2 will
be assumed as needed, and will be listed in the statement of each theorem
in which they are used.

Definition 2.7.1.3 A grill G satisfying

f(δ,G) = G

will be called an f-grill with respect to δ. For δ ∈ Rf a δ-clan G will be
called an f-bunch with respect to δ if

f(δ,G) = G .

Since a semi-proximity δ may be in Rf for different f , it is possible
for a δ-clan to be an f -bunch for different f . The possibility of different
combinations is increased by the fact that G may be a clan for different
semi-proximities δ. Similarly, G may be an f -grill for different f and with
respect to a variety of δ.
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Proposition 2.7.1.1 For δ ∈ Rf , f ∈ A0, δ(U) is an f-grill with respect to
δ.

Proof : δ(U) = ∩{δ(A) : A ∈ U}. Thus f(δ, δ(U)) ⊂ f(δ, δ(A)) = δ(A).
Hence δ(U) ⊂ f(δ, δ(U)) ⊂ ∩{δ(A) : A ∈ U} = δ(U). Clearly, δ(A) is an
f -grill with respect to δ for all f -proximities δ. ♣

Proposition 2.7.1.2 Let δ ∈ Rf , f ∈ A0 ∩ F .
(a) If G is a δ-clan, then f(δ,G) is an f-bunch.
(b) Every maximal δ-clan is a maximal f-bunch.
(c) Every cluster is a maximal f -bunch.
(d) f(δ,U) is an f-bunch for every ultrafilter U , f(δ,U) is the smallest

f -bunch containing U . Every minimal f -bunch is of the form f(δ,U).

Proof : (a) The key of the proposition is in part (a). Since G is a δ-clan,
there follows f(δ,G) ⊂ f(δ, δ(A)) = δ(A) for all A ∈ G. By symmetry
G ⊂ δ(B) for all B ∈ f(δ,G). Thus, finally f(δ,G) ⊂ δ(B) for all B ∈ f(δ,G)
and it follows that f(δ,G) is a δ-clan. Since f ∈ F , f(δ,G) is an f -bunch.

(b) If G is a maximal δ-clan, then, since f(δ,G) is a δ-clan, we must have
G = f(δ,G) and hence G is an f -bunch. Clearly, G is a maximal f -bunch
since every f -bunch is a δ-clan.

In (d) let us note that we are not asserting that every f(δ,U) is a minimal
f -bunch. ♣

Proposition 2.7.1.3 If δ ∈ Rf and f ∈ A0, then D(U) is an f -bunch and
f(δ,U) ⊂ D(U).

Proof : D†(U) ⊂ (f(δ,D(U)))† ⊂ δ†(A) for all A ∈ δ(U) implies D(U) =
f(δ,D(U)). By Proposition 2.2.3.20 D(U) is a δ-clan, thus D(U) is an f -
bunch. Since U ⊂ D(U), f(δ,U) ⊂ D(U) holds. ♣

Definition 2.7.1.4 For all (δ,G) ∈ A we will define

i(δ,G) = G ;
s(δ,G) = G ∪ {A : (∃x) cδ(A) ∈ δ({x}) ⊂ G} ;
r(δ,G) = G ∪ {A : (∃x) {x} ∈ δ(A) ∩ G} ;
b(δ,G) = {A : cδ(A) ∈ G} ;
h(δ,G) = G ∪ {A : (∃a) a ∈ A , N(δ, {a}) ⊂ G} ;
e(δ,G) = {A : N(δ,A) ⊂ G} .

Proposition 2.7.1.4 The functions i, s, r, b, h and e satisfy the conditions
of Definition 2.7.1.1.
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Proof : The second condition is trivially satisfied by i, s, r, h. For b we will
note that A ∈ G implies cδ(A) ∈ G and hence A ∈ b(G). The function e
satisfies the condition because A ∈ G implies N(δ,A) ⊂ G.

We will now turn to the first condition. Trivially i(δ,G) is a grill on
X for all G ∈ Γ(X). To see that s(δ,G) is a grill, it suffices to show that
{A : cδ(A) ∈ δ({x}) ⊂ G} = S is a grill. We have ∅ 6∈ S and B ⊃ A ∈ S

implies B ∈ S since cδ(B) ⊃ cδ(A). Finally, since cδ(A∪B) = cδ(A)∪cδ(B)
and δ({x}) is a grill, A ∪B ∈ S also implies A ∈ S or B ∈ S.

Similarly, to show that r(δ,G) is a grill, it suffices to consider T = {A :
∃x , {x} ∈ δ(A) ∩ G}. Clearly ∅ 6∈ T since δ(∅) = ∅. Further A ⊂ B implies
δ(A) ⊂ δ(B) and hence B ⊃ A ∈ T implies B ∈ T. Since δ(A ∪ B) =
δ(A)∪ δ(B) by Proposition 2.2.3.12, it follows that A∪B ∈ T implies A ∈ T

or B ∈ T.
Very similar arguments, employing among others Proposition 2.2.3.13

and the fact that N(δ, ∅) = P (X), which cannot be contained in any grill,
can be used to show that b, h and e also map into Γ(X). ♣

Proposition 2.7.1.5 i, r, b ∈ A2 ⊂ A1 ⊂ A0, h, e ∈ A1 ⊂ A0 and s ∈ A0.

Proof : That i and b are totally additive is immediate. Also {x} ∈ δ(A) ∩
(∪Gi) clearly implies {x} ∈ δ(A) ∩ Gi for at least one i and hence r ∈ A2.

It follows from Proposition 2.2.3.6 and Proposition 2.2.3.7 that N(δ,A) ⊂
G1 ∪ G2 implies N(δ,A) ⊂ G1 or G1 and hence h and e are additive.

Finally, it is easy to see that G1 ⊂ G2 implies s(δ,G1) ⊂ s(δ,G2). ♣

Proposition 2.7.1.6 i, s, r, b, h ∈ I.

Proof : By Proposition 2.2.1.4 δ({x}) and hence N(δ, {x}) depends only
on Mf (X, c). This establishes the result for s and h. For the remaining
functions it follows directly from their definitions. ♣

Proposition 2.7.1.7 i, s, r, b, h, e ∈ M .

Proof : There holds that cδ∗(A) ⊃ cδ(A) and N(δ∗, A) ⊂ N(δ,A) as well
as δ∗({x}) ⊃ δ({x}) for δ∗ ⊃ δ. The proposition follows easily from these
observations. For example, if A ∈ s(δ,G), A 6∈ G, then there exists an x
such that cδ(A) ∈ δ({x}). Hence cδ∗(A) ∈ δ({x}) and cδ∗(A) ∈ δ∗({x}). It
follows that A ∈ s(δ∗,G). ♣

Proposition 2.7.1.8 δ ∈ Rs if and only if {x} ∈ δ(cδ(A)) implies {x} ∈
δ(A). cδ is a Kuratowski closure operator for δ ∈ Rs.
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Proof : {x} ∈ δ(cδ(A)) if and only if cδ(A) ∈ δ({x}). Hence A ∈ s(δ, δ({x})).
Since δ ∈ Rs, it follows that A ∈ δ({x}) and thus {x} ∈ δ(A).

If the condition is satisfied, then s(δ, δ(A)) = δ(A) ∪ {B : cδ(B) ∈
δ({x}) ⊂ δ(A)} ⊂ δ(A) ∪ {B : B ∈ δ({x}) ⊂ δ(A)} = δ(A) and hence δ ∈
Rs. It now follows that cδ(cδ(A)) = cδ(A) and therefore cδ is a Kuratowski
closure operator. ♣

Proposition 2.7.1.9 If δ ∈ Rr, then {z} ∈ δ({x}) ∩ δ({y}) implies δ({x})
= δ({y}).

Proof : We will show that {x} ∈ δ({y}) implies δ({x}) ⊂ δ({y}). The
proposition then follows easily since δ({z}) ⊂ δ({x}) implies {z} ∈ δ({x})
and hence {x} ∈ δ({z}).

If {x} ∈ δ({y}) then {x} ∈ δ(B) ∩ δ({y}) for all B ∈ δ({x}). Hence
δ({x}) ⊂ r(δ, δ({y})) = δ({y}). ♣

Proposition 2.7.1.10 If δ ∈ Rb, then cδ is a Kuratowski closure operator.

Proof : x ∈ cδ(cδ(A)) if and only if cδ(A) ∈ δ({x}) if and only if A ∈
b(δ, δ({x})) = δ({x}) if and only if x ∈ cδ(A). ♣

Proposition 2.7.1.11 δ ∈ Rb if and only if cδ(A) ⊂ δ(B) implies A ∈
δ(B).

Proof : δ ∈ Rb if and only if b(δ, δ(B)) = δ(B) if and only if cδ(A) ∈ δ(B)
implies A ∈ δ(B). ♣

Proposition 2.7.1.12 δ ∈ Rh if and only if A ∈ N(δ, {x}) implies there
exists a B ∈ N(δ, {x}) such that A ∈ N(δ,B).

Proof : The contrapositive of the statement is: if for all B ∈ N(δ, {x})
X − A ∈ δ(B) then X − A ∈ δ({x}). Setting X − A = C and using the
symmetry of δ, this can be reworded: N(δ, {x}) ⊂ δ(C) implies {x} ∈ δ(C).
This is exactly the statement h(δ, δ(C)) ⊂ δ(C). ♣

Proposition 2.7.1.13 δ ∈ Re if and only if A ∈ N(δ,B) implies the exis-
tence of C ∈ N(δ,B) such that A ∈ N(δ, C).

Proof : The argument is analogous to the one given in the proof of the
preceding theorem. ♣
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Theorem 2.7.1.1 The following equivalences hold:
(a) δ ∈ Rs if and only if δ is an S-proximity;
(b) δ ∈ Rr if and only if δ is an RI-proximity;
(c) δ ∈ Rb if and only if δ is an LO-proximity;
(d) δ ∈ Rh if and only if δ is an R-proximity;
(e) δ ∈ Re if and only if δ is a proximity.

Proof : The result follows from Propositions 2.7.1.8, 2.7.1.9, 2.7.1.11,
2.7.1.12 and 2.7.1.13. ♣

Proposition 2.7.1.14 i, s, r, b, h, e ∈ F .

Proof : The proposition is trivial for f = i. For δ ∈ Rs it follows from the
proof of Proposition 2.7.1.8 that s(δ,G) = G.

{y} ∈ r(δ,G) holds if and only if there exists an {x} ∈ G such that
{x} ∈ δ({y}), if and only if {y} ∈ δ({x}) if and only if δ({x}) = δ({y}).
Hence r(δ,G) contains all singletons {y} ∈ δ({x}) for all {x} ∈ G. For
B ∈ r(δ, r(δ,G))− r(δ,G) we must have {y} ∈ δ(B) or B ∈ δ({y}) = δ({x}).
Hence {x} ∈ δ(B) and B ∈ r(δ,G).

A ∈ b(δ, b(δ,G)) implies cδ(A) ∈ b(δ,G) which in turn implies cδ(cδ(A)) ∈
G. Since δ ∈ Rb, we have from Proposition 2.7.1.10 cδ(cδ(A)) = cδ(A) and
hence A ∈ b(δ,G).

If {a} ∈ h(δ, h(δ,G)) then either {a} ∈ h(δ,G) or N(δ, {a}) ⊂ h(δ,G).
Now either N(δ, {a}) ⊂ G or there exists Na ∈ N(δ, {a}), Na 6∈ G. Let C con-
sist of all c for which N(δ, {c}) ⊂ G. It follows from Theorem 2.7.1.1 and the
known properties of R-proximities that h-proximities induce a Kuratowski
closure operator and hence the Na are ordinary topological neighborhoods
of a and satisfy the usual neighborhood axioms. It follows that there exists
an N∗

a ⊂ Na such that N∗
a ⊂ N(δ, {d}) for all d ∈ N∗

a . Then Na 6∈ G implies
N∗

a 6∈ G and N(δ, {a}) ⊂ h(δ,G). Hence in particular N∗
a ∈ h(δ,G). It fol-

lows that N∗
a ∩ C 6= ∅. Thus N∗

a = Nc for some c ∈ C and we arrive at the
contradiction N∗

a ∈ G.
If A ∈ e(δ, e(δ,G)) then N(δ,A) ⊂ e(δ,G) which implies N(δ,NA) ⊂ G

for all NA ∈ N(δ,A). By Proposition 2.7.1.13 for every NA there exists N ′
a

such that NA ∈ N(δ,N ′
A). Hence NA ∈ G for all NA ∈ N(δ,A). It follows

that N(δ,A) ⊂ G and A ∈ e(δ,G). ♣

Theorem 2.7.1.2 For all semi-proximities δ

e(δ,U) = δ(U).
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Proof : e(δ,U) = {B : N(δ,B) ⊂ U} = {B : U ⊂ δ(B)} = {B : B ∈
δ(U)} = δ(U). ♣

Proposition 2.7.1.15 For δ ∈ Rr

r(δ,U(x)) = δ(U(x)) = δ({x}) .

Proof : δ(U(x)) = δ({x}) = r(δ, δ({x})) ⊃ r(δ,U(x)) =
= U(x) ∪ {A : ∃{y} ∈ δ(A) ∩ U(x)} =
= U(x) ∪ {A : {x} ∈ δ(A)} = δ({x}). ♣

Proposition 2.7.1.16 δ ∈ Rr if and only if δ({x}) is a cluster for all
x ∈ X(δ).

Proof : Let A,B ∈ δ({x}) then A ∈ r(δ, δ(B)) = δ(B) hence δ({x}) is a
cluster, since all δ(A) are δ-closed. If δ({x} is a cluster, then A,B ∈ δ({x})
implies that A ∈ δ({B}) and hence r(δ, δ(B)) = δ(B), that is δ ∈ Rr. ♣

Proposition 2.7.1.17 δ ∈ Rh if and only if δ†(A) ∩ δ†({x}) 6= ∅ ⇒ A ∈
δ({x}).

Proof : The condition δ†(A)∩ δ†({x}) 6= ∅ is equivalent to N(δ, {x}) ⊂ B ⊂
δ(A). Hence the assumption of the proposition is equivalent to h(δ, δ(A)) =
δ(A). ♣

Proposition 2.7.1.18 δ({x}) satisfies B ⊂ δ({x}) ⇒ δ(B) ⊂ δ({x}) if and
only if δ ∈ Rh.

Proof : If δ ∈ Rh then B ⊂ δ({x}) and A ∈ B imply B ∈ δ†({x})∩ δ†(A) so
that A ∈ δ({x}) and hence δ(B) ⊂ δ({x}). The converse also easily follows
by Proposition 2.7.1.17. ♣

The significance of Propositions 2.7.1.16 and 2.7.1.18 is that while the
Riesz condition is strong enough to make all δ({x}) = δ(U(x)) clusters, it is
not strong enough to make N(δ, {x}) round filters.

Proposition 2.7.1.19 If for δ ∈ Rg, f(δ,G) ⊂ g(δ,G) then Rg ⊂ Rf .

Proof : δ(A) = g(δ, δ(A)) ⊃ f(δ, δ(A)) ⊃ δ(A) implies f(δ, δ(A)) = δ(A) for
δ ∈ Rg. ♣

Theorem 2.7.1.3 Rs ⊃ Rb, Rr ⊃ Rb, Rh ⊃ Re, Rb ⊃ Re.
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Proof : The proof easily follows by Proposition 2.7.1.19 together with s ⊂ b,
r ⊂ b, h ⊂ e, b ⊂ e which are easily established. ♣

Theorem 2.7.1.4 Rs ⊃ Rh.

Proof : This was proved in Proposition 2.5.1.1. In this framework a proof
could be based on Proposition 2.7.1.12. ♣

Historical and bibliographic notes

All results of this section were proved by W. J. Thron in 1973 in paper
[320]. Many other results in connection with the exposed problems in this
section can be found in papers [247], [248], [50] and [54].



Chapter 3

Quasi-uniform spaces and
quasi-proximity spaces

3.1 Quasi-uniform space

3.1.1 Elementary properties of quasi-uniformities

Definition 3.1.1.1 A quasi-uniformity for a set X is a filter U on X×X
satisfying the following two conditions:

(QU1) ∆X ⊆ U for each U ∈ U ;
(QU2) for each U ∈ U , there is a V ∈ U such that V ◦ V ⊂ U .

A quasi-uniform space is a pair (X,U), where X is a set and U is a
quasi-uniformity on X. The members of a quasi-uniform structure U are
called entourages.

If U is a quasi-uniformity on X, then U−1 = {U−1 : U ∈ U} is also a
quasi-uniformity on X and is called the conjugate quasi-uniformity of U
or conjugate of U .

Definition 3.1.1.2 Let U be a quasi-uniformity on X. A subfamily B of U
is said to be a quasi-uniform base or base for U if every entourage of U
contains some member of B.

Clearly B is a quasi-uniform base of a quasi-uniformity U if and only if
it is a filter-base for U . If B is a base for U , then B−1 is clearly a base for
U−1.

A simple proof of the following proposition is omitted.

311
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Proposition 3.1.1.1 Let B be a family of subsets of X ×X such that
(a) ∆ ⊂ B, for each B ∈ B;
(b) for B1, B2 ∈ B, there exists B3 ∈ B such that B3 ⊂ B1 ∩B2;
(c) for each B ∈ B, there exists an A ∈ B such that A ◦A ⊂ B.
Then there exists a unique quasi-uniformity U on X for which B is a

base. U is said to be generated by B and may be defined as the family
{U : B ⊂ U for some B ∈ B}. ♣

Example 3.1.1.1 In the following examples X is a set linearly ordered by
the relation < .

(a) If W denotes the ”upper triangle” {(x, y) : x 6 y}, then {W} is a
quasi-uniform base.

(b) If Wa = {(x, y) : x = y or a < x < y}, where a is some fixed element
of X, then {Wa} is a quasi-uniform base.

(c) For some fixed elements a , b ∈ X, the ”vertical strip” Va,b = {(x, y) :
x = y or a 6 x 6 b} constitutes a quasi-uniform base.

(d) {W ∩ Va,b} is a quasi-uniform base.
(e) If Ta,b = {(x, y) : a 6 x 6 y 6 b} ∪∆, then {Ta,b} is a quasi-uniform

base.
(f) If Ha = {(x, y) : x = y or a 6 x}, {Ha} is a quasi-uniform base.
(g) If La = {(x, y) : x 6 a 6 y} ∪∆, then {La} is a quasi-uniform base.
(h) Each of the following is a quasi-uniform base:

{Wa : a ∈ X} , {Va,b : a, b ∈ X} , {Ha : a ∈ X} .

(i) Let B consist of all the sets B which properly contain ∆ so that
(x, y) ∈ B implies y > x. Then B is a quasi-uniform base.

(j) Let R be the set of real numbers with the usual order, and let Wε =
{(x, y) : y − x < ε}. Then {Wε : ε > 0} is a quasi-unform base for quasi-
uniformity W.

(k) Let R be the set of all real numbers. For each ε > 0 let us define the
relation Vε = {(x, y) : x 6 y < x+ ε}. Then {Vε : ε > 0} is a quasi-uniform
base.

Proposition 3.1.1.2 Let n be any natural number and let B be a base for
U . Then {Bn : B ∈ B} is also a base for U .

Proof : Easily follows by using condition (c) of Proposition 3.1.1.1 and the
induction on n. ♣
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Definition 3.1.1.3 If B1 and B2 are bases for quasi-uniformities on a set
X, B1 is finer then B2 (and B2 is coarser than B1) and denotes B1 <
B2, whenever this relation holds for the filters B1 and B2. Two bases that
determine the same quasi-uniformity are said to be equivalent.

Proposition 3.1.1.3 Two quasi-uniform bases B1 and B2 are equivalent if
and only if B1 < B2 and B2 < B1. ♣

If U is a quasi-proximity on X, then the family {U ∩ U−1 : U ∈ U} is a
base for a quasi-uniformity U∗, which is the coarsest uniformity containing
U .

In practice, a quasi-uniformity is often most easily described by defining
a base for it. So all the quasi-uniformities given in Example 3.1.1.1 were
defined in terms of bases. It is possible, however, for two equivalent bases
to appear dissimilar. For example, if for each n ∈ N we set Un = {(x, y) :
−2/n 6 x − y 6 1/n}, then {Un; n ∈ N} and {Uε : ε > 0}, where Uε =
{(x, y) : |x− y| < ε}, are equivalent bases by Proposition 3.1.1.3.

Definition 3.1.1.4 A subfamily S of a quasi-uniformity U is a quasi-
uniform subbase or subbase for U if the family B of finite intersections
of members of S is a base for U .

If S is a subbase for U , then S−1 is a subbase for U−1.
We now give sufficient conditions for a family to be a subbase for a

quasi-uniformity. Once again it should be noted that the conditions in the
following proposition are only sufficient but not necessary, for S to be a
quasi-uniform base.

Proposition 3.1.1.4 If S ⊂ P (X ×X) satisfies
(a) ∆ ⊂ S for each S ∈ S;
(b) for each S ∈ S, there exists a T ∈ S such that T ◦ T ⊂ S,

then S is a quasi-uniform subbase.

Proof : If B is the family of all finite intersections of members of S, then
B is obviously closed under finite (non-empty) intersections. Also, if B ∈ B,
then B =

⋂n
i=1 Si, Si ∈ S. For each 1 6 i 6 n, there exists a Ti ∈ S such

that Ti ◦ Ti ⊂ Si. Let A =
⋂n

i=1 Ti ∈ B. Then A ◦ A ⊂ B. By Proposition
3.1.1.1, B is a quasi-uniform base. ♣
Proposition 3.1.1.5 If U is a quasi-uniformity on X, then the family
U [x] = {U [x] : U ∈ U} is a neighborhood system at x, for each x ∈ X.

If B is a base (resp. subbase) for U , then B[x] = {B[x] : B ∈ B} is the
base (resp. subbase) for the neighborhood system U [x].
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Proof : (a) For each U ∈ U , ∆ ⊂ U and so for each x ∈ X, x ∈ ∆[x] ⊂ U [x].
(b) Since U ∩ V ∈ U whenever U, V ∈ U , and U [x] ∩ V [x] = (U ∩ V )[x],

it follows that U [x] ∩ V [x] ∈ U [x].
(c) Let U [x] be given and U [x] ⊂ A. Then V = U ∪ (A × A) ∈ U and

V [x] = A which, therefore, belongs to U [x].
(d) Given U [x], we will show that there exists a V [x] such that U [x] ∈

U [y] for all y ∈ V [x]. We choose an entourage V such that V ◦ V ⊂ U . Let
y ∈ V [x] and z ∈ V [y]. Then z ∈ (V ◦ V )[x] ⊂ U [x] as claimed.

Thus U [x] is a neighborhood system at x, for each x ∈ X.
In the case of base B, (c) is omitted and in (b) equality is replaced by

inclusion. ♣

Definition 3.1.1.5 If U is a quasi-uniformity on X, then the topology de-
fined by the neighborhood system {U [x] : x ∈ X} (or, equivalently, by
{B[x] : x ∈ X}, where B base or subbase for U) is called the topology
generated by U or briefly the topology of U and is denoted by τ(U) or τU .

Referring to Example 3.1.1.1, the quasi-uniformity defined in (a) induces
the topology generated by the rays [a,→); the one in (j) induces the topology
of the rays (←, a). All the quasi-uniformities in (h), though different from
each other, induce the discrete topology.

It is clear from the above examples that different quasi-uniformities on
X may induce the same topology. Two quasi-uniformities (or bases or sub-
bases) on X are said to be compatible if they induce the same topology.
This relation is obviously an equivalence relation. Also, for U1 and U2 to be
compatible, it is necessary and sufficient that the families U1[x] and U2[x]
are identical for every x ∈ X.

It may be expected that if two quasi-uniformities are compatible, then
so are their conjugates. This, however, is not true. In fact, most of the
interesting situations in the following sections come from this fact.

Topologies induced by conjugate quasi-uniformities are called conjugate
topologies. From the above remarks, it is apparent that the conjugate of
a topology is not necessarily unique. There are generally several conjugate
topologies for a given τ . A topology is said to be self-conjugate if it
coincides with at least one of its conjugates. For example, a uniform topology
is self-conjugate.

Definition 3.1.1.6 A property P is said to be conjugate invariant if,
whenever P holds in a topology τ , it holds in every conjugate of τ .
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Because of the multiplicity of conjugate topologies in general, the con-
jugate invariance is a very demanding requirement and we will show that
most topological properties are not conjugate invariants.

Definition 3.1.1.7 If (X, τ) is a topological space and W is a relation on
X such that for each x ∈ X, W [x] is a neighborhood of x, then W is called a
neighbornet of (X, τ). If neighbornet W of (X, τ) is a symmetric (transi-
tive) relation on X, then W is a symmetric (transitive) neighbornet. If
for each x ∈ X, W [x] is an open (closed) set, then W is an open (closed)
neighbornet. If W [x] = W [y] for each y ∈ W [x] ∩W−1[x], then W is an
unsymmetric neighbornet.

Definition 3.1.1.8 A sequence (Un) of neighbornets of a space (X, τ) is
a normal sequence of neighbornets if U2

n+1 ⊂ Un for each n ∈ N, and
a neighbornet U of (X, τ) is a normal neighbornet provided that U is a
member of some normal sequence of neighbornets of (X, τ).

Every transitive neighbornet is a normal neighbornet. If (Un) is a normal
sequence of neighbornets, then for each k ∈ N, U1 ◦ U2 ◦ . . . ◦ Uk ⊂ U2

1 and
∩∞n=1Un is a transitive relation. For any neighbornet U the set U∞ = ∪{Un :
n ∈ N} is always a transitive neighbornet. If (X,U) is a quasi-uniform
space and U ∈ U , then U is a normal neighbornet of (X, τU ). If for each
neighbornet U of X there exists a neighbornet V of X such that V 2n ⊂ Un,
then for each neighbornet W of X, Wn is a normal neighbornet.

Proposition 3.1.1.6 Let (X, τ) be a topological space and let V be a neigh-
bornet of (X, τ). Then for each A ⊂ X, A ⊂ V −1[A], and the following
statements are equivalent:

(a) V −1 is a neighbornet;
(b) V contains a symmetric neighbornet;
(c) for each subset A of X, A ⊂ V [A].

Proof : Let A be a subset of X. If p ∈ A, then V [p] ∩ A 6= ∅ so that
p ∈ V −1[A]. Thus A ⊂ V −1[A]. The implications (a) ⇒ (b) and (b) ⇒ (c)
are evident. To see that (c) ⇒ (a), let us suppose that for each subset
A of X, A ⊂ V [A] and let x ∈ X. Evidently x 6∈ V [X − V −1[x]] and so
x 6∈ X − V −1[x]. Hence V −1[x] is a neighborhood of x. ♣

Proposition 3.1.1.7 Let (X,U) be a quasi-uniform space and let G ⊂ X.
Then G is τU -open if and only if for each x ∈ G, there exists an entourage
U ∈ U such that U [x] ⊂ G.
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Proof : The condition is clearly equivalent to saying that G is a τU -neighbor-
hood of each of its points. ♣

By definition, for each x ∈ X and each U ∈ U , U [x] is a τU -neighborhood
of the point x. Although U [x] need not be a τU -open set, there is always a
base B for U such that for each B ∈ B and x ∈ X, B[x] is τU -open.

Proposition 3.1.1.8 If B is a base (subbase) for a quasi-uniformity U and
β = {B : for each x ∈ B, there exists U ∈ B such that U [x] ⊂ B}, then β
is a base (subbase) for τU . ♣

Proposition 3.1.1.9 Let B be a quasi-uniform base on X and A ⊂ X.
Then

A =
⋂

U∈B
U−1[A] .

Proof : By Proposition 3.1.1.8, x ∈ A if and only if U [x] ∩ A 6= ∅ for each
U ∈ B, if and only if there exists an a ∈ A such that a ∈ U [x] for every
U ∈ B, if and only if x ∈ U−1[a] for a ∈ A and each U ∈ B, if and only if
x ∈ U−1[A] for each U ∈ B. ♣

As a special case, we get the following familiar result for uniform spaces.
If U is a uniformity on X and A ⊂ X, then

(∗) A =
⋂

U∈U
U [A]

holds.

Definition 3.1.1.9 A topological space (X, τ) is said to be quasi-unifor-
mizable if there exists a quasi-uniformity U on X which induces τ . Then
U is said to be compatible with τ .

It is well known that a topological space is uniformizable if and only if
it is completely regular. Now we will show that every topological space is
quasi-uniformizable.

Lemma 3.1.1.1 For each A ⊂ X, let us define that SA = (A×A)∪ ((X −
A)×X). Then the sets SA, as A runs through any family Σ ⊂ P (X), forms
a quasi-uniform subbase. Further, the quasi-uniformity generated in such a
way induces the topology generated by the subbase Σ.
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Proof : By virtue of Proposition 3.2.1.1, the first part is proved if we verify
that for every A ∈ Σ, (a) ∆ ⊂ A and (b) SA ◦ SA ⊂ SA. (a) is obvious. To
prove (b), let us suppose that (x, y), (y, z) ∈ SA. If x ∈ A, then y ∈ A which
in turn implies z ∈ A. On the other hand, if x ∈ X−A, (x, z) ∈ (X−A)×X.
In either case (x, z) ∈ SA. Now by Proposition 3.1.1.5, the sets SA[x] form
a local subbase at x. Since

SA[x] =
{

A if x ∈ A ,
X if x 6∈ A ,

these sets generate the same topology as Σ . ♣

Theorem 3.1.1.1 Every topological space (X, τ) is quasi-uniformizable.

Proof : By Lemma 3.1.1.1, the family {SG : G ∈ τ} generates a quasi-
uniformity which is compatible with τ . ♣

Theorem 3.1.1.1 was first proved by A. Császár (see [61]) in terms of
syntopogenic structures. The proof is far from being simple. Subsequently
W. J. Pervin [255] gave a more direct and simpler proof, which is presented
here. For this reason, the quasi-uniformity constructed in the above proof
will be referred to as the Pervin quasi-uniformity of τ and denoted by
P.

Let {Ui : i ∈ i} be a family of quasi-uniformities on a set X. The
supremum of {Ui : i ∈ I} is the smallest (in the set-inclusion sense) quasi-
uniformity on X that is finer than every Ui. For any family {Ui : i ∈ I} the
supremum always exists and is generated by the subbase {Ui : Ui ∈ Ui}.
This supremum coincides with the coarsest filter finer than every Ui. The
supremum of a family Ui of quasi-uniformities is denoted by ∨iUi. The
infimum of a family {Ui : i ∈ I} is similarly defined and denoted by ∧iUi.
The infimum always exists; it is the supremum of the family of all quasi-
uniformities that are coarser than every Ui.

3.1.2 Quasi-uniformly continuous mappings

If f : X → Y is a mapping and V is a quasi-uniformity or quasi-uniform
base on Y , then f−1

2 (U) = {f−1
2 (V ) : V ∈ V} is a quasi-uniform base on X.

Indeed, (a) the family f−1
2 (U) is a filter base, (b) ∆ is contained in every

element f−1
2 (V ) and (c) for any f−1

2 (V ), f−1
2 (W )◦f−1

2 (W ) ⊂ f−1
2 (W ◦W ) ⊂

f−1
2 (V ), where W ∈ V such that W ◦ W ⊂ V . The quasi-uniformity so

generated is called the pre-image of V and is denoted by f−1
2 (V).
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If f : X → Y is a mapping, then the image f(U) = {f(U) : U ∈ U} of a
quasi-uniformity U on X need not be a quasi-uniform base on Y .

Definition 3.1.2.1 Let (X,U) and (Y,V) be quasi-uniform spaces. A map-
ping f : X → Y is said to be quasi-uniformly continuous if one of the
following equivalent conditions is satisfied:

(a) V ∈ V implies f−1
2 (V ) ∈ U ;

(b) there exists a base or a subbase B of V such that B ∈ B implies
f−1
2 (B) ∈ U ;

(c) for each V ∈ V, there exists a U ∈ U such that (x, y) ∈ U implies
(f(x), f(y)) ∈ V , i.e. f2(U) ⊂ V ;

(d) U is finer than f−1
2 (V).

Simple proof of the equivalence of conditions (a)− (d) is omitted.
Every constant mapping is trivially quasi-uniformly continuous, and so

is every mapping from a discrete quasi-uniform structure and every map-
ping into an indiscrete quasi-uniform structure. The identity mapping i :
(X,U) → (X,V) is quasi-uniformly continuous if and only if V ⊂ U . Also,
a mapping remains quasi-uniformly continuous if we replace U by a finer
quasi-uniformity and (or) V by a coarser quasi-uniformity. The composition
of two quasi-uniformly continuous mappings is quasi-uniformly continuous.

For each ε > 0 and f : X → R, we will let U(ε,f) = f−1
2 (Wε) = {(x, y) :

f(x) − f(y) < ε}. Let U be a quasi-uniformity on X. Then f : (X,U) →
(R,W) is quasi-uniformly continuous if and only if for each ε > 0, U(ε,f) ∈
U . Then Q(U) (QB(U)) denotes the set of all (bounded) quasi-uniformly
continuous functions from (X,U) to (R,W).

Proposition 3.1.2.1 Every quasi-uniformly continuous mapping is contin-
uous.

Proof : Let f : (X,U) → (Y,V) be a quasi-uniformly continuous mapping
and let V [f(x)] be a neighborhood of f(x), V ∈ V. By hypothesis, there
exists a U ∈ U such that f2(U) ⊂ V . So, if y ∈ U [x], then f(y) ∈ V [f(x)]
and f is continuous. ♣

It is well known that a continuous mapping need not be uniformly con-
tinuous. It follows that a continuous mapping need not be quasi-uniformly
continuous.

Proposition 3.1.2.2 If f : (X,U) → (Y,V) is a quasi-uniformly continu-
ous mapping, then f : (X,U−1) → (Y,V−1) is as well.
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Proof : This follows from the fact that f−1
2 (V −1) = (f−1

2 (V ))−1. ♣

Proposition 3.1.2.3 Let (X,Q) and (Y,R) be quasi-uniform spaces, let
U = sup{Q,Q−1} and let V = sup{R,R−1}. If f : (X,Q) → (Y,R) is quasi-
uniformly continuous, then f : (X,U) → (Y,V) is uniformly continuous.

Proof : By Proposition 3.1.2.2, f : (X,Q−1) → (Y,R−1) is quasi-uniformly
continuous. Since {R ∩ R−1 : R ∈ R} is a base for V, it suffices to show
that f−1

2 (R∩R−1) ∈ U . But this is an easy consequence of f−1
2 (R∩R−1) =

f−1
2 (R) ∩ f−1

2 (R−1), f−1
2 (R) ∈ Q and f−1

2 (R−1) ∈ Q−1. ♣

Corollary 3.1.2.1 Let (X,U) be a uniform space and (Y,R) a quasi-uni-
form space with V = sup{R,R−1}. Then f : (X,U) → (Y,R) is quasi-
uniformly continuous if and only if f : (X,U) → (Y,V) is uniformly contin-
uous.

Proof : ” ⇒ ” part follows from Proposition 3.1.2.3. For the converse, if
R ∈ R, then trivially f−1

2 (R) ∈ U . ♣

Definition 3.1.2.2 A bijection f : (X,U) → (Y,V) is called a quasi-
unimorphism if f and f−1 are quasi-uniformly continuous. Two quasi-
uniform spaces are called quasi-unimorphic if there exists a quasi-unimorp-
hism between them.

The identity mapping of a quasi-uniform structure, inverse of a quasi-
unimorphism and the composition of quasi-unimorphisms are again quasi-
unimorphisms. Thus, quasi-unform isomorphism is an equivalence relation
between quasi-uniform spaces. A property which is invariant under quasi-
unimorphism is called a quasi-uniformly invariant. From Proposition 3.1.2.1
and the subsequent remark, it follows that every quasi-unimorphism is a
homeomorphism, but not conversely. Consequently, every topological prop-
erty is also a quasi-uniform invariant, but not the other way round. On the
other hand, every quasi-uniform invariant is also a uniform invariant, but
not the other way round.

Lemma 3.1.2.2 Let (X,U) be a quasi-uniform space and Y ⊂ X. Let U|Y
denote the trace of U by Y × Y , i.e. U|Y = {U ∩ (Y × Y ) : U ∈ U}. Then
U|Y is a quasi-uniformity on Y .

Proof : (a) Clearly ∆ ⊂ A for each A ∈ U|Y .
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(b) If A,B ∈ U|Y , then A = U ∩ (Y × Y ), B = V ∩ (Y × Y ) for some
U, V ∈ U . Hence A ∩B = (U ∩ V ) ∩ (Y × Y ) ∈ U|Y since U ∩ V ∈ U .

(c) If A ∈ U|Y , then A = U ∩ (Y × Y ) for some U ∈ U . But there exists
a V ∈ U such that V ◦ V ⊂ U . If B = V ∩ (Y × Y ), then B ∈ U|Y and
B ◦B ⊂ A.

(d) Let A ∈ U|Y and let A ⊂ B. Then A = U ∩ (Y ×Y ) for some U ∈ U .
By setting V = U ∪B ∈ U and so B = V ∩ (Y × Y ) ∈ U|Y .

This proves that U|Y is a quasi-uniformity on Y . ♣
In the same way, we can prove that if B is a base (subbase) for U , then

B|Y is a base (subbase) for U|Y .
In the notation of Lemma 3.1.2.2 U|Y is called the relative quasi-

uniformity on Y , and (Y,U|Y ) is called a quasi-uniform subspace.
If U induces the topology τ on X, then the topology induced by U|Y

on Y is precisely the subspace topology of τ . Also, if f is quasi-uniformly
continuous on (X,U), then the restriction mapping f |Y is quasi-uniformly
continuous on (Y,U|Y ).

Definition 3.1.2.3 Let (Xi,Ui) be a family of quasi-uniform spaces, in-
dexed by I, and let X =

∏
i∈I Xi. The product quasi-uniformity U

is the smallest quasi-uniformity on X which makes every projection quasi-
uniformly continuous. Then (X,U) is called the product quasi-uniform
space. U is denoted by

∏
i∈I Ui.

Let S(i, Ui) = (pi)−1
2 (Ui) = {(x, y) : (pi(x), pi(y)) ∈ Ui} for any Ui ⊂

Xi × Xi. Then for each i ∈ I and each Ui ∈ Ui, S(i, Ui) is an entourage
in the product quasi-uniformity. Hence, the product quasi-uniformity is the
smallest one that contains all sets S(i, Ui), i ∈ I, Ui ∈ Ui. It is clear that (a)
∆ ⊂ S(i, Ui) for all i ∈ I, Ui ∈ Ui; (b) S(i, Vi) ◦ S(i, Vi) ⊂ S(i, Ui) provided
Vi ◦ Vi ⊂ Ui.

By Proposition 3.2.1.1, it follows that the family S = {S(i, Ui) : i ∈ Ui ∈
Ui} is a quasi-uniform subbase. From the foregoing remarks it is obvious
that the quasi-uniformity generated by S on X is precisely the product
quasi-uniformity. This gives us an alternative way of defining the product
quasi-uniformity.

We will note that the conclusions of the last paragraph still hold if Ui,
i ∈ I, are taken to be quasi-uniform bases on Xi.

Proposition 3.1.2.4 Let (Xi,Ui), i ∈ I, be a family of quasi-uniform
spaces and let (X,U) be their product. Then the topology of U is the product
of the topologies of Ui, i ∈ I.
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Proof : We have already seen that the family of all sets of the form S(i, Ui),
i ∈ I, is a quasi-uniform subbase for U . If x ∈ X, then by Proposition
3.1.1.5 the family of sets of the form {y : (x, y) ∈ S(i, Ui)} is a subbase for
the neighborhood system of x in the product topology induced by U . But
this is precisely the subbase in the Tychonoff product topology induced by
the topologies Ui. ♣

Proposition 3.1.2.5 Let f : (X,U) → (Y,V) be a mapping, where (Y,V)
is the product of family (Yi,Vi), i ∈ I, of quasi-uniform spaces. Then f is
quasi-uniformly continuous if and only if pi◦f is quasi-uniformly continuous
for each i ∈ I, where pi denotes the projection Y to Yi.

Proof : If f is quasi-uniformly continuous, then pi ◦ f is quasi-uniformly
continuous as the composition of quasi-uniformly continuous mappings for
each i ∈ I. If pi ◦ f is quasi-uniformly continuous for each i ∈ I, then
(pi ◦ f)−1

2 (Ui) ∈ U for each Ui ∈ Vi. But (pi ◦ f)−1
2 (Ui) = f−1

2 (S(i, Ui)).
Hence the inverse under f2 of each member of a subbase for the product
quasi-uniformity belongs to U and so by Definition 3.1.2.1 (b), f is quasi-
uniformly continuous. ♣

Let (X,U) be a quasi uniform space and let τ be the topology induced
by U . On the product set X × X a topology, related to τ , can be given
in many possible ways. The most natural, perhaps, is the topology τ × τ .
We shall call this the product topology and will not always mention it
explicitly. The other natural choices are τ × τ−1 and τ−1 × τ , where τ−1 is
the topology induced by U−1. We call these topology hybrid topologies.

We will presently see that the lack of symmetry in quasi-uniform struc-
tures is partially overcome by considering the hybrid topologies instead of
the product topology as it is usually done. As just one example, we will
mention the following.

Unlike in uniform spaces, an entourage in a quasi-uniformity need not
be a neighborhood (in the product topology) of the diagonal. In Example
3.1.1.1(a), the set {(x, y) : x 6 y} is an entourage but not a neighborhood
of ∆ in the product topology. This situation is remedied by replacing the
product topology by the appropriate hybrid topology (see Proposition 3.1.2.9
below).

Lemma 3.1.2.3 If L, M , N are subsets of X ×X, then

L ◦M ◦N =
⋃

(x,y)∈M

N−1[x]× L[y] .
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Proof : (a, b) ∈ L◦M ◦N if and only if there exist x, y such that (a, x) ∈ N ,
(x, y) ∈ M and (y, b) ∈ L if and only if there exists an (x, y) ∈ M such that
a ∈ N−1[x] and b ∈ L[y] if and only if (a, b) ∈ N−1[x] × L[y] for some
(x, y) ∈ M . ♣

Corollary 3.1.2.2 If U ,V are quasi-uniformities on X, and L ∈ U , N ∈ V,
then L ◦M ◦N is a neighborhood of M in the topology of V−1 × U . ♣

Proposition 3.1.2.6 Let τ1 and τ2 be topologies on a set X and let (Y,V)
be a quasi-uniform space. If f : (X, τ1) → (Y, τV) and f : (X, τ2) → (Y, τV−1)
are continuous mappings, then, for each V ∈ V, f−1

2 (V ) is a τ2 × τ1-
neighborhood of ∆.

Proof : Let V ∈ V and let W ∈ V such that W ◦W ⊂ V . Let x ∈ X. There
exists G1 ∈ τ1 and G2 ∈ τ2 such that x ∈ G1 ∩ G2, f(G1) ⊂ W [f(x)] and
f(G2) ⊂ W−1[f(x)]. It is easily verified that (x, x) ∈ G2×G1 ⊂ f−1

2 (V ). ♣

Proposition 3.1.2.7 Let B and C be bases for the quasi-uniformities U and
V respectively on X. If M ⊂ X ×X is any set, then the closure of M in the
topology of U × V is given by

M =
⋂

C−1 ◦M ◦B ,

where B ∈ B and C ∈ C.

Proof : A point (x, y) ∈ M if and only if for each B ∈ B, C ∈ C, (B[x] ×
C[y]) ∩M 6= ∅ if and only if there exists an (a, b) ∈ M such that a ∈ B[x],
b ∈ C[y] for each B, C if and only if (x, y) ∈ C−1 ◦M ◦ B for each B ∈ B
and C ∈ C. ♣

Corollary 3.1.2.3 If U = V, then M =
⋂

B−1 ◦M ◦B, where B ∈ B.

Proof : By Proposition 3.1.2.7,

M =
⋂

B,C∈B
C−1 ◦M ◦B ⊂

⋂

B∈B
B−1 ◦M ◦B .

But for each B, C ∈ B, D−1 ◦M ◦D ⊂ C−1 ◦M ◦B where D = B ∩C and
hence the reverse inclusion follows. ♣

Proposition 3.1.2.8 Let U and V be quasi-uniformities an X and let G be
a subset of X ×X. Then G is open in U × V if and only if G−1 is open in
V × U .
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Proof : A point (x, y) ∈ G−1 if and only if (y, x) ∈ G if and only if there exist
U ∈ U and V ∈ V such that U [y]×V [x] ⊂ G if and only if V [x]×U [y] ⊂ G−1.
♣

Corollary 3.1.2.4 The reflexive mapping (x, y) → (y, x) is a homeomor-
phism of (X ×X,U × V) to (X ×X,V × U). ♣

Corollary 3.1.2.5 If M ⊂ X ×X and P is a topological property, then M
has P in U × V topology if and only if M−1 has P in V × U topology. In
particular, M is closed in U × V if and only if M−1 is closed in V × U . ♣

Corollary 3.1.2.6

Int U×VM−1 =
(
Int V×UM

)−1
,

Cl U×VM−1 =
(
Cl V×UM

)−1
♣.

Proposition 3.1.2.9 If (X,U) is a quasi-uniform space and U is an en-
tourage, then

Int U−1×UU ∈ U .

Proof : There exists an entourage V such that V ◦V ◦V ⊂ U . By Corollary
3.1.2.2, V ◦V ◦V is a neighborhood of V in U−1×U . Hence U is a neighbor-
hood of V and V ⊂ Int U−1×UU , which is then an entourage by Definition
3.1.1.1 (d). ♣

Corollary 3.1.2.7 Entourages which are open in U−1 × U form a base for
quasi-uniformity U . ♣

Proposition 3.1.2.10 Entourages which are closed in U×U−1 form a base
for quasi-uniformity U .

Proof : For an entourage U , let V be an entourage such that V ◦V ◦V ⊂ U .
By Proposition 3.1.2.7, V ⊂ Cl U×U−1V ⊂ V ◦ V ◦ V ⊂ U and so ClV ∈ U .
♣

Corollary 3.1.2.8 If U and U−1 are compatible, then the induced topology
is regular.

Proof : Under the hypothesis, the two hybrid topologies coincide with the
usual product topology. Since closed entourages form a base for U and closed
neighborhoods of x form a local base, then the topology is regular. ♣
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Proposition 3.1.2.11 If τU ⊂ τU−1, then τU−1 is uniformizable and hence
completely regular.

Proof : Let W = sup{U ,U−1}. Then W is a uniformity. By hypothesis,
for each x ∈ X, and U ∈ U , there exists a V ∈ U , V ⊂ U , such that
V −1[x] ⊂ U [x]. This shows that V −1[x] ⊂ U ∩ U−1[x]. Hence, τW ⊂ τU−1 .
But obviously τU−1 ⊂ τW . Hence τU−1 = τW is uniformizable and hence
completely regular. ♣
Corollary 3.1.2.9 If a quasi-uniformity is compatible with its conjugate,
then the induced topology is completely regular. ♣
Theorem 3.1.2.1 Let (X, τ) be a compact Hausdorff space and let G be a
closed partial order on X. There exists exactly one quasi-uniformity U on
X such that ∩U = G and τU∗ = τ .

Proof : Let us suppose that U is a quasi-uniformity on X such that ∩U = G
and τU∗ = τ . We will show that U consists of all τ × τ -neighborhoods of
G. By Corollary 3.1.2.7 , all members of U are τ × τ -neighborhoods of G.
Let us suppose that there exists a τ × τ -neighborhood V of G that is not a
member of U . Then {U−V : U ∈ U} is a base for a filter V on X×X. Since
(X, τ) is compact, V has a τ × τ -cluster point (x, y) that does not belong to
G. Since U is coarser than V, (x, y) is a cluster point of U . It follows from
Corollary 3.1.2.10 that the intersection of the τ × τ closures of members of
U is G, which is a contradiction.

The proof may be completed by establishing that the family U of all
τ × τ -neighborhoods of G is a quasi-uniformity on X such that ∩U = G and
τU∗ = τ . Clearly U is a filter on X ×X, and ∩U = G. Let us suppose that
(QU2) is not satisfied; then there exists a τ ×τ -open set U ∈ U such that for
all V ∈ U , V ◦ V − U 6= ∅. For each V ∈ U let V ′ = {((x, y), z) ∈ X2 ×X :
(x, y) 6∈ U , (x, z) ∈ V , (z, y) ∈ V }. It follows that B = {V ′ : V ∈ U} is a
filter base on (X ×X −U)×X. Since (X ×X −U)×X is compact, B has
a cluster point ((a, b), c). We assert that (a, c) ∈ G. Let us suppose that
(a, c) 6∈ G; as G is compact, there exist disjoint open sets V and H such
that G ⊂ V and (a, c) ∈ H. Let us set W = {((x, y), z) : (x, z) ∈ H}. Then
((a, b), c) ∈ W and W ∩ V ′ = ∅, which is a contradiction. Thus (a, c) ∈ G
and it follows as above that (c, b) ∈ G. Since G is transitive, (a, b) ∈ G ⊂ U ,
which is also a contradiction. Finally it is evident that τU∗ ⊂ τ ; as ∩U is a
partial order, τU∗ is a Hausdorff topology. Hence τU∗ = τ . ♣
Corollary 3.1.2.10 Let (X, τ) be a compact Hausdorff space. The unique
uniformity compatible with τ is the family of all neighborhoods of ∆. ♣
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Theorem 3.1.2.2 Let (X,U) and (Y,V) be quasi-uniform spaces and let us
suppose that (X,U∗) is a compact Hausdorff space. If f : (X, τU ) → (Y, τV)
and f : (X, τU−1) → (Y, τV−1) are continuous mappings, then f : (X,U) →
(Y,V) is quasi-uniformly continuous.

Proof : Let V ∈ V. By Proposition 3.1.2.6 f−1
2 (V ) is a τU−1×U -neighbor-

hood of ∆ and hence of ∩U . By the proof of Theorem 3.1.2.1, f−1
2 (V ) ∈ U .

♣

3.1.3 Quasi-uniformities and pseudo-quasi-metrics

Definition 3.1.3.1 A real-valued function d on X ×X is called a pseudo
quasi-metric on X if

(a) d(x, y) > 0 for every x, y ∈ X ,
(b) d(x, x) = 0 for every x ∈ X,
(c) d(x, z) 6 d(x, y) + d(y, z) for every x, y, z ∈ X.

If, in addition,
(d) d(x, y) = 0 implies x = y,

then d is called a quasi-metric. A pseudo quasi-metric d satisfying
(e) d(x, y) = d(y, x) for every x, y ∈ X

is called a pseudo-metric.

Let d be a pseudo-quasi-metric on X. For a ∈ X and ε > 0 the set
S(a, ε) = {x ∈ X : d(x, a) < ε} is called an ε-sphere with center at a. The
family {S(a, ε) : a ∈ X, ε > 0} is a base for a topology on X, called the
pseudo-quasi-metric topology of d and is denoted by τd.

If Uε = {(x, y) : d(x, y) < ε}, then the family {Uε : ε ∈ R+} satisfies
conditions of Proposition 3.1.1.1 and hence is a quasi-uniform base. The
quasi-uniformity generated in such a way is the quasi-uniformity of d,
and denoted by Ud. Let us note that Uε[x] = S(x, ε) and therefore the
topology induced by the quasi-uniformity of d is precisely the τd.

If d is a pseudo-quasi-metric on X, so is d∗, where

d∗(x, y) = d(y, x) .

We call d and d∗ conjugate pseudo-quasi-metrics. It is easy to see that
the quasi-uniformities and topologies derived from d and d∗ are conjugate.
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Example 3.1.3.1 In examples (a) − (c), X is any set linearly ordered by
<, and in (d), (e) the set of real numbers.

(a) d(x, y) =
{

0 , if x 6 y ,
1 , if x > y .

(b) d(x, y) =





0 , if x = y ,
1 , if x < y ,
2 , if x > y .

(c) d(x, y) =
{

ρ(x, y) , if x 6 y ,
1 , if x > y .

(ρ is any metric bounded by 1)

(d) d(x, y) = max{0 , y − x}
(e) d(x, y) =

{
0 , if x 6 y ,
min{1 , |x− y|} , if x > y .

A quasi-uniform space (X,U) is said to be pseudo-quasi-metrizable if
there exists a pseudo-quasi-metric d on X whose quasi-uniformity coincides
with U . Such a quasi-uniformity has a countable base; for, the family {Uε}
as ε runs through all positive rationales is a base.

We omit the proof of the following lemma on the assumption that the
elegant presentation of this result given in [164] is one argument concerning
quasi-uniform spaces that are easily accessible and well known.

Lemma 3.1.3.4 Let (Un) be a sequence of reflexive relations on a set X
such that Un ◦ Un ◦ Un ⊂ Un for each n ∈ N. Then there exists a quasi-
pseudo-metric d for X such that Un+1 ⊂ {(x, y) : d(x, y) < 1/2n} ⊂ Un for
each n ∈ N. If each Un is symmetric, d can be taken to be a pseudo-metric.

Theorem 3.1.3.1 A quasi-uniform space (X,U) is pseudo-quasi-metrizable
if and only if U has a countable base.

The proof of this theorem is omitted, since it is too long, but easily
accessible (see [259]).

Definition 3.1.3.2 If d, e are pseudo-quasi-metrics on X and Y respec-
tively, then the product pseudo-quasi-metric d× e on X × Y is defined
by

(d× e)(u, v) = (d2(x1, x2) + e2(y1, y2))1/2 ,

where u = (x1, y1) and v = (x2, y2) are points of X × Y .

That the function d × e defined in such a way is a pseudo-quasi-metric
is easily established. The quasi-uniformity and the topology derived form
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d × e coincide with the product of the quasi-uniformities and topologies
respectively, derived from d and e.

A particular interest for us in the following subsection are the products
d× d∗ and d∗ × d.

There are several other ways of generating new pseudo-quasi-metrics
from the given ones. One of them is the following. If {di} is a family of
pseudo-quasi-metrics on X, let us define d by

d(x, y) = sup
i

di(x, y) .

Then d is a pseudo-quasi-metric on X, called the supremum of {di}. It is
generally not true that the quasi-uniformity supi di coincides with the supre-
mum of the quasi-uniformities of di, unless the family is finite. However, by
virtue of Theorem 3.1.3.1 we have the following

Proposition 3.1.3.1 The supremum of countable many pseudo-quasi-met-
rizable spaces is pseudo-quasi-metrizable. ♣

Definition 3.1.3.3 A real-valued function on quasi-uniform space (X,U)
is quasi-uniformly upper semi-continuous if for each ε > 0, there is
an entourage U ∈ U such that (x, y) ∈ U implies f(y) < f(x) + ε.

A quasi-uniformly lower semi-continuous function is defined simi-
larly by reversing the last inequality and by replacing ε with −ε. Obviously
a function is quasi-uniformly upper semi-continuous on (X,U) if and only if
it is quasi-uniformly lower semi-continuous on (X,U−1).

Proposition 3.1.3.2 Let d be a pseudo-quasi-metric on X. Then d is
quasi-uniformly upper semi-continuous in Ud∗×d and consequently quasi-
uniformly lower semi-continuous in Ud×d∗.

Proof : Let Vε = {(u, v) ∈ X2 × X2 : (d∗ × d)(u, v) < ε}. Let us re-
call that the sets Vε form a base for the quasi-uniformity of d∗ × d. Then
((x1, x2), (x3, x4)) ∈ Vε implies d∗(x1, x3) < ε and d(x2, x4) < ε. This in
turn implies d(x3, x4) 6 d(x3, x1) + d(x2, x4) < d(x1, x2) + 2ε. Hence d is
quasi-uniformly upper semi-continuous relative to the quasi-uniformity of
d∗ × d. ♣

Corollary 3.1.3.1 Let d be a pseudo-quasi-metric on X. Then for every
x, d(x, y) is a quasi-uniformly upper semi-continuous function of y and for
every y, d(x, y) is a quasi-uniformly lower semi-continuous function of x
(relative to the quasi-uniformity of d). ♣
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We will now prove one generalization of this corollary.

Proposition 3.1.3.3 For any fixed set A ⊂ X, d(x,A) and d(A, x) are re-
spectively quasi-uniformly lower semi-continuous and quasi-uniformly upper
semi-continuous functions of x.

Proof : Let Uε = {(x, y) ∈ X2 : d(x, y) < ε}. Then (x, y) ∈ Uε implies
d(x,A) 6 d(x, a) 6 d(x, y) + d(y, a) 6 d(y, a) + ε, for all a ∈ A. Hence
d(y, A) > d(x,A)−ε. This proves one part; the second part is a consequence
of the first. ♣

Theorem 3.1.3.2 If , for each x ∈ X, the pseudo-quasi-metric d is d∗-
continuous in y, then τd∗ is pseudo-metrizable.

Proof : For any ε > 0, the inverse image of (0, ε) is d∗-open. That is,
{y : d(x, y) < ε} is d∗-open. This means τd ⊂ τd∗ . By Proposition 3.1.2.11
τd∗ is pseudo-metrizable. ♣

3.1.4 Separation axioms

A pseudo-metric space is always normal and hence given the T0-axiom, other
separation axioms T1, T2, T3 and complete regularity are at once satisfied.
A similar situation prevails in a uniform space since it is necessarily com-
pletely regular. In a pseudo-quasi-metric or a quasi-uniform spaces, however,
no separation axiom need be satisfied. In this subsection we will attempt to
find pseudo-quasi-metric and quasi-uniformly characterizations of the vari-
ous separation and ”regularity” axioms.

To avoid repetitions and cumbersome notation, we will make the follow-
ing conventions for this subsection. In all propositions, it is understood that
(X,U) is a quasi-uniform space, B is any base for U , d is a pseudo-quasi-
metric on X and ∩ stands for the intersection as U runs through B.

Proposition 3.1.4.1 (a) (X,U) is T0 if and only if ∩U is an anti-symmet-
ric set. (b) (X, d) is T0 if and only if d(x, y) + d(y, x) = 0 implies x = y.

Proof : (a) Let S = ∩U . Then (x, y) ∈ S ∩ S−1 if and only if x ∈ U [y]
and y ∈ U [x] for all entourages U ∈ U . Hence X is T0 if and only if S is an
anti-symmetric set.

(b) Follows from the fact that τd is T0 if and only if x 6= y implies that
at least one of d(x, y) and d(y, x) is non-zero. ♣
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Proposition 3.1.4.2 (a) (X,U) is T1 if and only if ∆ = ∩U . (b) (X, d) is
T1 if and only if d(x, y) = 0 implies x = y. That is, a pseudo-quasi-metric
is T1 if and only if it is a quasi-metric.

Proof : Equality ∆ = ∩U holds if and only if x = ∩U [x] for each x ∈ X,
which in turn is equivalent to T1. The proof of (b) is omitted. ♣

The condition ∆ = ∩U is the well-known characterization of T2 in uni-
form spaces, but it characterizes T1 in quasi-uniform spaces. This, however,
is not so surprising since a uniform space is T2 whenever it is T1. The fol-
lowing characterization of T1 quasi-uniform spaces, though less elegant than
the characterization given in Proposition 3.1.4.2, proves useful.

Proposition 3.1.4.3 Let (X,U) be a quasi-uniform space. Then (X,U) is
a T1 space if and only if the following condition holds.

If a filter F converges in (X, τU−1) to x, then F has no τU cluster point
different from x. ♣

Proposition 3.1.4.4 (X,U) is T2 if and only if ∆ = ∩(U−1 ◦ U).

Proof : X is T2 if and only if ∆ = ∆. Since by Corollary 3.1.2.3 ∆ =
∩ (U−1 ◦∆ ◦ U), we have the proof of the proposition. ♣

We now pass on to the ”regularity” axioms, of which R0 and R1 were first
introduced by Davis [64]. It will be found that the R0 axiom is particularly
well-behaved in the sense that several characterizations are obtainable.

Proposition 3.1.4.5 Let (X, τ) be a topological space. Then the following
statements are equivalent:

(a) (X, τ) is R0;
(b) there exists a compatible quasi-uniformity U such that for each x ∈ X

and an entourage U ∈ U , there exists a symmetric entourage V ∈ U such
that V [x] ⊂ U [x];

(c) there exists a compatible quasi-uniformity U such that for each x ∈ X,
the sets V [x] as V runs through all symmetric entourages of U , form a local
base at x;

(d) there exists a compatible quasi-uniformity U such that for each x ∈ X
and an entourage U ∈ U , there exists an entourage V ∈ U with V −1[x] ⊂
U [x];

(e) there exists a compatible quasi-uniformity U such that τ = τU ⊂ τU−1.
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Proof : (a) ⇒ (b) : Let U be the Pervin quasi-uniformity of τ . For any
given point x and an entourage U ∈ U , U [x] is a neighborhood of x and
hence contains an open neighborhood G of x. Let us define V = (G×G) ∪
((X − x) × (X − x)). Then, since x ⊂ G, SG ∩ SX−x ⊂ V . Hence V is an
entourage and obviously symmetric. Also V [x] = G ⊂ U [x].

(b) ⇔ (c) ⇒ (d) ⇔ (e) is obvious.
(d) ⇒ (a) : By Proposition 3.1.1.9 x = ∩U−1[x] ⊂ ∩U [x], which means

that x is contained in every neighborhood of x. ♣
By combining Proposition 3.1.2.11 and Proposition 3.1.4.5, we come to

the following:

Corollary 3.1.4.1 (X, τ) is R0 if and only if τ has a completely regular
conjugate topology. ♣

Proposition 3.1.4.6 (a) (X,U) is R0 if and only if ∩U is symmetric. (b)
(X, d) is R0 if and only if for all x, y ∈ X, d(x, y) = 0 ⇔ d(y, x) = 0.

Proof : The space is R0 if and only if for each x ∈ X, ∩U−1[x] = x ⊂ ∩U [x]
(by Proposition 3.1.1.9 and definition of R0), if and only if ∩U−1 ⊂ ∩U .
Reflecting both sides, ∩U ⊂ ∩U−1. The proof of (b) is omitted. ♣

By combining Proposition 3.1.4.1 (a) and 3.1.4.6 (a) and by observing
that ∆ is the only set in X×Xwhich is both symmetric and anti-symmetric,
the following holds:

Corollary 3.1.4.2 A quasi-uniform space is T1 if and only if it is T0 and
R0. ♣

Proposition 3.1.4.7 (X,U) is R0 if and only if for each x ∈ X, x = ∩U [x].

Proof : Since ∩U = ∩U−1, x = ∩U−1[x] = ∩U [x]. ♣

Proposition 3.1.4.8 A quasi-uniform space (X,U) is R1 if and only if
∆̃ = {(x, y) : x = y} = ∩U−1 ◦ U .

Proof : Follows from Proposition 2.2.4.1 and Corollary 3.1.2.3. ♣

Corollary 3.1.4.3 T2 = T1 + R1 = T0 + R1. ♣

Theorem 3.1.4.1 Let (X, τ) be a topological space. Then the following
statements are equivalent:

(a) (X, τ) is a regular space;
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(b) there exists a compatible quasi-uniformity U such that for each point
x and each entourage U ∈ U , there exists a symmetric entourage V ∈ U
with V ◦ V [x] ⊂ U [x];

(c) there exists a compatible quasi-uniformity U such that for each point
x and each entourage U ∈ U , there exists an entourage V ∈ U such that
V −1 ◦ V [x] ⊂ U [x].

Proof : (a) ⇒ (b) : We will show that the Pervin quasi-uniformity U of
τ has the required property. Let x ∈ X and U ∈ U be arbitrary, and let
G = IntU [x]. Since X is a regular space, there exist open neighborhoods I,
H of x such that I ⊂ H ⊂ H ⊂ G. Let W1 = (G×G)∪((X−H)×(X−H)),
and W2 = (H×H)∪((X−I)×(X−I)). Clearly V = W1∩W2 is symmetric,
and V ◦V [x] = G ⊂ U [x]. Also it can be shown that SG∩SH ∩SX−H ⊂ W1

and SH ∩ SI ∩ SX−I ⊂ W2, which proves that V is an entourage.
(b) ⇒ (c) : Obvious.
(c) ⇒ (a) : For a given point x and an entourage U ∈ U , let V be such

that V −1 ◦ V [x] ⊂ U [x]. Hence by Proposition 3.1.1.9 we have that

V [x] =
⋂

W∈U
W−1 ◦ V [x] ⊂ V −1 ◦ V [x] ⊂ U [x] ,

so that each neighborhood of x contains a closed neighborhood and the space
is regular. ♣

Proposition 3.1.4.9 If (X, τ) is regular, then there exists a compatible
quasi-uniformity U such that

∩U−1 ◦ U = ∩U = ∩U ◦ U−1 .

Proof : Let U be the quasi-uniformity in Theorem 3.1.4.1 (b). It suffices to
prove that ∩U−1 ◦U ⊂ ∩U and ∩U ◦U−1 ⊂ ∩U . Let (x, y) ∈ ∩U−1 ◦U and
let W be an arbitrary entourage. Then there exists a symmetric entourage
V with V ◦ V [x] ⊂ W [x]. Hence y ∈ V −1 ◦ V [x] = V ◦ V [x] ⊂ W [x]. That
is, (x, y) ∈ W . Since W was arbitrary, (x, y) ∈ W . Since W was arbitrary,
(x, y) ∈ ∩U . This proves one of the inclusions. The other is proved similarly.
♣

Corollary 3.1.4.4 If a topology is T3, then it has a conjugate T2 topology.
♣

Proposition 3.1.4.10 A topological space (X, τ) is completely regular if
and only if τ equals one of its conjugates.
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Proof : A completely regular space is uniformizable and hence self-conjuga-
te. Conversely, if τ has a compatible quasi-uniformity U such that τU = τU−1 ,
then by Proposition 3.1.2.11, τU is completely regular. ♣

The relation (∗), given in the commentary after Proposition 3.1.1.9,
which holds in every uniform space, does not necessarily hold in a quasi-
uniform space. For example, we have seen in Proposition 3.1.4.7 that this
condition for singletons holds only in R0-spaces. We will now show that (∗)
characterizes uniformizable spaces.

Theorem 3.1.4.2 A topological space (X, τ) is completely regular if and
only if there exists a compatible quasi-uniformity U such that for every A ⊂
X

A =
⋂

U [A] .

Proof : The necessity of the condition is obvious. To prove sufficiency, we
observe that, by virtue of Proposition 3.1.1.9, the condition implies that the
closures of A in the topologies of U and U−1 are identical. Hence the two
topologies are also identical. Each of them is then completely regular by
Corollary 3.1.2.9. ♣

Historical and bibliographic notes

The study of quasi-uniformities begins with L. Nachbin in 1948 [232],
who calls these structures semi-uniformities. The term quasi-uniformity is
suggested by A. Császár, [61]. Alternate characterizations of quasi-uniform
spaces in terms of families of quasi-pseudo-metrics and in terms of families
of covers are given by T. E. Ganter and R. C. Steinlage [122] and Császár
[61]. Asymmetric distance functions are considered by F. Hausdorff [133]
and V. Niemytzki [240]. The term ”neighbornet” and the concept of an
unsymmetric neighbornet are due to H. J. K. Junnila [158]. Theorem 3.1.1.1
was first proved by Császár (see [61]) in terms of syntopogenic structures.
The proof is far from simple. Subsequently W. J. Pervin [255] gave a more
direct and simpler proof, which is presented here. Theorem 3.1.3.1 was
proved by Nachbin in 1948 [231] (see also [233], [259]). The concept of an
R0 space is due to N. A. Shanin [289], who calls these spaces weakly regular
spaces. The terminology ”R0-space” is introduced by A. S. Davis [64]. Many
other properties of quasi-uniform spaces can be found in [110], [236], [174].
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3.2 Quasi-proximity spaces

3.2.1 Elementary properties of quasi-proximities

Definition 3.2.1.1 A relation δ in P (X) is a quasi-proximity for a set
X if it satisfies the following conditions:

(QP1) Xδ∅ and ∅δX;
(QP2) Cδ(A ∪B) if and only if CδA or CδB,

(A ∪B)δC if and only if AδC or BδC;
(QP3) {x}δ{x} for each x ∈ X;
(QP4) if AδB, then there exists C ⊂ X such that AδC and X − CδB.

The pair (X, δ) is called a quasi-proximity space.

If δ is a quasi-proximity on X, then so is δ−1. A quasi-proximity δ is a
proximity if δ = δ−1. Let A and B be subsets of a quasi-proximity space
(X, δ). If AδB, then A is said to be near B and if AδB, then A is said to
be far from B.

Proposition 3.2.1.1 Let (X, δ) be a quasi-proximity space. Then
(a) if A ∩B 6= ∅, then AδB;
(b) if A ⊆ B ⊆ X and AδC, then BδC;
(c) if A ⊆ B ⊆ X and BδC, then AδC;
(d) for each set A ⊆ X, Aδ∅ and ∅δA holds;
(e) if {Aj} and {Bk} are the finite family of subsets of the space X for

which (
⋃

j Aj)δ(
⋃

k Bk), then AjδBk for some j and k. ♣

Definition 3.2.1.2 A subset B of a quasi-proximity space (X, δ) is a δ-
neighborhood of a set A if AδX −B.

Proposition 3.2.1.2 Let (X, δ) be a quasi-proximity space and let ¿ be
the relation on P (X) defined by A ¿ B if and only if B is a δ-neighborhood
of A. Then ¿ satisfies the following conditions:

(a) X ¿ X and ∅ ¿ ∅;
(b) if A ¿ B, then A ⊂ B;
(c) if A ⊂ B ¿ C ⊂ D, then A ¿ D;
(d) if A ¿ B1 and A ¿ B2, then A ¿ B1 ∩B2;
(e) if A1 ¿ B and A2 ¿ B, then A1 ∪A2 ¿ B;
(f) if A ¿ B, then there exists C ⊂ X such that A ¿ C ¿ B.
Conversely, if a relation¿ defined on P (X) satisfies conditions (a)−(f),

then the relation δ, defined by AδB provided A ¿ X−B, is a quasi-proximity
on X. Further, B is a δ-neighborhood of A if and only if A ¿ B. ♣
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Proposition 3.2.1.3 If (X, δ) is a quasi-proximity space, then the function
cδ : P (X) → P (X) defined by cδ(A) = {x : xδA} is a Kuratowski closure
operator on X. ♣

If (X, δ) is a quasi-proximity space, then the topology induced by δ
(or simply the topology τδ of δ) is the topology generated by the closure
operator defined in the previous proposition. A topological space (X, τ) is
said to admit a quasi-proximity (and δ is said to be compatible with τ)
provided δ induces τ . If x ∈ X, the τδ-neighborhoods of x are precisely
the δ-neighborhoods of x. Every neighborhood of a compact set is a δ-
neighborhood. If A is not a compact set, a neighborhood of A need not be
a δ-neighborhood of A. We note that if AδB, then clB ⊂ X −A. Moreover
since int(X−B) = X−clB, it also follows that if AδB then A ⊂ int(X−B).

Proposition 3.2.1.4 Let (X, δ) be a quasi-proximity space. If {x}δA, then
there exists a τδ-neighborhood G of x such that GδA.

Proof : Since {x}δA, there exists a set C such that {x}δC and X − CδA.
Let us set G = int(X − C). As noted above, x ∈ G and GδA. ♣

3.2.2 Quasi-proximities induced by a quasi-uniformity

Proposition 3.2.2.1 Let U be a quasi-uniformity on X and let δU denote
the relation on P (X) defined by AδUB provided that for each U ∈ U , (A ×
B) ∩ U 6= ∅ holds. Then δU is a quasi-proximity on X and τU = τδU .
Moreover the relation ¿U corresponding to δU is given by A ¿U B if and
only if there exists a U ∈ U such that U [A] ⊂ B.

If (X,U) is a quasi-uniform space, the quasi-proximity δU induced by
U is the quasi-proximity defined in Proposition 3.2.2.1 A quasi-uniformity
U is said to be compatible with a quasi-proximity δ if δU = δ. If δ is a
quasi-proximity on X, then π(δ) denotes the class of all quasi-uniformities
compatible with δ. Two quasi-uniformities that belong to the same quasi-
proximity class are said to be qp-equivalent.

Proposition 3.2.2.2 Let U and V be quasi-uniformities on a set X. If
U ⊂ V, then τU ⊂ τV and δV ⊂ δU . ♣

Proposition 3.2.2.3 Let δ be a quasi-proximity on a set X and let Y be a
subset of X. Then δY = δ ∩ (P (Y )× P (Y )) is a quasi-proximity on Y and
τδY

= τδ|Y . Further, if U induces δ, then U|Y × Y induces δY . ♣
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Let (X, δ) be a quasi-proximity space. We proceed to show that there
exists a unique totally bounded quasi-uniformity compatible with δ and that
this quasi-uniformity is the coarsest quasi-uniformity compatible with δ. The
result is fundamental. It establishes a one-to-one correspondence between
the quasi-proximities and the totally bounded quasi-uniformities that are
compatible with a given topology. One reason for an interest in quasi-
proximities is that some important properties of quasi-uniform spaces are
qp-invariant in the sense that if U and V are qp-equivalent quasi-uniformities,
then U has the given property if and only if V does.

Lemma 3.2.2.1 Let δ be a quasi-proximity on X and let us suppose that
AδB and EδF . Then (A−E)δB or Aδ(B − F ).

Proof : Let us suppose (A−E)δB. Since A = (A∩E)∪ (A−E) and AδB,
then (A∩E)δB. Since B = (B∩F )∪(B−F ) and EδF , then A∩Eδ(B−F )
so that Aδ(B − F ). ♣

Let X be a set and let (A,B) ∈ P (X) × P (X). We let T (A,B) denote
X ×X −A×B.

Theorem 3.2.2.1 Let (X, δ) be a quasi-proximity space. The collection S
of all sets of the form T (A,B), where AδB, is a subbase for a totally bounded
quasi-uniformity Uδ, which is compatible with δ. Moreover, Uδ is the coarsest
quasi-uniformity in π(δ) and is the only totally bounded member of π(δ).

Proof : First we shall prove that S is a subbase for a quasi-uniformity Uδ.
Let T (A,B) ∈ S. Since AδB, there exists a subset C of X such that AδC
and X − CδB. It follows that [T (A,C) ∩ T (X − C,B)]2 ⊂ T (A,B). Each
T (A,B) in S is reflexive, and the result follows from Proposition 3.2.1.1.

Let T (A,B) ∈ S. Since (X − A) ∪ (X − B) = X and [(X − A)× (X −
A)] ∪ [(X −B)× (X −B)] ⊂ T (A,B), Uδ is totally bounded.

Uδ is compatible with δ. Indeed, let α denote the quasi-proximity induced
by Uδ. If AδB, then (A×B) ∩ T (A,B) = ∅ and AαB. We show that AαB
whenever AαB by establishing the following:

For each (A, B) with AδB and each subfamily {T (Ei, Fi) : 1 6 i 6 n}
of S, n ∈ N, (A×B) ∩ [∩{T (Ei, Fi) : 1 6 i 6 n}] 6= ∅ holds.

The proof is by induction. The case n = 1 follows easily from the
preceding lemma. Let n ∈ N and let us suppose that the statement holds
for all k < n. Let AδB and let {T (Ei, Fi) : 1 6 i 6 n} be a subfamily of S.
For each k 6 n set Gk = ∩{T (Ei, Fi) : 1 6 i 6 k}. Then (A × B) ∩ Gn =
[(A × B) ∩ (X − En) × X ∩ Gn−1] ∪ [(A × B) ∩ X × (X − Fn) ∩ Gn−1] =
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[((A−En)×B)∩Gn−1]∪ [((A× (B−Fn))∩Gn−1]. By the preceding lemma
and the inductive hypothesis, one of the terms in the union given above is
nonempty.

To prove that Uδ is the coarsest quasi-uniformity compatible with δ, let us
suppose that U ∈ π(δ). If AδB, there exists U ∈ U such that (A×B)∩U = ∅.
Thus U ⊂ T (A, B), so that Uδ ⊂ U .

Finally, Uδ is the unique totally bounded quasi-uniformity compatible
with δ. Let U be a totally bounded quasi-uniformity compatible with δ.
Let U ∈ U and let us choose W ∈ U such that W ◦ W ⊂ U . Since U is
totally bounded, there exists a finite cover {Ai : 1 6 i 6 n} of X such that
Ai×Ai ⊂ W , whenever 1 6 i 6 n. Since Ai×(X−W [Ai])∩W = ∅, it follows
that Aiδ(X −W [Ai]). Let V = ∩{T (Ai, X −W [Ai]) : 1 6 i 6 n}. Then
V ∈ Uδ and it follows that V ⊂ ∪{Ai ×W [Ai] : 1 6 i 6 n} ⊂ W ◦W ⊂ U .
Therefore U ∈ Uδ and U ⊂ Uδ. ♣
Corollary 3.2.2.1 Let (X, δ) be a proximity space. The collection of all
sets of the form T (A,B), where AδB, is a subbase for a totally bounded
uniformity Uδ, which is compatible with δ. Moreover Uδ is the coarsest quasi-
uniformity in π(δ) and is the only totally bounded member of π(δ). ♣
Corollary 3.2.2.2 If δ1 and δ2 are quasi-proximities on X such that δ1 ⊂
δ2, then Uδ2 ⊂ Uδ1. ♣
Corollary 3.2.2.3 Let (X, δ) be a quasi-proximity space. A base for Uδ is
the collection V of all sets of the form ∪{Ai × Bi : 1 6 i 6 n}, where
{Ai : 1 6 i 6 n} is a finite cover of X and Ai ¿ Bi holds for every i,
1 6 i 6 n.

Proof : Let V = ∪{Ai × Bi : 1 6 i 6 n} be an element of V. Let
U = ∩{T (Ai, X −Bi) : 1 6 i 6 n}; then U ∈ Uδ and U [Ai] ⊂ Bi. Therefore
U ⊂ V and V ⊂ Uδ.

Let AδB. Then X−A ¿ X and A ¿ X−B. As T (A,B) = ((X−A)×
X) ∪ (A× (X −B)), then T (A,B) ∈ V. Hence V is finer than Uδ. ♣

If U is a quasi-uniformity on X, then Uω denotes the totally bounded
member of π(δU ). The notation Uω is standard and, as we will not use ω to
denote a quasi-proximity, no ambiguity will arise. It follows from Theorem
3.2.2.1 that Uω is the finest totally bounded quasi-proximity on X that is
coarser than U and that two quasi-proximities U and V are qp-equivalent if
and only if Uω = Vω.

Let us consider the family of all quasi-proximities on a set X to be partial
ordered by reverse set inclusion. We will say that δ1 is coarser than δ2 (and
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δ2 is finer than δ1) provided δ2 ⊂ δ1. In light of Proposition 3.2.2.2, this
partial order squares with the usual partial order on the family of all quasi-
proximities on the set X. Every set X has the finest quasi-proximity : the
discrete quasi-proximity given by AδB if and only if A ∩B 6= ∅. It also has
the coarsest quasi-proximity given by AδB if and only if A 6= ∅ and B 6= ∅.

Let X be a set. Since the union of a family of quasi-uniformities on X is
a subbase for the supremum of that family, it appears at first glance that the
supremum of a family of quasi-proximities on X might be the intersection of
all the quasi-proximities of the family. Unfortunately, it is unlikely even for
the family {δ, δ−1} that δ ∩ δ−1 is a quasi-proximity; condition (QP2) of the
definition of quasi-proximity is nearly always violated. Nonetheless every
family of quasi-proximities on X has a supremum and it follow from Propo-
sition 3.2.2.4 that the supremum of a nonempty family of quasi-proximities
compatible with a given topology, is a quasi-proximity that is compatible
with that topology. The infimum of a family {δi : i ∈ I} of quasi-proximity
on X always exists; it is the supremum of the family of all quasi-proximities
that are coarser than each δi.

Proposition 3.2.2.4 Let {δi : i ∈ I} be a nonempty family of quasi-
proximities on a set X and let δ0 be defined by Aδ0B if and only if for
each finite cover A of A and each finite cover B of B there exist A′ ∈ A and
B′ ∈ B such that for each i ∈ I, A′δiB

′. Then δ0 is a quasi-proximity on X
and δ0 is the coarsest quasi-proximity that is finer than δi for each i ∈ I. ♣

As a special case, the preceding proposition establishes that for each
quasi-proximity δ, there exists the coarsest proximity that is finer than both
δ and δ−1. This proximity is denoted by δ∗. Evidently δ∗ = sup{δ, δ−1}.
Thus Aδ∗B provided that, if A is a finite cover of A and if B is a finite cover
of B, then there exist A′ ∈ A and B′ ∈ B such that A′δB′ and B′δA′.

Let {Ui : i ∈ I} be a collection of quasi-uniformities on a set X and let
U = sup{Ui : i ∈ I}. It might appear reasonable to hope that sup{δUi : i ∈
I} = δU . While this hope is unfounded, we do have the following proposition
which relies upon Theorem 3.2.2.1.

Proposition 3.2.2.5 Let X be a set, let {Ui : i ∈ I} be a collection of
totally bounded quasi-uniformities on X, let δ0 = sup{δUi : i ∈ I} and let
U = sup{Ui : i ∈ I}. Then δ0 = δU .

Proof : For each i ∈ I, Ui ⊂ U and δU ⊂ δUi . Thus δU ⊂ δ0. Let us note that
if AδUiB, then Aδ0B, and that, if T (A,B) ∈ Ui, then T (A, B) ∈ Uδ0 . By
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Theorem 3.2.2.1, for each i ∈ I, Ui ⊂ Uδ0 . Thus U = sup{Ui : i ∈ I} ⊂ Uδ0

so that δ0 ⊂ δU . ♣

Corollary 3.2.2.4 If {δi : i ∈ I} is a family of quasi-proximities on a set
X, then sup{δi : i ∈ I} induces sup{τδi : i ∈ I}. ♣

Theorem 3.2.2.2 establishes that inf{δi : i ∈ I} need not induce inf{τδi :
i ∈ I}.

Lemma 3.2.2.2 Let (X, δ) be a quasi-proximity space and let V be a subset
of X×X such that for each subset C of X, C ¿ V [C]. Then C ¿ (U∩V )[C]
whenever C ⊂ X and U ∈ Uδ.

Proof : Let C ⊂ X and let U ∈ Uδ. In view of Theorem 3.2.2.1 we may
assume that U = ∩n

i=1T (Ai, Bi) where, for each i, AiδBi. We will first verify
that C ¿ (U ∩V )[C] for the case n = 1, that is for the case U = T (A,B) =
(X − A × X) ∪ (A × X − B). In this case, (U ∩ V )[C] = (U ∩ V )[C ∩
A] ∪ (U ∩ V )[C − A] = [(X − B) ∩ V [C ∩ A]] ∪ V [C − A]. By hypothesis
C ∩A ¿ V [C ∩A] and C −A ¿ V [C −A], and since AδB, C ∩A ¿ X −B
holds. Thus C ¿ (U ∩ V )[C]. The result now follows by induction on n. ♣

Proposition 3.2.2.6 Let U and V be quasi-uniformities on a set X. If U
is totally bounded, then δU∨V = δU ∨ δV .

Proof : It is clear that δU∨V ⊂ δU ∨ δV . For notational convenience we
will let ¿ denote the strong inclusion determined by δU ∨ δV and where
¿′ denotes the strong inclusion determined by δU∨V . We will show that
δU ∨ δV ⊂ δU∨V by establishing that A ¿ B whenever A ¿′ B. Let us
suppose that A ¿′ B. Then there exist U ∈ U and V ∈ V such that
(U ∩ V )[A] ⊂ B. For each subset C of X, C ¿ V [C]; and U is coarser
than the totally bounded member of π(δU ∨ δV). By the preceding lemma
A ¿ (U ∩ V )[A] ⊂ B. ♣

Corollary 3.2.2.5 Let X be a set and let {Ui : i ∈ I} be a collection of a
quasi-uniformities on X and let suppose that for one i ∈ I at the most, Ui

is not totally bounded. Then the quasi-proximity induced by sup{Ui : i ∈ I}
is the supremum of {δUi : i ∈ I}. ♣

An interesting consequence of the previous corollary is that if U and V are
quasi-uniformities on a set X, then Uω∨V and U∨Vω are qp-equivalent. It is
also a consequence of the previous proposition that if U is totally bounded,
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then δU∗ = (δU )∗. We will show later that (U∗)ω is not necessarily equal to
(Uω)∗ so that, unless U is totally bounded, δU∗ is not necessarily equal to
(δU )∗. The following equalities, however, are easily verified.

(a) For each quasi-uniformity U , (δU )−1 = δU−1 .
(b) For each quasi-uniformity U , (Uω)−1 = (U−1)ω.
(c) For each quasi-proximity δ, (Uδ)−1 = Uδ−1 .
(d) For each quasi-proximity δ, (Uδ)∗ = Uδ∗ .

Proposition 3.2.2.7 Let (X, δ) be a quasi-proximity space. The following
statements are equivalent:

(a) AδB;
(b) clδ∗Aδ clδ∗B;
(c) clδ−1Aδ clδB.

Proof : It follows from Proposition 3.2.1.1 (b) that (a) ⇒ (b) ⇒ (c). Let
us suppose that clδ−1Aδ clδB and that AδB. Then there exists a subset
C of X such that AδC and X − CδB. It follows that clδB ⊂ C so that
AδclδB. Consequently, clδBδ

−1
A and there exists a subset D of X such

that clδBδ
−1

D and X −Dδ
−1

A. As clδ−1A ⊂ D, clδB δ
−1

clδ−1A holds so
that clδ−1Aδ clδB, which is a contradiction. ♣

Proposition 3.2.2.8 Let (X, τ) be a normal Hausdorff space. The relation
δ defined by AδB if and only if A∩B 6= ∅ is the finest proximity compatible
with τ . ♣

The following proposition is easily obtained from the result of Proposi-
tion 3.2.1.4.

Proposition 3.2.2.9 Let (X, δ) be a quasi-proximity space. If A is a τδ-
compact subset of X and if B ⊂ X, then the following statements are equiv-
alent:

(a) there exists x ∈ A such that {x}δB;
(b) A ∩ clδB 6= ∅;
(c) AδB. ♣

Proposition 3.2.2.10 Let (X, τ) be a compact topological space, let δ be a
quasi-proximity on X such that τ(δ∗) ⊂ τ and let A and B be subsets of X.
Then the following statements are equivalent:

(a) AδB;
(b) there exist x ∈ clτA and y ∈ clτB such that {x}δ{y};
(c) clδ−1A ∩ clδB 6= ∅.
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Proof : (a) ⇒ (b) : Let A denote clτA and let B denote clτB. Since τδ ⊂ τ ,
A is τδ-compact so that by Proposition 3.2.2.9 there exists an x ∈ A such
that {x}δB. Since B is τδ−1-compact, by Proposition 3.2.2.9, there exists a
y ∈ B such that {y}δ−1{x}. Thus there exist x ∈ A and y ∈ B such that
{x}δ{y}.

(b) ⇒ (c) : Let x ∈ clτA and y ∈ clτB such that {x}δ{y}. Then
{x}δclδB and since {x} is compact, it follows from Proposition 3.2.2.9 that
x ∈ clδ−1A ∩ clδB.

(c) ⇒ (a) : This implication is the consequence of Proposition 3.2.2.7.
♣

Corollary 3.2.2.6 The only proximity compatible with the topology of com-
pact Hausdorff space is the one defined in Proposition 3.2.2.8. ♣

Proposition 3.2.2.11 Let (X, τ) be a compact Hausdorff space. Then the
proximity δ defined in Proposition 3.2.2.8 is the coarsest quasi-proximity
compatible with the topology τ , and Uδ is the coarsest quasi-uniformity com-
patible with the topology τ .

Proof : Let δ1 be any quasi-proximity compatible with τ . If AδB, then
by Proposition 3.2.2.7, Aδ B. By the preceding proposition A δ1 B and so
Aδ1B. By Theorem 3.2.2.1 and Corollary 3.2.2.2, Uδ is the coarsest quasi-
uniformity compatible with τ . ♣

Corollary 3.2.2.7 Let (X,U) be a compact Hausdorff space, let (Y,V) be a
uniform space, and let f : (X, τU ) → (Y, τV) be a continuous mapping. Then
f : (X,U) → (Y,V) is a quasi-uniformly continuous mapping.

Proof : As in the previous proposition, let δ denote the coarsest quasi-
proximity compatible with τU . By Theorem 3.1.2.2, f : (X,Uδ) → (Y,V)
is uniformly continuous. By the previous proposition, Uδ ⊂ U so the result
follows. ♣

The results of Corollary 3.2.2.6 and Proposition 3.2.2.11 naturally sug-
gest two questions: which topological spaces admit only one quasi-proximity
and which spaces admit a coarser quasi-proximity? We do not know the com-
plete answer to these questions and we will postpone considering the first
until the next section. The following theorem provides the answer to the
second question for Tychonoff spaces.

Lemma 3.2.2.3 Let (X, τ) be a locally compact Hausdorff space and let ¿
denote the relation defined by A ¿ B provided that B = X or provided that
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there exists an open set G and a compact set K such that A ⊂ K ⊂ G ⊂
B. Then ¿ satisfies conditions (a) − (f) of Proposition 3.2.1.2 and the
associated quasi-proximity is compatible with τ .

Proof : The verification that ¿ satisfies the conditions (a)− (e) is straight-
forward. To prove that ¿ satisfies condition (f) let us suppose that A ¿ B
and B 6= X. Then there exists a compact set K and an open set G such
that A ⊂ K ⊂ G ⊂ B. For each x ∈ K let Cx be an open set containing
x such that Cx is compact and Cx ⊂ G. There is a finite subset I of K
such that K ⊂ ∪{Cx : x ∈ I}. Let us set C = ∪{Cx : x ∈ I}. Then
A ⊂ K ⊂ C ⊂ C ⊂ G ⊂ B so that A ¿ C and C ¿ B. If B = X, let us
choose C = X. ♣

Theorem 3.2.2.2 Let (X, τ) be a Tychonoff space. The following state-
ments are equivalent:

(a) (X, τ) admits the coarsest quasi-proximity;
(a′) (X, τ) admits the coarsest quasi-uniformity;
(b) (X, τ) admits the coarsest proximity;
(b′) (X, τ) admits the coarsest uniformity;
(c) (X, τ) is locally compact.

Proof : By Theorem 3.2.2.1 and Corollary 3.2.2.2, conditions (a) and (a′)
are equivalent and conditions (b) and (b′) are equivalent as well. It therefore
suffices to prove that conditions (a), (b) and (c) are equivalent.

(a) ⇒ (b) : Let δ be the coarsest quasi-proximity compatible with τ and
let δ1 denote any proximity compatible with τ . Then δ1 ⊂ δ so that δ1 ⊂ δ∗.
Thus δ∗ is the coarsest proximity compatible with τ .

(b) ⇒ (c) : This implication is a well-known result from the theory of
proximities.

(c) ⇒ (a) : Let δ be the quasi-proximity determined by the strong inclu-
sion ¿ of the preceding lemma and let δ1 be any quasi-proximity compatible
with τ . Let us suppose that AδB. Then B = ∅ or there exists a compact
set K and a closed set F such that A ⊂ K, B ⊂ F , and K ∩ F = ∅. By
Proposition 3.2.2.9, Aδ1B. Thus δ1 ⊂ δ. ♣

Proposition 3.2.2.12 Let (X, τ) be a Hausdorff topological space. Then
(X, τ) is compact if and only if (X, τ) is locally compact and the coarsest
quasi-proximity compatible with τ is a proximity.

Proof : Let δ be the coarsest quasi-proximity compatible with τ . In light of
Proposition 3.2.2.11 it suffices to show that if δ is a proximity, then (X, τ)
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is compact. Let C be an open cover of X and let C be a nonempty member
of C, C 6= X. Let x ∈ C and let us set F = X − C. Since {x} ∩ F = ∅,
{x}δF and so Fδ{x}. It follows from the previous lemma that there is a
compact set containing F . In particular, F is compact and so C has a finite
subcover. ♣

3.2.3 qp-continuous mappings

Let (X, δ) and (Y, ρ) be quasi-proximity spaces and let f : X → Y . The
relation δ′ given by Aδ′B if and only if f(A)ρf(B) is a quasi-proximity on X.
A mapping f : (X, δ) → (Y, ρ) is said to be qp-continuous provided that
δ ⊂ δ′. Evidently δ′ is the coarsest quasi-proximity for which f : X → (Y, ρ)
is qp-continuous. If V ∈ π(ρ) and U denotes the quasi-uniformity for which
{f−1

2 (V ) : V ∈ V} is a base, then U ∈ π(δ′). Thus the following proposition
holds.

Proposition 3.2.3.1 Let f : X → Y and let V be a quasi-uniformity on Y .
Let U be the quasi-uniformity for which {f−1

2 (V ) : V ∈ U} is a base. Then
{f−1

2 (V ) : V ∈ Vω} is a base for Uω. ♣

The composition of two qp-continuous mappings is a qp-continuous map-
ping. A bijection f such that f and f−1 are qp-continuous, is a qp-isomor-
phism. A quasi-proximity space (X, δ) is embedded in a quasi-proximity
space (Y, ρ) by a qp-embedding f provided that f is a qp-isomorphism
from X onto some subspace of Y .

Proposition 3.2.3.2 If f : (X, δ) → (Y, ρ) is qp-continuous, then so are
f : (X, δ−1) → (Y, ρ−1) and f : (X, δ∗) → (Y, ρ∗). ♣

Proposition 3.2.3.3 Let f : (X, δ) → (Y, ρ) be a qp-continuous mapping.
Then f : (X, τδ) → (Y, τρ), f : (X, τδ−1) → (Y, τρ−1) and f : (X, τδ∗) →
(Y, τρ∗) are continuous mappings. ♣

Proposition 3.2.3.4 If f : (X,U) → (Y,V) is quasi-uniformly continuous,
then f : (X, δU ) → (Y, δV) is qp-continuous. ♣

Proposition 3.2.3.5 Let (X, δ) and (Y, ρ) be quasi-proximity spaces and let
us suppose that (X, δ∗) is a compact Hausdorff space. If f : (X, τδ) → (Y, τρ)
and f : (X, τδ−1) → (Y, τρ−1) are continuous, then f : (X, δ) → (Y, ρ) is qp-
continuous.
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Proof : By Theorem 3.1.2.2, f : (X,Uδ) → (Y,Vρ) is quasi-uniformly con-
tinuous. Thus by Proposition 3.2.3.4, f : (X, δ) → (Y, ρ) is qp-continuous.
♣

Definition 3.2.3.1 Let {(Xi, δi) : i ∈ I} be a nonempty collection of quasi-
proximity spaces and let X =

∏{Xi : i ∈ I}. The product quasi-
proximity is the coarsest quasi-proximity on X such that the projection
πi : X → Xi is qp-continuous for each i ∈ I.

For each i ∈ I, let δ′i denote the coarsest quasi-proximity for which
πi is qp-continuous. Then sup{δ′i : i ∈ I} is the product quasi-proximity
and in light of Proposition 3.2.2.4, the product quasi-proximity δ may be
characterized explicitly as follows. If A and B are subsets of X, then AδB
provided that, ifA and B are finite covers of A and B, then there exist A′ ∈ A
and B′ ∈ B so that πi(A′)δiπi(B′) for each i ∈ I. It is false in general that the
product quasi-uniformity induces the product quasi-proximity even though
both do induce the product topology. We have, however, the following
proposition as a consequence of Corollary 3.2.2.5.

Proposition 3.2.3.6 For each i ∈ I let Ui be a quasi-uniformity that in-
duces a quasi-proximity δi and let us suppose that at most one Ui fails to be
totally bounded. Then

∏{Ui : i ∈ I} induces
∏{δi : i ∈ I}. ♣

Definition 3.2.3.2 Let (X,U) be a quasi-uniform space. A subset A of X
is uniformly discrete provided that U|A×A is the discrete uniformity on
A.

An obvious consequence of the following proposition is that a uniform
space is totally bounded if and only if every uniformly discrete subset is
finite.

Proposition 3.2.3.7 Let (X,U) and (Y,V) be quasi-uniform spaces. Each
of the statements (a) and (b) implies its successor, and if (X,U) and (Y,V)
are uniform spaces, then the following statements are equivalent:

(a) one of U and V is totally bounded;
(b) δU × δV = δU×V ;
(c) one of (X,U) and (Y,V) has no infinite uniformly discrete subset.

Proof : We have noted in Proposition 3.2.3.6 that (a) ⇒ (b).
(b) ⇒ (c) : Let us suppose that A = {an : n ∈ N} and B = {bn : n ∈ N}

are uniformly discrete subsets of X and Y such that am 6= an and bm 6= bn
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unless m = n. If C = {(am, bn) : m 6= n} and D = {(an, bn) : n ∈ N}, then
CδU × δVD whereas CδU×VD is false.

(c) ⇒ (a) : Let us suppose that U is not totally bounded. Then there
exists a symmetric entourage U ∈ U such that for each finite set F , U [F ] 6=
X holds. Let us choose a sequence (xn) in X such that for each i < n,
xn 6∈ U [xi]. Then {xn : n ∈ N} is an infinite uniformly discrete subset of
X. ♣

An example to show that (b) 6⇒ (a) is given in Example 3.3.2.1.

Proposition 3.2.3.8 Let f : (X, δ) → (Y, ρ) be a qp-continuous mapping
and let V ∈ π(ρ). Then there exists U ∈ π(δ) such that f : (X,U) → (Y,V)
is quasi-uniformly continuous.

Proof : Let W denote the quasi-uniformity for which {f−1
2 (V ) : V ∈ V} is a

base. Then δW is the coarsest quasi-proximity on X for which f : X → (Y, ρ)
is qp-continuous. Thus δ ⊂ δW . Let U = Uδ ∨ W. By Proposition 3.2.2.6,
U ∈ π(δ). Clearly f : (X,U) → (Y,V) is quasi-uniformly continuous. ♣

If in the preceding proposition V is assumed to be totally bounded,
then W is totally bounded. Thus by Theorem 3.2.2.1 the quasi-uniformity
U obtained in the preceding proposition is Uδ and the following corollary
holds.

Corollary 3.2.3.1 Let (X,U) be a quasi-uniform space and let (Y,V) be a
totally bounded quasi-uniform space. Then f : (X,U) → (Y,V) is quasi-
uniformly continuous if and only if f : (X, δU ) → (Y, δV) is qp-continuous.
♣

For each ε > 0 and f : X → R, we will let U(ε,f) = f−1
2 (Qε) = {(x, y) :

f(x) − f(y) < ε}. Let U be a quasi-uniformity on X. Then f : (X,U) →
(R,W) is quasi-uniformly continuous if and only if U(ε,f) ∈ U for each ε > 0.

Let (X,U) be a quasi-uniform space. Then Q(U) (QB(U)) denotes the
set of all (bounded) quasi-uniformly continuous functions from (X,U) to
(R,W). Similarly, if (X, δ) is a quasi-proximity space, Q(δ) (QB(δ)) denotes
the set of all (bounded) qp-continuous functions from (X, δ) to (R, δW). We
could just as well have taken Q(U) to be the set of all quasi-uniformly contin-
uous functions from (X,U) to (R,W−1); our choice of definition is motivated
by certain applications of quasi-uniformities to topological ordered spaces.

Let U and V be quasi-uniformities on a set X and let δ be a quasi-
proximity on X. We will summarize some immediate consequences of pre-
vious results in the terminology established above.
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(a) If U ⊂ V, then Q(U) ⊂ Q(V) and QB(U) ⊂ QB(V).
(b) Q(U) ⊂ Q(δU ) (Proposition 3.2.3.4).
(c) If f ∈ Q(U), then f : (X,U∗) → (R, E) is continuous (Proposition

3.1.2.3).
(d) If f ∈ Q(δ), then f : (X, τδ∗) → (R, τE) is continuous (Proposition

3.2.3.3).
(e) If f ∈ Q(U) (or Q(δ)), then f is lower semi-continuous.
(f) QB(δ) ⊂ QB(Uδ) (Proposition 3.2.3.8).
We will omit the proof of the following lemma for two reasons. First, a

proof of the lemma can be given in a way that differs only slightly from the
well-known proof of Urysohn’s Lemma. Second, for (X, δ) a T0-space, we
will show in subsection 5.5. that this lemma is a corollary to a generalization
of Urysohn’s Lemma.

Lemma 3.2.3.4 Let (X, δ) be a quasi-proximity space, and let A and B be
subsets of X such that AδB. Then there exists f : X → [0, 1] such that
f ∈ QB(δ), f(A) = 1 and f(B) = 0.

Theorem 3.2.3.1 Let (X, δ) be a quasi-proximity space. Then U ∈ π(δ) if
and only if QB(U) = QB(δ).

Proof : Let U ∈ π(δ). We show that Q(Uδ) = QB(U) = QB(δ). Let
f ∈ Q(Uδ). As Uδ is totally bounded, there exists a finite cover {Ai : 1 6
i 6 m} of X such that ∪{Ai × Ai : 1 6 i 6 m} ⊂ U(1,f). For each i with
1 6 i 6 m let us choose ai ∈ Ai and set F = {ai : 1 6 i 6 m}. Then
U(1,f)[F ] = X so that 1 + max{f(x) : x ∈ F} is an upper bound for f and
−1 + min{f(x) : x ∈ F} is a lower bound for f . Thus Q(Uδ) = QB(Uδ).
Since QB(Uδ) ⊂ QB(U), QB(U) ⊂ QB(δ) and QB(δ) ⊂ QB(Uδ), Q(Uδ) =
QB(U) = QB(δ) holds.

Now let us suppose that QB(U) = QB(δ). It follows from the preceding
lemma that δU = δ. ♣

Corollary 3.2.3.2 Let (X, δ) be a quasi-proximity space. Then {U(ε,f) :
ε > 0 and f ∈ QB(δ)} is a subbase for Uδ.

Proof : Let U denote the quasi-uniformity on X for which {U(ε, f) : ε >
0 , f ∈ QB(δ)} is a subbase. As QB(δ) = QB(Uδ), it is clear that U ⊂ Uδ

and that QB(U) ⊂ QB(δ) ⊂ QB(U). By the previous theorem, U ∈ π(δ).
It remains to show that U is totally bounded. Let f ∈ QB(δ), let ε > 0, and
let us assume without loss of generality that f(x) > 0 for all x ∈ X. For each
nonnegative integer i, let Ai = {t : |f(t)− iε/2| < ε/2}. There is a positive
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integer m such that ∪m
i=0Ai = X. Let j be an integer with 0 6 j 6 m and

let (x, y) ∈ Aj × Aj . Then |f(x) − jε/2| < ε/2 and |f(y) − jε/2| < ε/2.
Consequently, f(x)− f(y) 6 |f(x)− f(y)| < ε so that (x, y) ∈ U(ε, f). Thus
U is totally bounded and since there exists only one totally bounded quasi-
uniformity in π(δ), U = Uδ. ♣

We have seen that every quasi-proximity class has the coarsest mem-
ber. The basic information concerning the product quasi-proximity given
in Proposition 3.2.3.7 is all that is required to provide an example of a
quasi-proximity class that has no the finest member.

Example 3.2.3.1 Let U be the discrete uniformity on an infinite set X. By
Proposition 3.2.3.7, U ×Uω and Uω×U both induce δU ×δU . This proximity
is strictly coarser than the discrete proximity on X ×X, which is induced
by U × U . Since U × U is the only quasi-uniformity on X ×X that is finer
than both U × Uω and Uω × U , the quasi-proximity class π(δU × δU ) has no
finest member. Indeed π(δU × δU ) has no the finest uniformity.

Historical and bibliographic notes

The term quasi-proximity appears first in W. J. Pervin [257] and E. F.
Steiner [306]. Quasi-proximities are considered in terms of a strong inclusion
by C. H. Dowker [90] and as a part of a more general study of A. Császár
[61]. Theorem 3.2.2.1 is established by W. N. Hunsaker and W. F. Lind-
gren [143] in 1970. A proof of the corresponding result for totally bounded
syntopogenous structures is given by Császár [61]. Proposition 3.2.2.6 was
proved by E. M. Alfsen and O. Njastad [15]. The proof of Lemma 3.2.2.3 is
based upon an argument of Gál given in [119]. The equivalence of (b′) and
(c) of Theorem 3.2.2.2 is due to P. Samuel [285]. Proposition 3.2.3.6 was
proved by Dowker [90] and Proposition 3.2.3.7 was proved by J. R. Isbell
[150]. The Lemma 3.2.3.4 is the asymmetric analogue of Ju. M. Smirnoff
[294], Lemma 3, p. 23. The analogue for syntopogenous structures is given
by Császár [61]. Theorem 3.2.3.1 was proved by Hunsaker and Lindgren
[143]. The Example 3.2.3.1 is due to Dowker [90].

3.3 Approximations of symmetry

3.3.1 Transitive quasi-uniformities

Definition 3.3.1.1 A (sub)base B for a quasi-uniformity is transitive pro-
vided that each B ∈ B is a transitive relation. A quasi-uniformity with a
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transitive (sub)base is called a transitive quasi-uniformity.

The problem of determining which topological spaces admit a quasi-
uniformity, has as its antitype the classical result that a topological space
admits a uniformity if and only if it is completely regular. This problem for
quasi-uniform spaces is simply disposed of; all topological spaces admit a
quasi-uniformity.

Proposition 3.3.1.1 The Pervin quasi-uniformity for a topological space
(X, τ) is totally bounded transitive quasi-uniformity compatible with τ .

Proof : That the family S = {SA : A ∈ τ} is a subbase for the Pervin quasi-
uniformity U compatible with the topology τ , we have proved in Theorem
3.1.1.1. Since SA◦SA = SA for each A ∈ τ , U is a transitive quasi-uniformity
on X. To see that U is totally bounded, it suffices to note that for each
SA ∈ S, (A×A) ∪ ((X −A)× (X −A)) ⊂ SA and A ∪ (X −A) = X hold.
♣

Let (X, τ) be a topological space. The supremum of all quasi-uniformities
compatible with τ is called the fine quasi-uniformity for (X, τ) and is
denoted by FINE. Similarly the supremum of all the uniformities compat-
ible with a completely regular space is called the fine uniformity. Since
the topology induced by the supremum of a family {Ui : i ∈ I} of quasi-
uniformities is the supremum of the topologies induced by the Ui, it follows
from Proposition 3.3.1.1 that FINE is compatible with τ . The fine quasi-
uniformity can also be characterized as that quasi-uniformity U on X with
the property that, whenever (Y,V) is a quasi-uniform space and f : (X, τ) →
(Y, τV) is continuous mapping, then f is a quasi-uniformly continuous map-
ping. Finally, we state yet another characterization of FINE, which depends
upon Lemma 3.1.3.4. Let D denote the family of all quasi-pseudo-metrics d
for X such that for each x ∈ X, d(x, y) is an upper semi-continuous function
of y. The family {{(x, y) : d(x, y) < ε} : d ∈ D and ε > 0} is a base for
FINE.

We will omit the proof of the following proposition whose proof is similar
to the proof of Proposition 3.3.1.1.

Proposition 3.3.1.2 Let (X, τ) be a noncompact topological space and let
F be a filter on X that has no cluster point. Then {SG : G ∈ τ and X−G ∈
F} is a subbase for a totally bounded transitive quasi-uniformity that is
compatible with τ . ♣
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A collection C of subsets of a topological space is interior preserving
provided that if C′ ⊂ C, then Int ∩ {C : C ∈ C′} = ∩{IntC : C ∈ C′};
also, a collection C is closure preserving provided that if C′ ⊂ C, then
∪{C : C ∈ C′} = ∪{C : C ∈ C′}. A collection C of open subsets is inte-
rior preserving if and only if for each subcollection C′ of C, ∩C′ is open; a
collection C of closed subsets is closure preserving if and only if for each
subcollection C′ of C, ∪C′ is closed. The following proposition is a straight-
forward consequence of de Morgan’s laws.

Proposition 3.3.1.3 A collection C of a topological space (X, τ) is interior
preserving if and only if {X −C : C ∈ C} is a closure-preserving collection.
♣

If C is a collection of subsets of a set X and x ∈ X, then Cx denotes
{C ∈ C : x ∈ C} so that ∩Cx = ∩{C ∈ C : x ∈ C}. In terms of this
notation, a collection C of open subsets of a topological space (X, τ) is
interior preserving if and only if for each x ∈ X, ∩Cx ∈ τ holds. If C is
a collection of subsets of a set X, then UC denotes the reflexive transitive
relation {(x, y) : x ∈ X and y ∈ ∩Cx}; also if A is a nonempty family
of collections of subsets of X, then UA denotes the quasi-uniformity on X
for which {UC : C ∈ A} is a subbase. For the nonce we make use of the
following notation: if V is a neighbornet of a space (X, τ), then CV denotes
{V [x] : x ∈ X}.

Theorem 3.3.1.1 Let (X, τ) be a topological space and let A be a family of
interior-preserving open collections such that ∪A is a subbase for τ . Then
UA is a transitive quasi-uniformity that is compatible with τ . Moreover, if
U is any transitive quasi-uniformity compatible with τ , there is a collection
A of interior-preserving open covers of X such that ∪A is a subbase for τ
and U = UA.

Proof : For each C ∈ A, UC is transitive so that U is a transitive quasi-
uniformity on X. Let G ∈ τUA and let x ∈ G. Then there exists a finite
subcollection {Ci : 1 6 i 6 n} of A such that x ∈ ∩n

i=1UCi [x] ⊂ G. For each
i, 1 6 i 6 n, Ci is an interior-preserving open collection so that UCi [x] ∈ τ .
Thus ∩n

i=1UCi [x] ∈ τ , so τUA ⊂ τ .
Let G ∈ τ and let x ∈ G. Since ∪A is a subbase for τ , there exist

A1, A2, . . . , An ∈ ∪A such that x ∈ ∩n
i=1Ai ⊂ G. For each i, 1 6 i 6 n, let

Ci ∈ A such that Ai ∈ Ci. Then ∩n
i=1UCi ∈ UA and ∩n

i=1UCi [x] ⊂ G. Thus
τ ⊂ τUA so that UA is compatible with τ .
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Now let us suppose that U is a quasi-uniformity that is compatible with
τ and let B be a transitive base for U . Let V ∈ B, let y ∈ X and let
G = ∩{V [x] : y ∈ V [x], x ∈ X}. Let p ∈ G. For each x ∈ X such that
y ∈ V [x], V [p] ⊂ V [x]. Hence V [p] ⊂ G and G ∈ τ . Thus for each V ∈ B,
CV is an interior-preserving open cover of X. Let A = {CV : V ∈ B}. In
order to see that U = UA, it suffices to observe that for each x ∈ X and
each V ∈ B, V [x] = UCV

[x] so that for each V ∈ B, V = UCV
. It is obvious

that ∪A is a subbase for τ . ♣

Corollary 3.3.1.1 Let (X, τ) be a topological space and let A be the col-
lection of all interior-preserving open covers of X. Then UA is the finest
transitive quasi-uniformity compatible with τ . ♣

The finest transitive quasi-uniformity for a space (X, τ), whose existence
is guaranteed by Corollary 3.3.1.1, is denoted by FT and is called the fine
transitive quasi-uniformity for (X, τ). We note that the collection of
all transitive neighbornets of a space is a base for FT. If (X, τ) is a topo-
logical space and A is the collection of all point-finite (locally finite) open
covers of X, then UA is called the point-finite (locally finite) covering
quasi-uniformity for (X, τ) and is denoted by PF(LF). The next propo-
sition establishes that P can also be obtained from the construction given
in Theorem 3.3.1.1.

Proposition 3.3.1.4 Let (X, τ) be a topological space and let A be the col-
lection of all finite open covers of X. Then UA = P.

Proposition 3.3.1.5 Let (X, τ) be a topological space and let A be a family
of interior-preserving open collections such that ∪A is a subbase for τ . A
necessary and sufficient condition that UA is totally bounded is that each
member of A is a finite collection.

Proof : If each member of A is a finite collection, then, by the previous
proposition, UA ⊂ P. Since P is totally bounded, UA is totally bounded as
well.

Now let us suppose that UA is totally bounded and let C ∈ A. For
each x ∈ X let us set Gx = ∩Cx, U = UC , G = {Gx : x ∈ X}, Hx =
{y : Gx = Gy} and H = {Hx : x ∈ X}. Then H is a partition of X and
card(H) = card(G). Since UA is totally bounded, there exists a collection
{Ai : i = 1, 2, . . . , n} such that ∪{Ai : i = 1, 2, . . . , n} = X and ∪{Ai ×Ai :
i = 1, 2, . . . , n} ⊂ U . If H (equivalently G) is infinite, there exist Ai, Hx,
Hy such that Hx 6= Hy, and there exist w ∈ Ai ∩ Hx and z ∈ Ai ∩ Hy.
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Since (w, z) ∈ Ai × Ai ⊂ U , z ∈ U [w] = Gw; hence Gz ⊂ Gw. Since
(z, w) ∈ Ai × Ai ⊂ U , w ∈ U [z] = Gz holds; hence Gw ⊂ Gz and Gw = Gz.
Now w ∈ Hx so that Gw = Gx, and z ∈ Hy so that Gz = Gy. Then Gx =
Gw = Gz = Gy and Hx = Hy which is a contradiction. We have proved that
H is finite; thus G is finite. Since, for each G ∈ C, G = ∪{Gx : x ∈ G}, C
must be finite as well. ♣

Corollary 3.3.1.2 Let (X, τ) be a topological space. Then P = FT if and
only if every interior-preserving open cover of X is finite. ♣

Let (X, τ) be a topological space. We will use the usual notation that
C(X) denotes the set of all continuous real-valued function on X and C∗(X)
denotes the set of all bounded members of C(X). If (X, τ) is a completely
regular space, then {U(ε,f) : ε > 0, f ∈ C(X)} is a subbase for a uniformity
on X compatible with τ . This uniformity is denoted by C(X) or just C when
the topological space (X, τ) is understood.

Proposition 3.3.1.6 Let (X, τ) be a topological space and let E be a col-
lection of lower semi-continuous functions on X such that, if G ∈ τ and
x ∈ G, then there exists f ∈ E such that f(x) = 1 and f(X − G) = 0. Let
S = {U(ε, f) : f ∈ E, ε > 0}. Then S is a subbase for a quasi-uniformity
that is compatible with τ .

Proof : Since for each f ∈ E and ε > 0, ∆ ⊂ U(ε,f) and U(ε/2,f) ◦U(ε/2,f) ⊂
U(ε,f), S is a subbase for a quasi-uniformity U on X. Let f ∈ E, ε > 0 and
x ∈ X. Then U(ε,f)[x] = {y : f(y) > f(x) − ε} = f−1(f(x) − ε, +∞) and
f−1(f(x) − ε, +∞) ∈ τ , since f is lower semi-continuous. Hence τU ⊂ τ .
Let G ∈ τ , let x ∈ G and let f ∈ E such that f(x) = 1 and f(X −G) = 0.
Then x ∈ U(1,f)[x] ⊂ G so that τ ⊂ τU and U is compatible with τ . ♣

The quasi-uniformity generated in Proposition 3.3.1.6 by taking E to be
the set of all lower semi-continuous functions is called the semi-continuous
quasi-uniformity for (X, τ) and is denoted by SC. This quasi-uniformity
is the coarsest quasi-uniformity on X for which each continuous function
f : X → (R,W) is quasi-uniformly continuous.

Proposition 3.3.1.7 Let (X, τ) be a topological space and let E be the col-
lection of all bounded lower semi-continuous functions on X. Then {U(ε,f) :
ε > 0, f ∈ E} is a subbase for P. ♣

Proof : Let U be the quasi-uniformity for which {U(ε, f) : ε > 0, f ∈ E}
is a subbase. Since E contains all characteristic functions of open sets, it
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follows from Proposition 3.3.1.6 that τU = τ . By Corollary 3.2.3.2, P ⊂ U .
As U is totally bounded, it follows from remarks after Proposition 3.3.1.1
that U = P. ♣

Since δP is the finest quasi-proximity compatible with a given topology
τ , any quasi-uniformity compatible with τ that contains P belongs to the
quasi-proximity class π(δP). By the previous proposition, SC as well as PF,
LF, FT and FINE are members of π(δP).

Although Corollary 3.2.3.2 shows that not every quasi-uniformity defined
as in Proposition 3.3.1.6 is transitive, we now establish that SC is transitive.

Definition 3.3.1.2 An open spectrum a in a set X is a family {An : n ∈
Z} of open subsets of X such that for each n ∈ Z, An ⊂ An+1,

⋂
n∈ZAn = ∅

and
⋃

n∈ZAn = X.

Each open spectrum is an interior-preserving open cover. If a is an open
spectrum, there is an integer n such that An = X if and only if a is a point-
finite open cover. In this case we call a a point-finite open spectrum. If
a is an open spectrum, it is easily verified that Ua =

⋃
n∈Z(An−An−1)×An.

Theorem 3.3.1.2 Let A be the collection of all open spectra in a space
(X, τ). Then UA = SC.

Proof : Let E be the collection of all lower semi-continuous functions. It
suffices to show that {Ua : a ∈ A} and {U(ε, f) : ε > 0 , f ∈ E} are
equivalent subbases. Let f ∈ E and ε > 0 be given; let us take x0 ∈ X. For
each n ∈ Z, let us set An = {x : f(x) > f(x0) − (n + 1)ε} and let us set
a = {An : n ∈ Z}. Let (x, y) ∈ Ua. There exists an integer n such that
f(x0)− nε > f(x) > f(x0)− (n + 1)ε. Then y ∈ Ua[x] = An so that f(y) >
f(x0)− (n + 1)ε. Hence f(x)− f(y) < f(x0) + nε− (f(x0)− (n + 1)ε) = ε
and (x, y) ∈ U(ε, f).

Let a ∈ A. For each x ∈ X let us define f(x) = −n where n is the
integer for which x ∈ An − An−1. Then f is lower semi-continuous. Let
(x, y) ∈ U(1, f) and let us suppose that x ∈ An − An−1. Then f(y) >
f(x)− 1 = −(n + 1). Hence y ∈ An and (x, y) ∈ (An−An−1)×An ⊂ Ua. ♣

Corollary 3.3.1.3 Let (X, τ) be a topological space. Then SC is a transi-
tive quasi-uniformity. ♣

Corollary 3.3.1.4 Let (X, τ) be a countable compact topological space.
Then each open spectrum of X is a point-finite open spectrum and SC ⊂ PF.
♣
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Corollary 3.3.1.5 Let (X, τ) be a topological space. For each U ∈ SC
there exists a countable subset D of X such that U [D] = X.

We will omit the proof of the following theorem, which is similar to the
proof of Theorem 3.3.1.2.

Theorem 3.3.1.3 Let (X, τ) be a topological space and let A be the collec-
tion of all point-finite open spectra. For each lower semi-continuous function
f that is bounded below, f : (X,UA) → (R,W) is quasi-uniformly continu-
ous, and UA is the coarsest quasi-uniformity that has this property.

Proposition 3.3.1.8 Let f : (X, τ) → (Y, τ ′) be a continuous mapping, let
U denote the Pervin (resp. point finite, locally finite, semi-continuous, fine
transitive, fine) quasi-uniformity on X and let V denote the corresponding
quasi-uniformity on Y . Then f : (X,U) → (Y,V) is quasi-uniformly contin-
uous.

Proof : The proof of the case that U and V are the fine transitive quasi-
uniformities on X and Y respectively is representative. Let V ∈ V be
a transitive entourage. Then C = {f−1(V [y]) : y ∈ Y } is an interior-
preserving open cover of X and so UC ∈ U . If (a, b) ∈ UC , then (f(a), f(b)) ∈
V ; hence f is quasi-uniformly continuous. ♣

Since each of P, PF, LF, SC, FT and FINE is defined for every topo-
logical space, there is a rule, defined for each of these quasi-uniformities,
that assigns to each topological space the corresponding quasi-uniformity.
Let f denote the rule corresponding to any of P, PF, LF, SC, FT or FINE
and let X and Y be topological spaces. Then f(X) × f(Y ) ⊂ f(X × Y )
and if A is a subspace of X, f(X)|A ⊂ f(A). While, in general, these two
comparisons are not equalities, it is easily seen that if f is the rule corre-
sponding to the Pervin quasi-uniformity and if A is a subspace of X, then
f(X)|A = f(A). Even for this rule, however, it is not in general true that
f(X) × f(Y ) = f(X × Y ). Indeed the following proposition shows that if
(X, τ) is a Hausdorff space, f is any one of the rules discussed in this subsec-
tion and if f(X)× f(Y ) = f(X × Y ), then f(X) is the discrete uniformity.
In particular FINE× FINE is the fine quasi-uniformity only when FINE
is the discrete uniformity.

Proposition 3.3.1.9 Let (X, τ) be a Hausdorff space and let U be a quasi-
uniformity compatible with τ such that δU×U is the Pervin quasi-proximity
on X ×X. Then U is the discrete uniformity.
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Proof : As δU×U is the Pervin quasi-proximity on X × X, (X × X −
∆)δU×U∆ so that there exists an entourage U ∈ U such that {((a, b), (c, d)) :
(a, c), (b, d) ∈ U} ∩ (X ×X −∆) ×∆ = ∅. It follows that for each x ∈ X,
U−1[x] = {x} and so U = ∆. ♣

Corollary 3.3.1.6 Let (X, τ) be a Hausdorff space such that PX × PX =
PX×X . Then X is a finite set. ♣

Proposition 3.3.1.10 Let X be a topological space and let S be an open or
closed subspace of X. Every normal neighbornet of S is the restriction to S
of a normal neighbornet of X. Moreover, every transitive neighbornet of S
is the restriction to S of transitive neighbornet of X.

Proof : Let V be a normal neigbornet of S. If S is open, let us set that V ∗ =
V ∪ ((X−S)×X) and if S is closed, let us set that V ∗ = V ∪ (X× (X−S)).
Then V ∗ is the required neighbornet of X and it is easily seen that V ∗ is
transitive whenever V is transitive. ♣

Corollary 3.3.1.7 Let X be a topological space and let a subset S of X be
the intersection of an open set and a closed set. Then FINEX |S × S =
FINES and FTX |S × S = FTS. ♣

We will close this subsection with a technical theorem which shows, in
particular, that the restriction of the fine quasi-uniformity on R to the subset
Q is not the fine quasi-uniformity on Q.

Theorem 3.3.1.4 Let X be a T1 space and let D = {xn : n ∈ N} be a
dense subspace of X such that X −D is of the second category in X. Then
there exists a normal neighbornet U of D so that for each neighbornet V of
X, V 2 ∩D ×D − U 6= ∅.

Proof : For each m,n ∈ N let us set g(m, xn) = D−{xi : i 6 m, xi 6= xn}
and let U =

⋃∞
n=1{xn} × g(n, xn). Since U is a member of the point-finite

quasi-uniformity on D, U is a normal neighbornet of D. Let us suppose that
there exists a neighbornet V of X such that V 2∩D×D ⊂ U . For each n ∈ N
let us set that An = {x ∈ X −D : for each y ∈ D , V [x]∩D− g(n, y) 6= ∅}.
Then

⋃∞
n=1 An = X−D so that there exists an n ∈ N such that int (An) 6= ∅.

There exists an m > n so that xm ∈ D ∩ int(An). Let x ∈ V [xm] ∩ An.
Then V [x] ∩D ⊂ V 2[xm] ∩D ⊂ U [xm] = g(m, xm) ⊂ g(n, xm), which is a
contradiction. ♣
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3.3.2 Point-symmetry and local symmetry

Although the difference between proximity spaces and arbitrary quasi-proxi-
mity spaces is only a matter of assuming an axiom of symmetry, the differ-
ence between two classes of spaces is considerable. We now investigate some
approximations of symmetry, which serve to narrow the gap between quasi-
proximities and proximities.

Definition 3.3.2.1 A quasi-proximity δ on a set X is point-symmetric
provided that {x}δA whenever Aδ{x}.

Proposition 3.3.2.1 Let (X,U) be a quasi-uniform space. Then the fol-
lowing statements are equivalent:

(a) (X, δU ) is point-symmetric;
(b) for each U ∈ U and x ∈ X, there exists a symmetric V ∈ U such that

V [x] ⊂ U [x];
(c) for each U ∈ U and x ∈ X, there exists a V ∈ U such that V −1[x] ⊂

U [x];
(d) τ(U) ⊂ τ(U−1).

Proof : We will prove only (a) ⇒ (b), since the remaining implications
are apparent. Let U ∈ U and let x ∈ X. Then {x}δUX − U [x] so that
X − U [x]δU{x}. Let us set that V = T ({x}, X − U [x]) ∩ T (X − U [x], {x}).
By Theorem 3.2.2.1, V ∈ Uω ⊂ U . Further V is symmetric and V [x] ⊂ U [x].
♣

We say that a quasi-uniformity is point-symmetric provided it satis-
fies any of the conditions of the previous proposition. Let us note that if
δ is a point-symmetric quasi-proximity, then τδ−1 = τδ∗ . Thus (X, τδ) is
completely regular if δ−1 is point-symmetric. In addition, τδ = τδ−1 if and
only if both δ and δ−1 are point-symmetric. It follows from the preceding
proposition that a topological space that admits a point-symmetric quasi-
proximity is an R0 space. Moreover, if (X, τ) is an R0 space, then δP is a
point-symmetric quasi-proximity.

Definition 3.3.2.2 A quasi-proximity δ on a set X is locally symmetric
provided that {x}δA whenever AδG for each τδ-neighborhood G of x.

By Proposition 3.2.1.4 every proximity is locally symmetric. Another
consequence of this proposition is that if δ is locally symmetric and {x}δA,
there exists an open set G containing x such that AδG and GδA. If ρ is
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locally symmetric (point symmetric), δ ⊂ ρ and τδ = τρ, then δ is locally
symmetric (point symmetric). Both point symmetry and locally symmetry
are hereditary properties.

Proposition 3.3.2.2 Let (X,U) be a quasi-uniform space. The following
statements are equivalent:

(a) (X, δU ) is locally symmetric;
(b) for each U ∈ U and x ∈ X, there exists a symmetric V ∈ U such that

V 2[x] ⊂ U [x];
(c) for each U ∈ U and x ∈ X, there exists a V ∈ U such that V −1[V [x]]

⊂ U [x];
(d) for each x ∈ X, {U−1[U [x]] : U ∈ U} is a base for the τU -neighbor-

hood filter of x.

Proof : We will prove only that (a) ⇒ (b) since the remaining implications
are apparent. Let U ∈ U and let x ∈ X. Then {x}δUX − U [x] so that
there exists a G ∈ Nx (Nx is a neighborhood filter of the point x) such that
X−U [x]δUG and GδUX−U [x]. Since {x}δUX−G, there exists an H ∈ Nx

such that X − GδUH and HδUX − G. Let us set V = T (X − U [x], G) ∩
T (G,X − U [x]) ∩ T (H, X − G) ∩ T (X − G,H). Then V is a symmetric
member of U and V [V [x]] ⊂ V [G] ⊂ U [x]. ♣

We say that a quasi-uniformity is locally symmetric provided it sat-
isfies any of the conditions of the previous proposition. It follows from this
proposition that a topological space that admits a locally symmetric quasi-
uniformity is a regular space. Furthermore, if (X, τ) is a regular space, then
δP is a locally symmetric quasi-proximity. Manifestly, point-symmetry and
local symmetry are qp-invariant properties.

We have considered two qp-invariant properties possessed by the Pervin
quasi-proximity of any regular topological space and not possessed by any
quasi-proximity of a topological space that fails to be an R0 space. These
two properties are related to the third qp-invariant property that is possessed
by the Pervin quasi-proximity of any topological space. A quasi-proximity
δ on a set X is equinormal provided that, if A and B are disjoint closed
subsets of X, then AδB. A quasi-uniformity U is equinormal provided δU
is equinormal. A quasi-uniform space (X,U) is equinormal if and only if for
each closed set F of X, and each open set G containing F , there exists a
U ∈ U such that U [F ] ⊂ G.

Proposition 3.3.2.3 A quasi-uniform space (X,U) is equinormal if (X,U)
is compact or (X,U) is countably compact and U has a countable base.
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Proof : Let A and B be disjoint closed sets of a quasi-uniform space (X,U)
satisfying hypothesis stated above. Let us suppose that AδUB. For each
U ∈ U , (A×B) ∩U 6= ∅ and, by hypothesis, filter for which ({A ∩U−1[B] :
U ∈ U}) is a subbase, has a cluster point p. Then p ∈ A∩ (∩{U−1[B] : U ∈
U}) = A ∩B = A ∩B, which is a contradiction. ♣

We have seen that point symmetry is related to the R0 separation axiom
and that local symmetry is related to regularity: similarly, equinormality
and normality are related concepts. Indeed, the following proposition shows
that for a normal Hausdorff space (X, τ), the only equinormal proximity
compatible with τ , is the fine proximity. Proposition 3.3.2.5 provides a
more significant comparison of equinormality, point symmetry and local
symmetry.

Proposition 3.3.2.4 Let (X, τ) be a normal Hausdorff space and let β be
the finest proximity compatible with τ . A quasi-proximity δ compatible with
τ is equinormal if and only if δ ⊂ β.

Proof : Let us suppose first that δ ⊂ β. It follows from Proposition 3.2.2.8
that β, and hence δ, is an equinormal quasi-proximity.

Now let us suppose that δ is equinormal and that A and B are subsets of
X such that AβB. Then A β B = ∅ so that A∩B = ∅. Since δ is equinormal,
A δ B, so AδB. ♣

Proposition 3.3.2.5 Let (X, δ) be an equinormal quasi-proximity space.
(a) If X is an R0 space, δ is point symmetric.
(b) If X is a regular space, δ is locally symmetric.

Proof : Let x be an element of X and let A be a subset of X such that
{x}δA. By Proposition 3.2.1.4 there exists an open set G such that x ∈ G
and GδA.

Let us suppose first that X is an R0 space. Then {x} ⊂ G so that {x} δ A
and Aδ{x}.

Now let us suppose that X is a regular space. There exists an open set
H such that x ∈ H ⊂ H ⊂ G. Since GδA, A ∩H = ∅, so AδH. ♣

Proposition 3.3.2.6 Let (X, τ) be a topological space for which every qua-
si-proximity compatible with τ is point-symmetric. Then (X, τ) is compact.
Moreover, if (X, δ) is a subspace of a compact R0 (regular) quasi-proximity
space, then δ is point-(locally) symmetric.
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Proof : Let us suppose that (X, τ) is not compact and let F be a filter
on X that has no cluster point. By Proposition 3.3.1.2, {T (G,X − G) :
G ∈ τ and X − G ∈ F} is a subbase for a quasi-uniformity U compatible
with τ . Let F be a closed set such that F ∈ F − {X} and let x ∈ X − F .
Then FδU{x}, and since δU is point-symmetric, then {x}δUF , which is a
contradiction. The remaining implications follow from Propositions 3.3.2.3
and 3.3.2.5. ♣

Proposition 3.3.2.7 A topological space that admits a point-symmetric
quasi-metric is a developable space.

Proof : Let X be a topological space that admits a point-symmetric quasi-
metric d. Let (Un) be a nested base (A family J ⊆ P (X) is nested, if for all
G,H ∈ J G ⊆ H or H ⊆ G) of open neighbornets for the quasi-uniformity
generated by d and for each n ∈ N let us set that Gn = {Un[x] : x ∈ X}.
Let x ∈ X and let G be an open set containing x. There is an n ∈ N such
that Un[x] ⊂ G, and an m ∈ N such that U2

m ⊂ Un, and a k > m such that
U−1

k [x] ⊂ Um[x]. It is easily verified that st(x,Gk) ⊂ G. ♣
The following proposition is an immediate consequence of Propositions

3.3.2.3 and 3.3.2.5.

Proposition 3.3.2.8 Let (X, τ) be a countably compact space. Every quasi-
metric, compatible with τ , is a point-symmetric quasi-metric. ♣

Corollary 3.3.2.1 Every countably compact quasi-metrizable space is com-
pact.

Proof : Let X be a countably compact quasi-metrizable space. It follows
from the previous two propositions that X is developable, and every count-
ably compact developable space is compact. ♣

Let X be a countable infinite set and let τ be the cofinite topology on
X. Then (X, τ) is a compact quasi-metrizable space that is not a Hausdorff
space. It is well known and easy to prove, however, that every compact
Moore (regular developable) space is metrizable. Thus, since every locally
metrizable paracompact space is metrizable, the previous two propositions
yield the following simple metrization theorem.

Corollary 3.3.2.2 Every locally compact paracompact Hausdorff quasi-me-
trizable space is metrizable space. ♣
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In order to characterize those topological spaces that admit a locally
symmetric quasi-metric, it is convenient to state the following consequence
of Theorem 3.1.3.1 in terms of development.

Proposition 3.3.2.9 Let (X, τ) be a T1 space and let (Gn) be a development
for X. Let us suppose that for each n ∈ N, if two members of Gn+1 have
nonempty intersection, then some member of Gn contains their union. Then
(X, τ) is metrizable.

Proof : For each n ∈ N let us set that Un = {(x, y) : y ∈ st(x,Gn)}. It is
easily verified that (Un) is a base for a uniformity compatible with τ . ♣

Theorem 3.3.2.1 A topological space that admits a locally symmetric
quasi-metric is metrizable.

Proof : Let (X, τ) be a topological space that admits a locally symmetric
quasi-metric and let (Un) be a decreasing sequence of open neighbornets of X
such that (Un) is a base for a locally symmetric quasi-uniformity compatible
with τ . For each x ∈ X and n ∈ N let g[n, x] be the least natural number
j > n such that Uj ◦ U−1

j ◦ Uj [x] ⊂ Un[x]. For each x ∈ X let us choose
a sequence of natural numbers as follows. Let us set that f(1, x) = 1,
f(2, x) = g[f(1, x), x], . . . , f(r + 1, x) = g[f(r, x), x]. It follows easily by
induction that for each x ∈ X and n ∈ N, f(n, x) > n. For each n ∈ N, let
us set that Vn = {(x, y) : y ∈ Uf(n,x)[x]} and Gn = {Vn[x] : x ∈ X}.

We will show first that the sequence (Gn) of open covers of X is a devel-
opment for X. Let G ∈ τ , let a ∈ G and let r ∈ N such that Ur[a] ⊂ G. Let
us set that m = g[r, a] and let b ∈ st(a,Gm). There exists an x ∈ X such that
{a, b} ⊂ Vm[x] = Uf(m,x)[x] ⊂ Um[x]. Thus b ∈ Um[x] ⊂ U−1

m ◦Um[a] ⊂ Ur[a]
so that st(a,Gm) ⊂ G.

To see that (Gn) satisfies the conditions of Proposition 3.3.2.9, let m ∈ N
and let p, q ∈ X such that Vm+1[p]∩Vm+1[q] 6= ∅. For notational convenience
let us set f(m + 1, p) = j and f(m + 1, q) = k and we assume without
loss of generality that j > k. Then Vm+1[p] ∪ Vm+1[q] = Uj [p] ∪ Uk[q] ⊂
Uk ◦ U−1

k ◦ Uk[q] and as k = f(m + 1, q) = g[f(m, q), q], Uk ◦ U−1
k ◦ Uk[q] ⊂

Uf(m,q)[q] = Vm[q] ∈ Gm. ♣
If (X, τ) is a regular space that admits an equinormal quasi-metric, then

by Proposition 3.3.2.5, (X, τ) admits a locally symmetric quasi-metric and
so is metrizable.

Theorem 3.3.2.2 For a Tychonoff space X, the following statements are
equivalent:
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(a) X admits an equinormal quasi-metric;
(b) X is metrizable and the set of all nonisolated points of X is a compact

subset of X;
(c) the fine uniformity of X has a countable base;
(d) X admits an equinormal metric.

Proof : (a) ⇒ (b) : Let d be an equinormal quasi-metric and let (Un) be
a nested base for the quasi-metric generated by d. Let I denote the set
of all isolated points of X. In light of the previous theorem it suffices to
show that X − I is countably compact. Let us suppose that X − I is not
countably compact and let D be a closed infinite discrete subset of X − I.
We may assume that D = {xn : n ∈ N} where xn = xm only if n = m.
There exists a family {Gn : n ∈ N} of pairwise disjoint open subsets of X
such that for each n ∈ N, xn ∈ Gn. Since no point of D is isolated, for each
n ∈ N there exists a yn 6= xn such that yn ∈ Un[D] ∩ Gn. Let us set that
F = {yn : n ∈ N}. Since D and F are disjoint closed sets, there exists an
n ∈ N such that Un[D] ∩ F = ∅, which is a contradiction.

(b) ⇒ (c) : Let K = {(x, x) : x is not an isolated point of X}, let d be
a metric compatible with the topology on X × X and for each n ∈ N let
us set Gn = {y ∈ X × X : d(y,K) < 1/n}. For each n ∈ N let us set
Un = Gn ∪ {(x, x) : x ∈ I}. Evidently {Un : n ∈ N} is a base for the fine
uniformity, which consists of all neighborhoods of the diagonal.

(c) ⇒ (d) : Since X is metrizable, it is an immediate consequence of
Proposition 3.3.2.4 that the fine uniformity is equinormal.

(d) ⇒ (a) : This implication is evident. ♣
We will now characterize those regular T1 spaces for which the fine quasi-

uniformity has a countable base. Our characterization relies upon Theorem
3.3.2.2 (b), which it should be compared to.

Proposition 3.3.2.10 Let (X, τ) be a regular T1 space. The fine quasi-
uniformity for X has a countable base if and only if X is a metric space
with only finitely many nonisolated points.

Proof : Suppose that (X, τ) is a metric space with only finitely many non-
isolated points x1, x2, . . . , xn and for 1 6 i 6 n let {Uj [xi] : j ∈ N} be
a base for Nxi with the property that xi ∈ Uj [xk] only if i = k. Then
{∆ ∪ [

⋃n
i=1{xi} × Uj [xi]] : j ∈ N} is a subbase for FINE. Now let us sup-

pose that FINE has a countable base. Since this quasi-uniformity belongs
to the Pervin quasi-proximity class, it is equinormal and so, by Theorem
3.3.2.2, the set X ′ of all nonisolated points of X is a compact metric space.
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Let G′ be an open subset of X ′ and let G ∈ τ such that G′ = X ′ ∩ G. Let
I denote the set of isolated points of G and let K = G − I. By Corollary
3.3.1.7, FINE|G×G = FINEG so that by Theorem 3.3.2.2, K is compact.
Consequently, G′ = X ′ ∩ G = X ′ ∩ (K ∪ I) = X ′ ∩ K, which is compact.
Thus, every open subset of X ′ is compact and so X ′ is finite. ♣

It is natural to pose the problem of determining those topological spaces
for which P is the only compatible quasi-uniformity. We have postponed
considering this problem until now, since it is inextricably tied to the study
of those topological spaces for which every compatible quasi-uniformity is
(locally) symmetric.

Proposition 3.3.2.11 Let (X, τ) be a topological space. If P is a unifor-
mity, then for each x ∈ X, {x} is the smallest open set containing x.

Proof : Let us suppose that P is a uniformity, let x ∈ X and let U =
T (X − {x}, {x}). Then U−1 ∈ P; hence {x} = U−1[x] is a neighborhood of
x. Since (X, τ) is completely regular, {x} is a subset of every neighborhood
of x. It follows that {x} is the smallest open set containing x. ♣

Corollary 3.3.2.3 Let (X, τ) be a T0 space. Then P is a uniformity if and
only if τ is the discrete topology. ♣

Theorem 3.3.2.3 Let (X, τ) be a topological space. Each of the statements
(a) through (d) implies its successor, and if (X, τ) is an R1 space, then the
following statements are equivalent:

(a) τ is finite;
(b) P is the only quasi-uniformity compatible with τ ;
(c) every interior-preserving open collection is finite;
(d) (X, τ) is hereditarily compact;
(e) δP is the only quasi-proximity compatible with τ .

Proof : We will first prove that (d) ⇒ (c), since this implication expedites
the proof that (a) ⇒ (b). Let us suppose that (X, τ) is hereditarily compact
and let δ be a quasi-proximity that is compatible with τ . Then δP ⊂ δ. Let
us suppose that AδPB. Then A ∩B 6= ∅ and since A is compact, it follows
from Proposition 3.2.2.9 that AδB.

(a) ⇒ (b) : Let U be a quasi-uniformity compatible with τ . As (X, τ)
is hereditarily compact, δU = δP so that P ⊂ U . Since τ is finite, Uτ ∈ P.
Furthermore, every neighbornet of X contains Uτ ; hence U ⊂ P.

(b) ⇒ (c) : Since FT = P, from Corollary 3.3.1.2, every interior-
preserving open collection is finite.
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(c) ⇒ (d) : It is well known that a topological space is hereditarily
compact if and only if every strictly increasing sequence of open sets is
finite. As every increasing sequence of open sets is interior preserving, (X, τ)
is hereditarily compact.

(e) ⇒ (a) : Now let us suppose that (X, τ) is an R1 space for which δP
is the only quasi-proximity compatible with τ . By Proposition 3.3.2.6 we
can see that (X, τ) is compact. As every compact R1 space is completely
regular, P is a uniformity. Thus by Proposition 3.3.2.11, C = {{x} : x ∈ X}
is an open cover; (X, τ) is compact and R1, so C is finite. For each G ∈ τ ,
G = ∪{{x} : x ∈ G}. Hence τ is finite. ♣

Corollary 3.3.2.4 Let (X, τ) be a Hausdorff topological space. Then the
following statements are equivalent:

(a) X is finite;
(b) P is the only quasi-uniformity compatible with τ ;
(c) δP is the only quasi-proximity compatible with τ .

Example 3.3.2.1 A topological space that admits more than one quasi-
uniformity, for which δP is the only compatible quasi-proximity.

Let (N, τ) be the set of positive integers with the cofinite topology. Since
(N, τ) is hereditarily compact, by Theorem 3.3.2.3, δP is the only compatible
quasi-proximity. Let us set that G1 = N and for each n > 1, let Gn =
N−{1, 2, . . . , n−1}. Then G = {Gn : n ∈ N} is an infinite interior-preserving
open cover of N. By Proposition 3.3.1.5, FT is not totally bounded and so
P is not the only quasi-uniformity compatible with τ . Since the product of
two hereditarily compact spaces is hereditarily compact, δFT × δFT = δFT

and so the present example shows that conditions (a) and (b) of Proposition
3.2.3.7 are not generally equivalent.

Historical and bibliographic notes

In 1955 V. S. Krishnan shows that every topological space admits a
quasi-uniformity (see [170]); subsequent proofs of this result were obtained
by A. Császár in [61] and W. J. Pervin in [255]. The proof given here is Per-
vin’s. A comparison of the constructions of Császár and Pervin is given by
C. Votaw in [327]. In [257] Pervin defines δP. This quasi-proximity had been
defined previously in terms of strong inclusion by Császár [61]. The charac-
terization of FINE in terms of quasi-pseudo-metrics follows from Császár
in [61]. Theorem 3.3.1.2 was proved by W. N. Hunsaker and W. F. Lind-
gren in 1970 (see [143]). The term interior preserving is due to H. J. K.
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Junnila [158]. Theorem 3.3.1.1 was proved by P. Fletcher in 1971 in [106].
Proposition 3.3.1.5 was proved by Fletcher and Lindgren in [108], and Propo-
sition 3.3.1.6 was proved by Krishnan in [170]. The semi-continuous quasi-
uniformity is defined in [40] and [108] in terms of upper semi-continuous
functions. Proposition 3.3.1.7 was proved by Hunsaker and Lindgren in
[143]. The concept of a spectrum was introduced by Leader in [193]. The-
orem 3.3.1.2 is Theorem 2.1 by Fletcher and Lindgren in [108]. Proposition
3.3.2.1 is given by M. G. Murdeshwar and S. A. Naimpally in their book
(see [236]). Proposition 3.3.2.2 and the terminology loccaly symmetric quasi-
proximity are suggested by Theorem 3.17. by Murdeshwar and Naimpally
in [236]. Proposition 3.3.2.7 is due to R. Stoltenberg [311]. Theorem 3.3.2.1
is from Fletcher [105]. A list of characterizations of those metrizable spaces
for which the fine uniformity has a countable base, is given by J. Rainwater
[265]. Proposition 3.3.2.10 was proved by Lindgren and Fletcher in [198]
and Theorem 3.3.2.3 was proved by Lindgren in [195].

3.4 Completness

3.4.1 Cauchy filters

We will now consider the theory of completeness and completions for quasi-
uniform spaces. In Subsection 2 of this section we establish a satisfactory
analogue of the completion theory of uniform spaces. The results of Sub-
section 2 extend the usual theory. In this analogue, as in its uniform space
counterpart, we have an ideal economy; every space has a completion and
no space has two essentially different completions.

Definition 3.4.1.1 Let (X,U) be a quasi-uniform space and let F be a filter
on X. F is said to be U-Cauchy if for every entourage U ∈ U there exists
an x = x(U) such that U [x] ∈ F .

Definition 3.4.1.2 A filter base (or subbase) on a quasi-uniform space
(X,U) is a U-Cauchy filter base (subbase) if the generated filter is a
Cauchy filter.

A necessary and sufficient condition for a filter base B to be a Cauchy
filter base is that, for every entourage U ∈ U , there exists an x = x(U) and a
member B ∈ B such that B ⊂ U [x]. When there is no danger of ambiguity,
we also say ”Cauchy filter” instead of ”U-Cauchy filter”.
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This definition is due to Sieber-Pervin in [284] and is equivalent to the
usual definition of a Cauchy filter in a uniform structure.

Proposition 3.4.1.1 A filter F on a uniform space (X,U) is Cauchy if
and only if for each entourage U , there exists an element F ∈ F such that
F × F ⊂ U .

Proof : For any entourage U ∈ U , there exists a symmetric entourage
V ∈ U with V ◦V ⊂ U and a point x such that V [x] ∈ F . Taking F = V [x],
F × F ⊂ V ◦ V ⊂ U .

Conversely, if F × F ⊂ U and x ∈ F , then F ⊂ U [x], so U [x] ∈ F . ♣
The reason for adopting Definition 3.4.1.1 is the fact that the usual

definition of Cauchy filters has the disadvantage that a convergent filter
need not be a Cauchy filter. For instance, in Example 3.1.3.1 (a), taking
X to be the set of real numbers with the usual order, the sequence (1/n),
n ∈ N, is convergent but not Cauchy in the usual sense. On the other hand,
it is easily verified that a convergent filter is Cauchy according to Definition
3.4.1.1.

It is easy to prove that
(a) every τU -convergent filter base is a U-Cauchy filter base;
(b) every filter base that is finer than a Cauchy filter base is a Cauchy

filter base;
(c) if U and V are quasi-uniformities on X and U ⊂ V, then every V-

Cauchy filter base is a U-Cauchy filter base. In particular, every U∗-Cauchy
filter base is a U-Cauchy and U−1-Cauchy filter base.

Extension of a Cauchy filter is a Cauchy filter. More precisely, if F is a
U-Cauchy filter on X and X ⊂ Y , where X is a quasi-uniform subspace of
a quasi-uniform space (Y,V), then extY F is a V-Cauchy filter.

Proposition 3.4.1.2 Let (X,U) be a quasi-uniform space and let B be a
filter base on X. Then B is a U∗-Cauchy filter base if and only if for each
U ∈ U there exists B ∈ B such that B ×B ⊂ U .

Proof : Let us suppose that for each U ∈ U there exists B ∈ B such that
B × B ⊂ U . Let U ∈ U and let B ∈ B such that B × B ⊂ U . For each
x ∈ B , B ⊂ (U ∩ U−1)[x] so that B is a U∗-Cauchy filter base.

Conversely, let B be a U∗-Cauchy filter base and let U ∈ U . Let us
choose V ∈ U such that V ◦ V ⊂ U . There exists B ∈ B and x ∈ X such
that B ⊂ (V ∩V −1)[x]. Let (a, b) ∈ B×B. Then (a, x) ∈ V and (x, b) ∈ V ;
hence (a, b) ∈ V ◦ V so that B ×B ⊂ U . ♣
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Example 3.4.1.1 Let X = {0} ∪ {1/n : n ∈ N}; for each n ∈ N let
Un = ∆∪{(0, 1/i) : i > n} and let U be the quasi-uniformity on X generated
by (Un). Then τU -neighborhood filter of 0 is a τU -convergent filter which is
not a U∗-Cauchy filter.

Proposition 3.4.1.3 Let f : (X,U) → (Y,V) be a quasi-uniformly contin-
uous mapping and let B be a U-Cauchy filter base. Then f(B) is a V-Cauchy
filter base.

Proof : Since f(A ∩ B) ⊂ f(A) ∩ f(B), f(B) is a filter base. Let V ∈ V.
There exists an entourage U ∈ U such that (f(x), f(y)) ∈ V whenever
(x, y) ∈ U , and since B is a U-Cauchy filter base, there exists B ∈ B and
x ∈ X such that B ⊂ U [x]. Then f(B) ⊂ V [f(x)] and f(B) is a V-Cauchy
filter base. ♣

Proposition 3.4.1.4 Let X be a set, let {(Yi,Vi) : i ∈ I} be a family of
uniform spaces, and for each i ∈ I let fi : X → Yi. Let U denote the coarsest
uniformity on X for which each fi is uniformly continuous. Then a filter
base B on X is a U-Cauchy filter base if and only if, for each i ∈ I, fi(B)
is a Vi-Cauchy filter base. ♣

Corollary 3.4.1.1 Let (X,U) be a subspace of a quasi-uniform space (Y,V).
If a V∗-Cauchy filter on Y induces a filter on X, this induced filter is a U∗-
Cauchy filter. ♣

Example 3.4.1.1 shows that the induced filter of a Cauchy filter is not
necessarily a Cauchy filter. Thus Proposition 3.4.1.4 does not hold for quasi-
uniform spaces even when there is only one mapping involved. The following
two propositions demonstrate that two important particular cases of Propo-
sition 3.4.1.4 do generalize to quasi-uniform spaces.

Proposition 3.4.1.5 Let {(Xi,Vi) : i ∈ I} be a family of quasi-uniform
spaces and let (X,U) denote the product quasi-uniform space. A filter base
B on X is a U-Cauchy filter base if and only if πi(B) is a Vi-Cauchy filter
base for each i ∈ I.

Proof : Let B be a filter base on X. It follows from Proposition 3.4.1.3 that
if B is a U-Cauchy filter base, then, for each i ∈ I, πi(B) is a Vi-Cauchy
filter base. Conversely, let us suppose that for each i ∈ I, πi(B) is a Vi-
Cauchy filter base. Let U ∈ U . Then U contains an entourage of the form
{(x, y) : for each j ∈ J , (πj(x), πj(y)) ∈ Vj} where J is a finite subset of I
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and for each j ∈ J , Vj ∈ Vj . For each j ∈ J there exists xj ∈ Xj such that
Vj [xj ] ∈ πj(B). Let us choose x ∈ X such that for each j ∈ J , πj(x) = xj .
Then U [x] ∈ B. ♣

Proposition 3.4.1.6 Let X be a set and let (Y,V) be a quasi-uniform space.
Let f be a mapping from X onto Y and let U denote the coarsest quasi-
uniformity on X that makes f quasi-uniformly continuous. A filter base B
on X is a U-Cauchy filter base whenever f(B) is V-Cauchy filter base.

Proof : Let B be a filter base on X and let us suppose that f(B) is a V-
Cauchy filter base. Let V ∈ V and let U = f−1

2 (V ). There exists a y ∈ Y
such that V [y] ∈ f(B). Let x ∈ f−1(y). Then f−1(V [y]) = (f−1

2 (V ))[x] =
U [x]. Thus U [x] ∈ B and B is a U-Cauchy filter base. ♣

Example 3.4.1.2 Let X = Y1 = Y2 = R and let f1 = f2 be the identity
function on R. Let V1 = {V : for some x ∈ R, ∆∪(x,+∞)×R ⊂ V } and let
V2 = {V : for some x ∈ R, ∆∪(−∞, x)×R ⊂ V }. Let U denote the coarsest
quasi-uniformity making both f1 and f2 quasi-uniformly continuous. Then
U is the discrete uniformity on R so B = {X} is not a U-Cauchy filter even
though for i = 1, 2, fi(B) = B is a Vi-Cauchy filter.

3.4.2 Completeness of quasi-uniform spaces

Definition 3.4.2.1 A quasi-uniform space (X,U) is said to be complete
provided that every U-Cauchy filter has a cluster point. If every U-Cauchy
filter converges, the space is said to be convergence complete.

The usual definition of a complete uniform structure requires each
Cauchy filter to be convergent but we have preferred a less stringent condi-
tion for quasi-uniform structure. Since, in a uniform space, a Cauchy filter
converges to each of its cluster points (if they exist), the foregoing definition
is equivalent to the usual definition of a complete uniform space.

A quasi-uniform space is complete provided every Cauchy ultrafilter con-
verges, and a regular quasi-uniform space is complete provided every open
Cauchy filter has a cluster point.

Example 3.4.2.1 Let X = [0, 1]. For each ε > 0 let us set Vε = ∆ ∪
{0}× [0, ε)∪ {1}× (1− ε, 1]∪ (1/2− ε, 1/2)× ((0, ε)∪ (1− ε, 1)). Note that
for ε < 1/4 if (x, y), (y, z) ∈ Vε, then x = y or y = z. Let U denote the
quasi-uniformity for which {Vε : ε > 0} is a (transitive) base. Then τU−1 is
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the discrete topology on X so that (X,U) is point-symmetric. To see that
(X,U) is complete let F be a Cauchy ultrafilter. Let us suppose that F does
not converge to 0 or 1. There exists ε > 0 so that [ε, 1− ε] ∈ F . Let x ∈ X
such that Vε[x] ∈ F . Then Vε[x] = {x} and F converges to x.

Clearly U is not convergence complete, for {(0, ε) ∪ (1− ε, 1) : ε > 0} is
a nonconvergent Cauchy filter base.

Proposition 3.4.2.1 Let (X,U) be a locally symmetric quasi-uniform spa-
ce. Every cluster point of a U-Cauchy filter F is a limit point of F .

Proof : Let p be a cluster point of a U-Cauchy filter F , let U ∈ U and let
V be a symmetric entourage such that V 3[p] ⊂ U [p]. Since F is a Cauchy
filter, there exists x ∈ X such that V [x] ∈ F ; and since p is a cluster point
of F , then V [x] ∩ V [p] 6= ∅. Thus V [x] ⊂ U [p] so that F converges to p. ♣

Corollary 3.4.2.1 Every locally symmetric complete quasi-uniform space
is convergence complete. ♣

Proposition 3.4.2.2 Let (X,U) be a (convergence) complete quasi-uniform
space and let F be a closed subset of X. Then (F,U|F×F ) is a (convergence)
complete space. ♣

Example 3.4.2.2 A complete subspace of a (locally symmetric) Hausdorff
quasi-uniform space need not be closed. Let (X,U) be the quasi-uniform
space of Example 3.4.1.1. Then U induces the discrete quasi-uniformity on
Y = {1/n : n ∈ R} and therefore Y is a complete subspace that is not
closed.

Proposition 3.4.2.3 Let {(Xi,Ui) : i ∈ I} be a family of quasi-uniform
spaces and let (X,U) denote the product quasi-uniform space. Then (X,U)
is (convergence) complete if and only if (Xi,Ui) is (convergence) complete
for each i ∈ I.

Proof : In order to prove the parenthetical result, let B be a U-Cauchy
filter base. By Proposition 3.4.1.3, for each i ∈ I, πi(B) is a Vi-Cauchy filter
base and thus converges. It follows that B is convergent. Conversely, let
us suppose that (X,U) is convergence complete, let j ∈ I and let Bj be a
Vj-Cauchy filter base. For each i 6= j, let Bi be a Vi-Cauchy filter on Xi. By
Proposition 3.4.1.5, the product filter base

∏Bi is a U-Cauchy filter base
and hence converges. Therefore Bj also converges.

A similar proof for completeness may be given using the characterization
of completeness in terms of ultrafilters. ♣
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Proposition 3.4.2.4 Let f : (X, τ) → (Y, τ ′) be a perfect mapping, let U
denote the Pervin (resp. point-finite, locally finite, semi-continuous, fine
transitive, fine) quasi-uniformity on (X, τ) and let V denote the correspond-
ing quasi-uniformity on (Y, τ ′). Then (X,U) is complete whenever (Y,V) is
complete.

Proof : Let us suppose that (Y,V) is complete and let F be a U-Cauchy
filter that has no cluster point. By Propositions 3.3.1.8 and 3.4.1.3, f(F) is
a V-Cauchy filter base and has a cluster point, say p. Since F has no cluster
point, there exists a closed set F ∈ F such that F ∩ f−1(p) = ∅. Then f(F )
is closed and p 6∈ f(F ), which is a contradiction. ♣

3.4.3 Precompactness and total boundedness
in quasi-uniform spaces

Definition 3.4.3.1 A quasi-uniform space (X,U) is
(a) precompact provided that for each U ∈ U there exists a finite subset

F of X such that X = U [F ];
(b) totally-bounded if for each entourage U there exist a covering A =

{A1, A2, . . . , An} of X such that Ai ×Ai ⊂ U for each i = 1, 2, . . . , n.

It is clear that in this definition we may replace the term ”entourage”
with the term ”(sub) base element”.

In a uniform space, the concepts of precompactness and total bounded-
ness are equivalent. This, however, need not be the case in a quasi-uniform
spaces.

Proposition 3.4.3.1 Every totally bounded quasi-uniform space (X,U) is
precompact, but not conversely.

Proof : Let U be any entourage of totally bounded quasi-uniform structure
U . Then there exist sets A1 , A2 , . . . , An such that Ai × Ai ⊂ U and⋃n

i=1 Ai = X. Let us choose xi ∈ Ai, i = 1, 2, . . . , n. Then Ai = Ai×Ai[xi] ⊂
U [xi] and

⋃n
i=1 U [xi] = X. But then U [A] = X, where A = {x1, x2, . . . , xn}.

Let us take X to be the ordered set of real numbers, with the quasi-
uniformity defined by V0,1 as in Example 3.1.1.1 (c). This quasi-uniformity
is precompact, but not totally bounded. ♣

Some basic properties of precompactness and total boundedness are
listed below without proofs.
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Proposition 3.4.3.2 Total boundedness is
(a) hereditary;
(b) contractive, i.e. if (X,U) is a totally bounded quasi-uniform space,

then (X,V) is totally bounded for each V ⊂ U ;
(c) invariant under any quasi-uniformly continuous mapping;
(d) productive and projective, i.e. a product space is totally bounded if

and only if each factor space is totally bounded. Also,
(e) the inverse image of a totally bounded structure is totally bounded;
(f) supremum of totally bounded quasi-uniformities is a totally bounded

quasi-uniformity;
(g) (X,U) is totally bounded if and only if (X,U−1) is totally bounded;

and
(h) (X,U) is totally bounded if and only if (X,U∨U−1) is totally bounded.

All the statements in this proposition except (a), (f), (g) and (h) are true
if ”totally bounded” is replaced by ”precompact”. Although precompactness
of quasi-uniform spaces was not defined in Section 2. of this chapter, the
proof of Theorem 3.2.3.1 establishes the following proposition.

Proposition 3.4.3.3 If (X,U) is a precompact quasi-uniform space, then
every member of Q(U) has a lower bound. ♣

The converse of the preceding proposition fails since by Theorem 3.4.3.1,
if X is countably compact but not compact, FT is not precompact.

Proposition 3.4.3.4 Let (X,U) be a quasi-uniform space.
(a) (X,U) is precompact if and only if every ultrafilter on X is a U-

Cauchy filter.
(b) (X,U) is totally bounded if and only if every ultrafilter on X is a

U∗-Cauchy filter.

Proof : (a) Let (X,U) be a precompact quasi-uniform space, let H be an
ultrafilter on X, and let U ∈ U . There exists a finite set F such that
U [F ] = X. Since H is an ultrafilter, there exists an x ∈ F such that
U [x] ∈ H so that H is a U-Cauchy filter. Conversely, let us suppose that
every ultrafilter on X is a U-Cauchy filter. If (X,U) is not precompact,
there exists U ∈ U such that for each finite subset F of X, U [F ] 6= X. It
follows that B = {X − U [F ] : F is a finite subset of X} is a filter base on
X. Let H be an ultrafilter on X that contains B. There exists an x ∈ X
such that U [x] ∈ H and X − U [x] ∈ H, which is a contradiction.

A similar proof may be given for (b) using Proposition 3.4.1.2. ♣
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Corollary 3.4.3.1 Let (X,U) be a uniform space. Then (X,U) is precom-
pact if and only if it is totally bounded. ♣

Proposition 3.4.3.5 Let (X,U) be a complete quasi-uniform space that
contains a dense precompact subspace (Y,V). Then every open filter on
X has a cluster point.

Proof : Let F be an open filter on X. Then F|Y is contained in an ultrafilter
H on Y , which is, by Proposition 3.4.3.4, a V-Cauchy filter. Therefore, H is
a U-Cauchy filter base and so H has a cluster point in X. Since F ⊂ H, F
also has a cluster point. ♣

Corollary 3.4.3.2 If X is a regular complete quasi-uniform space that has
a dense precompact subspace, then X is compact. ♣

It is dishearteningly to give examples of precompact quasi-uniform spaces
that are not hereditarily precompact. On the other hand, we have already
seen that the Pervin quasi-uniformity is totally bounded; hence every topo-
logical space admits a compatible hereditarily precompact quasi-uniformity.
We will now introduce a transitive quasi-uniformity, which is like the Pervin
quasi-uniformity hereditarily precompact but which is not totally bounded
for infinite Hausdorff spaces.

In the following lemma, for each n ∈ N, let An denote
⋃n

i=1 ai.

Lemma 3.4.3.1 Let (X, τ) be a topological space. For each n ∈ N, for each
collection {a1 , a2 , . . . , an} of point-finite open spectra in X, and for each
Y ⊂ X, the collection {∩(An)y : y ∈ Y } contains a finite subcover of Y .

Proof : For each i ∈ N, let us set ai = {A(i, j) : j ∈ Z} and let us suppose
without loss of generality that for all i ∈ N and j > 0, A(i, j) = X. The proof
comes by induction on n. For n = 1 let Y ⊂ X and let a1 be a point-finite
open spectrum in X. Let us set that m = sup{j : Y ∩(A(1, j)−A(1, j−1)) 6=
∅} and let y ∈ Y ∩ (A(1,m)−A(1,m− 1)); then Y ⊂ ∩(A1)y.

Now let Y ⊂ X and let {a1 , a2 , . . . , an , an+1} be a collection of
point-finite open spectra in X. By the inductive hypothesis there exist m ∈
N and yi ∈ Y (1 6 i 6 m) such that Y ⊂ ⋃m

i=1(∩(An)yi). For each i 6 m
there exists j(i) such that yi ∈ A(n + 1, j(i))−A(n + 1, j(i)− 1). Let us set
that M = min{j(i) : 1 6 i 6 m}. Then Y ∩A(n+1, M) ⊂ ⋃m

i=1(∩(An+1)yi).
Using the inductive hypothesis again, we see that for each k (M < k 6 0)
such that Y ∩ (A(n + 1, k)−A(n + 1, k− 1)) 6= ∅, there exist mk and y(k, i)
(i = 1, 2, . . . ,mk) such that y(k, i) ∈ Y ∩ (A(n + 1, k) − A(n + 1, k − 1))
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and Y ∩ (A(n + 1, k) − A(n + 1, k − 1)) ⊂ ⋃mk
i=1 ∩(An)y(k,i). Hence for

each k, Y ∩ (A(n + 1, k) − A(n + 1, k − 1)) ⊂ ⋃mk
i=1 ∩(An+1)y(k,i). Since

Y = Y ∩A(n+1,M)∪⋃0
k=M+1 Y ∩(A(n+1, k)−A(n+1, k−1)), {∩(An+1)yi :

1 6 i 6 m}∪{∩(An+1)y(k,i) : M < k 6 0; 1 6 i 6 mk} is the required finite
subcover of {∩(An+1)y : y ∈ Y }. ♣

Proposition 3.4.3.6 Let (X, τ) be a topological space and let A denote the
collection of all point-finite open spectra in (X, τ). Then every subspace of
(X,UA) is precompact.

Proof : Let U ∈ UA and let Y ⊂ X. There exist a1 , a2 , . . . , an ∈ A
such that

⋂n
i=1 Uai

⊂ U . By the preceding lemma there exists a finite set
F ⊂ Y such that Y ⊂ (

⋂n
i=1 Uai

)[F ] ⊂ U [F ]. ♣

Proposition 3.4.3.7 Let (X, τ) be a topological space. The following state-
ments are equivalent:

(a) (X, τ) is countably compact;
(b) every countably interior-preserving open cover of X has a finite sub-

cover;
(c) SC is hereditarily precompact;
(d) SC is precompact;
(e) every lower semi-continuous function has a lower bound.

Proof : It is evident that (a) ⇒ (b), and the implication (b) ⇒ (c) follows
from Theorem 3.3.1.2 and the preceding proposition. Clearly (c) ⇒ (d) and
the implication (d) ⇒ (e) follows from Proposition 3.4.3.3. It is well known
that (e) ⇒ (a). ♣

In order to establish the following proposition, it is useful to note that,
if (X, τ) is a topological space, then PF is precompact if and only if every
point-finite open cover of X has a finite subcover.

Proposition 3.4.3.8 Let (X, τ) be a regular T1 topological space. Then PF
is precompact if and only if (X, τ) is countably compact.

Proof : Let us suppose first that (X, τ) is not countably compact. Then
there exists a closed infinite discrete set D = {xi}∞i=1. Since (X, τ) is regular
and T1, there exists a sequence (Vi) of pairwise disjoint closed sets such that
for each i > 1, Vi is a neighborhood of xi. Then {X −D} ∪ {intVi}∞i=1 is a
point-finite open cover of X that has no finite subcover. Hence PF is not
precompact.
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Now let us suppose that (X, τ) is countably compact and let C be a
point-finite open cover of X. It suffices to show that C has a finite subcover.
Let G be the collection of all subcollections A of C such that C − A is a
cover of X. Then G is partially ordered by inclusion, and by Zorn’s lemma
there is a maximal subcollection M∈ G. As in the well-known proof of the
Arens-Dugundji theorem, C −M is a finite subcover of C. ♣

Proposition 3.4.3.9 Let (X, τ) be a T1 space. The following statements
are equivalent:

(a) LF is totally bounded;
(b) LF is precompact;
(c) every locally finite open cover of X has a finite subcover.

Prof : We will prove only (c) ⇒ (a), since the remaining implications are
evident. Let us suppose that C is an infinite locally finite open cover of X.
Without loss of generality we will assume that C = {Cn : n ∈ N}. For each
n ∈ N let us choose xn ∈ Cn and set Gn = Cn − {xi : xi 6= xn}. Then
{Gn : n ∈ N} is a locally finite open cover of X that has no finite subcover,
which is a contradiction. Thus every locally finite open cover of X is finite
and so LF=P, which is totally bounded. ♣

In a Tychonoff space, condition (c) of the previous proposition is equiv-
alent to pseudocompactness, and in a normal Hausdorff space, pseudocom-
pactness is equivalent to countable compactness. Thus in a normal Haus-
dorff space all the conditions of Propositions 3.4.3.7, 3.4.3.8 and 3.4.3.9 are
equivalent. Even in the class of Tychonoff spaces, the preceding propositions
provide striking evidence that the quasi-uniformities discussed in subsection
3.1. of this chapter are ill behaved with respect to subspaces. We will pause,
therefore, to justify the assertions of the chart given below.

The quasi-uniformity
indicated to the right,
restricts to

P PF LF SC FT FINE

arbitrary subspaces Yes No No No No No
open subspaces Yes Yes No No Yes Yes
closed subspaces Yes No No No Yes Yes

It is evident that, if G is an open subspace of a space X, then PFX |G×
G = PFG, and the remaining affirmative statements of the chart have al-
ready been observed in subsection 3.1. of this chapter. It follows from The-
orem 3.3.1.4 that neither FT nor FINE restricts to arbitrary subspaces,
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and as the closed unit interval has an open subspace that is not countably
compact, we have from Propositions 3.4.3.7 and 3.4.3.9 that neither SC nor
LF restricts to open subspaces. Further, as pseudocompactness is not a
closed-hereditary property, it follows from Proposition 3.4.3.9 that LF does
not restrict to closed subspaces. Thus the example given below concludes
the verification of the assertions of the chart.

Example 3.4.3.1 Let Q be the set of all rational numbers of the Michael
line (R, τM). Then Q is a closed subspace of the Michael line such that
PFR|Q×Q 6= PFQ and SCR|Q×Q 6= SCQ.

Let us suppose that PFR|Q × Q = PFQ; set Q = {xi : i ∈ I} and for
each n ∈ N let us set that Gn = Q − {xi : i < n}. Since {Gn : n ∈ N}
is a point-finite open cover of Q, there is a point-finite open cover C of
R such that for each xi ∈ Q, UC [xi] ∩ Q ⊂ Gi. For each i ∈ N let Hi

denote the Euclidean interior of UC [xi], let C′ = {Hi : i ∈ N} ∪ {R} and
let V = UC′ . Then V ∈ PFR and for each q ∈ Q, V [q] ⊂ UC [q]. Since
C′ is a countable point-finite open cover of R, there is a countable subset
{tn : n ∈ N} of R such that {V [tn] : n ∈ N} = {V [x] : x ∈ R}. For
each n ∈ N, let us set An = {x : V [x] = V [tn]}. By the Baire Category
Theorem there exists an m ∈ N and an Euclidean open interval that is
a subset of the Euclidean closure of Am. It follows that there exists an
infinite subset S of N so that for each j ∈ S, V [xj ] ∩ Am 6= ∅. Thus
V [tm] ∩Q ⊂ ∩j∈SV [xj ] ∩Q ⊂ ∩{Gn : n ∈ N}, which is a contradiction.

Now let us suppose that SCR|Q × Q = SCQ. Since the family {Gn :
n ∈ N} given above defines an open spectrum in Q, there exists a collection
{ai : 1 6 i 6 m} of open spectra in R such that, if V =

⋂m
i=1 Vai

, then
for each xn ∈ Q, V [xn] ∩ Q ⊂ Gn. For each n ∈ N let Hn denote the
Euclidean interior of V [xn]. Let C′ = {Hn : n ∈ N} ∪ {R} and let W = UC′ .
Since, for each rational xj , xj ∈ Hn only if j > n, W [xj ] is an Euclidean
neighborhood of xj . There exists a countable subset {tn : n ∈ N} of R
such that {W [x] : x ∈ R} = {W [tn] : n ∈ N}. Using the Baire Category
Theorem we can establish, as in the previous argument, that for some m ∈ N
there is an infinite subset S of N so that for each j ∈ S, W [xj ] ∩ Am 6= ∅;
then W [tm] ∩Q ⊂ ∩{Gn : n ∈ N}, which is a contradiction.

Since we have just observed that SC is particularly ill behaved with
respect to subspaces, the following proposition is some consolation.

Proposition 3.4.3.10 Let F be a closed Gδ-subspace of a topological space
(X, τ). Then SCX |F × F = SCF .
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Proof : It suffices to show that SCF ⊂ SCX |F × F . Let {Gn : n ∈ Z} be
an open spectrum in F and let (An) be a nested sequence of open sets such
that F =

⋂∞
n=1 An. Let (Hn) be a nested sequence of open subsets of X

such that Hn ∩ F = G−n. Let us define an open spectrum {Kn : n ∈ Z} on
X as follows. For n > 0 let us set that Kn = Gn ∪ (X − F ) and for n > 0
let us set that K−n = Hn ∩ An ∩K0. For each n ∈ Z, Kn ∩ F = Gn. Thus
SCF ⊂ SCX |F × F . ♣

The proposition given below is in marked contrast to Proposition 3.4.3.9.

Proposition 3.4.3.11 3.4.3.12 Let (X, τ) be a Hausdorff space. The fol-
lowing statements are equivalent:

(a) SC is totally bounded;
(b) PF is totally bounded;
(c) X is a finite set.

Proof : (a) ⇒ (b) : If SC is totally bounded, then by Theorem 3.2.3.1
every lower semi-continuous function on X is bounded. It follows that every
point-finite open cover of X is finite ; by Proposition 3.3.1.5, PF=P.

(b) ⇒ (c) : If PF is totally bounded, PF=P and every point-finite
open cover of X is finite. Let us suppose that X is infinite. Then X has a
countable infinite collection C of pairwise disjoint open sets, and C ∪ {X} is
an infinite point-finite open cover of X.

(c) ⇒ (a) : Obvious. ♣
A remarkable consequence of Propositions 3.4.3.7 and 3.4.3.12 is that if

X is an infinite countably compact Hausdorff space, then SC is hereditarily
precompact but not totally bounded.

Proposition 3.4.3.7 suggests the possibility that a topological space is
compact (Lindelöf) if and only if every interior-preserving open cover of X
has a finite (countable) subcover.

Proposition 3.4.3.12 Let (X, τ) be a topological space. If every open cover
of X that is well ordered by set inclusion has a finite subcover, then (X, τ)
is compact.

Proof : Let C be an open cover of X and let m = min{|C′| : C′ is a subcover
of C}. Let us suppose that m is infinite and let C′ = {Gα : α < m} be a
subcover of C having cardinality m. For each α < m let Hα =

⋃
β<α Gβ.

Then {Hα : α < m} is a well-ordered open cover of X that has no finite
subcover, which is a contradiction. ♣
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Theorem 3.4.3.1 Let (X, τ) be a topological space. The following state-
ments are equivalent:

(a) every admissible quasi-uniformity is complete;
(b) there exists an admissible quasi-uniformity that is complete and pre-

compact;
(c) every admissible quasi-uniformity is complete and precompact;
(d) every admissible quasi-uniformity is precompact;
(e) FT is precompact;
(f) (X, τ) is compact.

Proof : It is evident that (f) ⇒ (a) ⇒ (b) and (f) ⇒ (c) ⇒ (d) ⇒ (e). By
Proposition 3.4.3.12, (e) ⇒ (f). We will complete the proof by showing that
(b) ⇒ (f). Let U be a quasi-uniformity compatible with τ that is complete
and precompact and let F be an ultrafilter on X. By Proposition 3.4.3.4,
F is a U-Cauchy filter; since (X,U) is complete, F has a cluster point. ♣

This theorem remains true if complete is replaced by convergence com-
plete in (a), (b) or (c). It follows from Proposition 3.4.3.7 and Theorem
3.4.3.1 that if X is a countably compact topological space that is not com-
pact, then SC ⊂ FT, but SC 6= FT. If X is also a regular T1 space, then
by Proposition 3.4.3.8, PF $ FT.

The following table summarizes characterizations of precompactness and
total boundedness of certain familiar quasi-uniformities.

Precompactness Total Boundedness
P Always Always
LF Pseudocompactness

(Tychonoff spaces)
Pseudocompactness
(Tychonoff spaces)

PF Countable compactness
(regular T1 spaces)

Finite ground set
(Hausdorff spaces)

SC Countable compactness Finite ground set
(Hausdorff spaces)

FT Compactness Finite ground set
(Hausdorff spaces)

Except for the Pervin quasi-uniformity and the semi-continuous quasi-
uniformity, little is known about topological characterizations of those topo-
logical spaces for which one of the quasi-uniformities listed on this page is
(convergence) complete. Indeed it would be reasonable to pose a problem
that the table given on this page be extended to completeness and con-
vergence completeness. Instead of pursuing this broad and vaguely posed
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problem, we will pause to consider one fragment of it, which can be stated
explicitly.

Does there exist a regular space for which no compatible quasi-uniformity
is complete? (Note that the fine quasi-uniformity of a regular space is con-
vergence complete whenever it is complete.) The corresponding problem for
uniform spaces is solved by exhibiting a noncompact topological space, like
ω1 with the order topology, for which every compatible uniformity is precom-
pact. This approach for quasi-uniform spaces is blocked by Theorem 3.4.3.1
(d). The following observations may prove useful in answering the question.
Every Hausdorff space can be embedded as a closed subspace of a minimal
Hausdorff space and every minimal Hausdorff space is a closed subspace of
any Hausdorff space in which it is embedded. Consequently, if every mini-
mal Hausdorff space admits a (convergence) complete quasi-uniformity, then
every Hausdorff space admits a (convergence) complete quasi-uniformity.

It is difficult to construct a topological space for which FT 6= FINE and
so, as might be expected, it is also an unsolved problem whether there exists
a regular space for which FT is not complete. We observe that an ultrafilter
F on a space (X, τ) is an FT-Cauchy ultrafilter if and only if every closure-
preserving subcollection of F has a cluster point. A modification of the
proof of Proposition 3.4.3.12 also provides some insight into the problem of
determining whether the fine transitive quasi-uniformity of a regular space
must be complete.

Proposition 3.4.3.13 Let (X, τ) be a topological space. Then every closed
FT-Cauchy filter has a cluster point.

Proof : Let us suppose that F is a closed FT-Cauchy filter that has no
cluster point. Let m = min{|E| : E is a closed subcollection of F and ∩E =
∅}. Let E = {Eα : α < m} be a closed subcollection of F such that ∩E = ∅.
For each α < m let Fα = ∩{Eβ : β < α}. Since {X − Fα : α < m}
is an interior-preserving open cover, there exists α < m and a closed set
F ∈ F such that F ⊂ X − Fα. Then E ′ = {F} ∪ {Eβ : β 6 α} is a closed
subcollection of F consisting of fewer than m sets and ∩E ′ = ∅, which is a
contradiction. ♣

Corollary 3.4.3.3 Let (X, τ) be a T1 space such that for each interior-
preserving open cover C of X there exists an interior-preserving open cover
R such that {R : R ∈ R} refines C. Then FT is convergence complete.

Proof : Let F be an FT-Cauchy filter. It follows from the hypothesis that
B = {F : F ∈ F} is an FT-Cauchy filter base. By the previous proposition,
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B (hence F) has a cluster point. Since the hypothesis implies that (X, τ) is
regular, FT is convergence complete by Corollary 3.4.2.1. ♣

Example 3.4.3.2 A T1 space that admits no convergence complete quasi-
uniformity.

For each nonnegative integer n let Xn = R×{n} and let X =
⋃∞

n=0 Xn.
Let us define g : N × X → P (X) as follows. For each x ∈ X, m ∈ N and
p = (x, 0), let g(m, p) = {p} ∪⋃∞

i=m Xi − {(x, i)} and for each p = (x, n) ∈
R × N and m ∈ N let g(m, p) = (x − 1/m, x + 1/m) × {n}. Let τ be the
topology for which {g(n, p) : n ∈ N , p ∈ X} is a base.

Let F = {F : there exists an n ∈ N so that
⋃∞

i=n Xi ⊂ F} and let
U = FINE. We will assert that F is a U-Cauchy filter. Let us not suppose;
then there exists U ∈ U such that for all p ∈ X, U [p] 6∈ F . Let V ∈ U
such that V 2 ⊂ U . Then for each x ∈ R, {n : U [(x, 0)] ∩Xn = V [(x, 0)] ∩
Xn = Xn − {(x, n)}} is infinite. For each n ∈ N let An = {x ∈ R :
U [(x, 0)] ∩Xn = V [(x, 0)] ∩Xn = Xn − {(x, n)}}. There exists an n ∈ N so
that An is uncountable and so there exists z ∈ R such that for each ε > 0,
(z−ε, z+ε)∩An−{z} 6= ∅. Let A = An−{z}. Then (z, n) ∈ ⋂

x∈A V [(x, 0)]
and Xn ∩ V [(z, n)] ⊂ Xn ∩ [

⋂
x∈A V 2[(x, 0)] ⊂ (R − A) × {n}, which is a

contradiction. Thus F is a nonconvergent U-Cauchy filter.

3.4.4 Bicompleteness

In this subsection we will present a theory of bicompleteness for quasi-
uniform spaces, which extends the usual theory of completeness for uniform
spaces, and which is in every sense analogous to this theory. As it would
be expected, the keystone of the theory is the construction of the bicomple-
tion of a quasi-uniform space. Our presentation of this construction closely
parallels a standard construction of the completion of a uniform space by
means of minimal Cauchy filters, and the reader who is familiar with this
standard construction will understand that in our view the uniform comple-
tion is seen as if through binoculars. Such a reader may wish to omit many
proofs. On the other hand, the reader who is not familiar with the standard
construction, is assured that the construction presented herein is no more
difficult than the standard construction and contains the usual completion
of a uniform space as a special case.

Definition 3.4.4.1 A quasi-uniform space (X,U) is said to be bicomplete
provided that every U∗-Cauchy filter has a τU∗-limit point.
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By Proposition 3.4.2.1, a quasi-uniform space (X,U) is bicomplete if
and only if (X,U∗) is complete. Thus (X,U) is bicomplete if and only if
(X,U−1) is bicomplete. The results on completeness established in previous
subsections may therefore be regarded as the results on bicompleteness.

If X is a set and U is the only quasi-uniformity on X under consideration,
then for convenience we will adopt the following notation. For each x ∈ X,
N ∗

x denotes the τU∗-neighborhood filter of x.

Proposition 3.4.4.1 Let (X,U) be a T0 quasi-uniform space and let (Y,V)
be a bicomplete subspace of (X,U). Then Y is a closed subspace of (X, τU∗).

Proof : Let us suppose that Y is not closed in (X, τU∗) and let p ∈ Y − Y .
Then N ∗

p |Y is a V∗-Cauchy filter and therefore N ∗
p |Y converges to a point

q ∈ Y . Since (X, τU∗) is a Hausdorff space, p = q, which is a contradiction.
♣

Theorem 3.4.4.1 Let (X,U) be a quasi-uniform space, let (Y,V) be a bi-
complete T0 quasi-uniform space, let D be a dense subset of (X, τU∗) and let
f : (D,U|D ×D) → (Y,V) be a quasi-uniformly continuous mapping. Then
there exists a unique continuous extension g : (X, τU∗) → (Y, τV∗), and g is
quasi-uniformly continuous.

Proof : We will show first that f has a τU∗ − τV∗ continuous extension.
Let x ∈ X. As is remarked in subsection 3.4.1. of this section, N ∗

x is a
U∗-Cauchy filter so that by Corollary 3.4.1.1, FX = {D ∩ R : R ∈ N ∗

x}
is a Cauchy filter on D. Since f is quasi-uniformly continuous, it follows
from Proposition 3.4.1.3 that {f(F ) : F ∈ FX} is a base for a V∗-Cauchy
filter GX . The space (Y,V) is bicomplete and (Y, τV∗) is a Hausdorff space
so that GX has a unique limit, denoted by g(x). It remains to be shown that
g : X → Y , defined in the manner described above, is a quasi-uniformly
continuous extension of f .

To show that g extends f , let x ∈ D and let G be a τV∗-neighborhood
of f(x). As f−1(G) is a τU∗ |D-neighborhood of x, there exists a τU∗-
neighborhood R of x such that f(D ∩ R) ⊂ G. Thus G ∈ Gx and Gx

converges to f(x); that is g(x) = f(x).
To show that g is quasi-uniformly continuous, let V ∈ V. By Corollary

3.1.2.3 there exists V1 ∈ V such that V1 is closed in τV×V−1 and V 3
1 ⊂

V . Since f is quasi-uniformly continuous, there exists U ∈ U such that
(f(x), f(y)) ∈ V1 whenever (x, y) ∈ U ∩ D × D. Let U1 ∈ U such that
U3

1 ⊂ U . The proof will be completed by showing that (g(u), g(v)) ∈ V
whenever (u, v) ∈ U1.
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Let (u, v) ∈ U1, let U2 = U1∩U−1
1 and let V2 = V1∩V −1

1 . We assert that
if u′ ∈ D ∩ U2[u], then g(u) ∈ V2[f(u′)]. Let H be a τV∗-neighborhood of
g(u); then there exists a τU∗-neighborhood R of u such that f(D ∩R) ⊂ H.
Let w ∈ D ∩R ∩ U2[u], then f(w) ∈ H ∩ V2[f(u′)]. Thus H ∩ V2[f(u′)] 6= ∅,
so that g(u) ∈ clτV∗ (V2[f(u′)]) = V2[f(u′)] as was asserted.

Now, let u′ ∈ D ∩ U2[u] and let v′ ∈ D ∩ U2[v]; then (u′, v′) ∈ U and
(f(u′), f(v′)) ∈ V1. By the preceding assertion, (g(u), f(u′)) ∈ V2 ⊂ V1 and
(f(v′), g(v)) ∈ V2 ⊂ V1. Thus (g(u), g(v)) ∈ V 3

1 ⊂ V as was to be shown.
Finally, since τV∗ is a Hausdorff topology, if h is a τU∗ − τV∗ continuous

mapping that agrees with g on the dense subspace D of X, then g = h.
Thus g is the only τU∗ − τV∗ continuous extension of f . ♣

Corollary 3.4.4.1 Let (X,U) and (Y,V) be bicomplete T0 quasi-uniform
spaces and let D and E be dense subspaces of (X, τU∗) and (Y, τV∗) respec-
tively. Let f : (D,U|D×D) → (E,V|E×E) be a quasi-unimorphism. Then
f can be extended to a quasi-unimorphism between (X,U) and (Y,V).

Proof : By Theorem 3.4.4.1, f has a quasi-uniformly continuous extension
g1 : X → Y , and f−1 has a quasi-uniformly continuous extension g2 : Y →
X. Then g2 ◦ g1 is a continuous extension of the identity mapping on D.
Likewise, g1 ◦ g2 is a continuous extension of the identity mapping on E.
As the identity mappings on X and Y are the unique continuous extensions
of the identity mappings on D and E respectively, g2 ◦ g1 is the identity
mapping on X and g1 ◦ g2 is the identity mapping on Y . It follows that g1

is a quasi-unimorphism from (X,U) onto (Y,V). ♣
Let (X,U) be a T0 quasi-uniform space and let us suppose that (Y,V) is

a T0 quasi-uniform space such that (Y,V∗) is a complete Hausdorff uniform
space that contains (X,U∗) as a dense subspace. If (X,U) and (Y,V) are
both uniform spaces, then (Y,V) must be the uniform completion of (X,U).
Thus any completion that assigns to each T0 quasi-uniform space (X,U) a T0

quasi-uniform space (Y,V), and that preserves symmetry (in the sense that V
is a uniformity whenever U is a uniformity), must include the construction
of the completion of a Hausdorff uniform space as a special case. In this
subsection we present just such a construction. While it is comforting that
our heretical construction recovers the canonical Hausdorff completion as a
special case, it will become apparent in the next section that the importance
of the construction is founded as much upon its preservation of transitivity
as upon its preservation of symmetry. Indeed if ∩U is a linear order on X,
then ∩V is a linear order on Y ; and it is this remarkable attribute of the
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construction that establishes the importance of quasi-uniform spaces in the
study of linearly ordered topological spaces and their subspaces.

Definition 3.4.4.2 A bicompletion of a quasi-uniform space (X,U) is a
bicomplete quasi-uniform space (Y,V) that has a τV∗ dense subspace quasi-
unimorphic to (X,U).

The key to our construction of a bicompletion of a quasi-uniform space
is the use of minimal U∗-Cauchy filters.

Definition 3.4.4.3 A U∗-Cauchy filter on a quasi-uniform space (X,U) is
said to be minimal provided that it contains no U∗-Cauchy filter other than
itself.

Proposition 3.4.4.2 Let F be a U∗-Cauchy filter on a quasi-uniform space
(X,U). There exists exactly one minimal U∗-Cauchy filter that is coarser
than F . Furthermore, if B is any base for F , then B0 = {U [B] : B ∈
B and U is a symmetric member of U∗} is a base for the minimal U∗-Cau-
chy filter coarser than F .

Proof : Let B be a base for F and let U1[B1] and U2[B2] be members
of B0. Let U = U1 ∩ U2 and let B ∈ B such that B ⊂ B1 ∩ B2; then
U [B] ⊂ U1[B1]∩U2[B2]. Thus B0 is a base for a filter F0. Given V ∈ U∗, let
U be a symmetric member of U∗ such that U3 ⊂ V . By Proposition 3.4.1.2
there exists B ∈ B such that B × B ⊂ U . Then U [B] × U [B] ⊂ V ; hence
F0 is a U∗-Cauchy filter that is coarser than F . Let G be a U∗-Cauchy filter
coarser than F and let U [B] ∈ B0. By Proposition 3.4.1.2 there exists G ∈ G
such that G × G ⊂ U . Since G ∈ F , G ∩ B 6= ∅. It follows that G ⊂ U [B]
and so U [B] ∈ G. As any U∗-Cauchy filter coarser than F contains F0, F0

is a minimal U∗-Cauchy filter and is the only minimal Cauchy filter coarser
than F . ♣

Corollary 3.4.4.2 Let (X,U) be a quasi-uniform space. For each x ∈ X,
N ∗

x is a minimal U∗-Cauchy filter. ♣

Theorem 3.4.4.2 Let (X,U) be a quasi-uniform space. Every minimal U∗-
Cauchy filter has a base consisting of τU∗-open sets.

Proof : Let V ∈ U∗. By Corollary 3.1.2.7 there exists a symmetric en-
tourage U ∈ U∗ such that U ⊂ V and such that for each x ∈ X, U [x] ∈ τU∗ .
For each subset A of X, U [A] is a τU∗-open subset of V [A]; hence the result
follows from Proposition 3.4.4.2. ♣
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Proposition 3.4.4.3 Let (X,U) be a quasi-uniform space and let D be a
dense subset of (X, τU∗). If every Cauchy filter on (D,U∗|D×D) converges
in (X, τU∗), then (X,U) is bicomplete.

Proof : It suffices to show that every minimal U∗-Cauchy filter F on X
converges. Since D is dense in (X, τU∗) and since, by Theorem 3.4.4.2,
every member of F has a nonempty interior, F|D is a Cauchy filter on
(D,U∗|D × D) and so converges in (X, τU∗). As F is coarser than the
filter on X determined by F|D, it follows from Proposition 3.4.2.1 that F
converges. ♣

Theorem 3.4.4.3 Every T0 quasi-uniform space has a T0 bicompletion.

Proof : Let (X,U) be a quasi-uniform space and let X̃ be the set of all
minimal U∗-Cauchy filters on X. For each U ∈ U , let Ũ = {(F ,G) :
there exist F ∈ F and G ∈ G such that F × G ⊂ U}. We will show that
{Ũ : U ∈ U} is a base for a quasi-uniformity Ũ on X̃. As every member of
X̃ is a U∗-Cauchy filter, for each U ∈ U and for each F ∈ X̃, (F ,F) ∈ Ũ .
Let V1 , V2 ∈ U ; then V = V1 ∩ V2 ∈ U and Ṽ = Ṽ1 ∩ Ṽ2. Given U ∈ U
let V ∈ U such that V 2 ⊂ U . Let (F ,G) , (G,H) ∈ Ṽ ; then there exist
F ∈ F , G1 ∈ G such that F × G1 ⊂ V and G2 ∈ G, H ∈ H such that
G2 ×H ⊂ V . Since G1 ∩G2 6= ∅, F ×H ⊂ V 2; thus Ṽ 2 ⊂ Ũ .

To show that (X̃, Ũ) is a T0 quasi-uniform space, let F and G be minimal
U∗-Cauchy filters such that for each U ∈ U , (F ,G) ∈ Ũ and (G,F) ∈ Ũ .
Then F ∩ G is a U∗-Cauchy filter. As F and G are minimal Cauchy filters,
and F ∩ G is coarser than both F and G, then F = F ∩ G = G.

Let i : X → X̃ be the mapping defined by i(x) = N ∗
x . It follows from

Corollary 3.4.4.2 that N ∗
x ∈ X̃ for each x ∈ X. Thus i is well defined.

Given U ∈ U let V ∈ U such that V 3 ⊂ U . Then (x, y) ∈ U whenever
(N ∗

x ,N ∗
y ) ∈ Ũ and (N ∗

x ,N ∗
y ) ∈ Ũ whenever (x, y) ∈ V . Thus i is a quasi-

uniform embedding.
Since (Ũ)∗ = (̃U∗), we will use the symbol Ũ∗ unambiguously hereafter.

We assert that if F ∈ X̃, then i(F) converges to F in (X̃, τŨ∗). It follows at
once from this assertion that i(X) is dense in (X̃, τŨ∗). Given F ∈ X̃ and
U1 ∈ U , let V1 ∈ U and F ∈ F such that V 2

1 ⊂ U1 and F × F ⊂ V1. Let
U = U1 ∩ U−1

1 and V = V1 ∩ V −1
1 . For each x ∈ F , F × V [x] ⊂ U ; thus for

each x ∈ F , i(x) = N ∗
x ∈ Ũ [F ] and so i(F ) ⊂ Ũ [F ].

By Proposition 3.4.4.3 in order to show that (X̃, Ũ) is bicomplete, it is
sufficient to show that for every U∗-Cauchy filter F on X, i(F) converges in
(X̃, τŨ∗). Let F be a U∗-Cauchy filter. By Proposition 3.4.4.2 there exists a
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minimal U∗-Cauchy filter G coarser than F . By the assertion of the previous
paragraph, i(G) converges to G. As i(F) is finer than i(G), i(F) converges
as well. ♣

We call the mapping i : X → X̃ defined in Theorem 3.4.4.3 the canoni-
cal embedding of (X,U) into (X̃, Ũ). As a direct consequence of Corollary
3.4.4.1 we have the following uniqueness property for T0 bicompletions.

Theorem 3.4.4.4 If (X,U) is a T0 quasi-uniform space, any T0 bicomple-
tion of (X,U) is quasi-unimorphic to (X̃, Ũ). ♣

When (X,U) is a T0 quasi-uniform space, (X̃, Ũ) is said to be the bi-
completion of (X,U), and we may identify X with i(X). When this identi-
fication is made, the minimal U∗-Cauchy filters on X are the traces of the
τŨ∗-neighborhood filters of the points of X̃.

Theorem 3.4.4.5 Let (X,U) be a Hausdorff uniform space. Then (X̃, Ũ)
is a complete Hausdorff uniform space, and any complete Hausdorff uni-
form space that has a dense subspace unimorphic to (X,U) is unimorphic to
(X̃, Ũ). ♣

Proposition 3.4.4.4 Let (X,U) be a T0 quasi-uniform space. Then (X,U)
is totally bounded if and only if (X̃, Ũ∗) is compact.

Proof : Let us suppose that (X̃, Ũ∗) is compact. By Theorem 3.4.3.1
(X̃, Ũ∗) is totally bounded. As total boundedness is hereditary property,
(X,U) is totally bounded.

The converse is an immediate consequence of Corollary 3.4.3.2. ♣
The following proposition, which relies upon Corollary 3.1.2.10 and The-

orem 3.4.4.5, establishes a one-to-one correspondence between the Hausdorff
compactifications of a Tychonoff space (X, τ) and the totally bounded uni-
formities on X that are compatible with τ .

Proposition 3.4.4.5 Let (X, τ) be a Tychonoff space and let cX be a Haus-
dorff compactification of X. There exists exactly one uniformity U compat-
ible with τ such that τŨ is the topology of cX. ♣

Let (X, δ) be a T0 quasi-proximity space. By Theorem 3.4.4.3, (X,Uδ)
has a bicompletion (X̃, Ũδ). Let δ̃ denote the quasi-proximity induced by
Ũδ, the bicompletion of Uδ.

It is easy to prove that (̃U−1) = (Ũ)−1 and that (Ũ)∗ = (̃U∗); indeed
the second equality is observed in the proof of Theorem 3.4.4.3. These
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results together with equalities (a) through (d) of subsection 3.2.2. after
Corollary 3.2.2.5 are sufficient to establish that for each quasi-proximity
δ, (δ̃ )−1 = (̃δ−1) and (δ̃ )∗ = δ̃∗. The reader is warned that (Ũ )δ 6= Ũδ,
Ũω 6= (Ũ)ω and δŨ 6= (̃δU ).

Theorem 3.4.4.6 Let (X, δ) be a T0 quasi-proximity space. Then
(a) the canonical embedding i : (X,Uδ) → (X̃, Ũδ) is a qp-embedding of

(X, δ) into (X̃, δ̃);
(b) (X̃, δ̃∗) is compact;
(c) AδB if and only if cl

δ̃−1(i(A)) ∩ cl
δ̃
(i(B)) 6= ∅.

Proof : (a) Proposition 3.2.3.4.
(b) Proposition 3.4.4.4.
(c) If cl

δ̃−1(i(A))∩cl
δ̃
(i(B)) 6= ∅, by Proposition 3.2.2.7, i(A)δ̃i(B) so that

AδB. If AδB, then i(A)δ̃i(B) so that by Proposition 3.2.2.10 cl
δ̃−1(i(A)) ∩

cl
δ̃
(i(B)) 6= ∅ holds. ♣

3.4.5 Completions and compactifications

Let (X,U) be a T1 quasi-uniform space. A completion of (X,U) is a
complete T1 quasi-uniform space (Y,V) that has a dense subspace quasi-
unimorphic (relative to U and V) to (X,U). In the theory of uniform spaces
it is common to insist that a completion of uniform spaces be a T1 space,
since this restriction simplifies some of the proofs and makes it possible to
strengthen the conclusion of several important theorems. In the study of
quasi-uniform spaces it is necessary to insist that completions be T1 spaces,
for, if we do not do so, every space (X,U) admits the following trivial ”com-
pactification”. Let Y = X ∪{∞} and for each U ∈ U let U ′ = U ∪{∞}×Y .
Then {U ′ : U ∈ U} is a base for a complete precompact quasi-uniformity
V on Y , and (X,U) is a dense subspace of (Y,V). Since we do insist that
a completion must be a T1 space, it is a consequence of Corollary 3.4.3.1
that a precompact quasi-uniformity compatible with a topological space that
is not completely regular, has no regular completion. This consequence of
Corollary 3.4.3.1 serves as an early warning that the theory of completions
for quasi-uniform spaces is not nearly so tidy as either the theory of com-
pletions for uniform spaces or the theory of bicompletions for quasi-uniform
spaces.

In this subsection we present a completion, which is based on the con-
struction of the Katetov extension of a Hausdorff space. In this construction
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we take certain nonconvergent filters as adjoined points and build open sets
about an adjoined filter in terms of its members. To this end let (X,U) be a
quasi-uniform space, let F = {F : F is a U−Cauchy filter on X that has no
cluster point}, and let X̂ = X ∪ F. We need the collection Φ of all choice
functions that pick a member of each filter in F. Formally Φ = {φ : φ :
F → P (X) and φ(F) ∈ F}. For each U ∈ U and each φ ∈ Φ, let us set
S(U, φ) = U ∪∆ ∪ {(F , x) ∈ F×X : x ∈ U [φ(F)]} and let Û be the quasi-
uniformity on X̂ for which {S(U, φ) : U ∈ U , φ ∈ Φ} is a base. Then (X̂, Û)
contains (X,U) as a dense open subset.

Lemma 3.4.5.2 Let (X,U) be a T1 quasi-uniform space. Then (X̂, Û) is a
T1 space if and only if for each F ∈ F, adhτU−1F = ∅.

Proof : Let us suppose that (X̂, Û) is a T1 space and let F ∈ F and p ∈ X.
Then there exist U ∈ U and φ ∈ Φ such that p 6∈ S(U, φ)[F ]. Let F = φ(F);
then p 6∈ U [F ] and U−1[p] ∩ F = ∅. Now let us suppose that for each
F ∈ F, adhτU−1F = ∅ and let p ∈ X̂. If p ∈ X, ∩Û [p] = ∩U [p] = {p}. If
p = F ∈ F, then ∩Û [p] = {p} ∪ X ∩ (∩Û [p]). Let us suppose that there
exists x ∈ X ∩ (∩Û [p ]). Since adhτU−1F = ∅, there existF ∈ F and U ∈ U
such that U−1[x] ∩ F = ∅. Let φ ∈ Φ be such that φ(F) = F . Then
x 6∈ S(U, φ)[p ], which is a contradiction. ♣

Lemma 3.4.5.3 Let (X,U) be a quasi-uniform space and let M be a non-
convergent Û-Cauchy ultrafilter on X̂. Then X ∈ M and M|X is a non-
convergent U-Cauchy ultrafilter on X.

Proof : Let U1 ∈ U and let φ1 ∈ Φ. Since M is a Û-Cauchy filter, there
exists p1 ∈ X̂ such that S(U1, φ1)[p1] ∈M. SinceM does not converge to p1,
there exist U2 ∈ U , φ2 ∈ Φ and p2 6= p1 such that S(U2, φ2)[p2] ∈ M. Then
S(U1, φ1)[p1] ∩ S(U2, φ2)[p2] ⊂ X and X ∈ M. It follows that M|X ⊂ M
so that M|X does not converge. To show that M|X is a U-Cauchy filter,
let U ∈ U and let V ∈ U such that V 2 ⊂ U . Let us choose φ ∈ Φ such
that for each F ∈ F, φ(F) = V [x], where V [x] ∈ F . Since M is a Û-
Cauchy filter, there exists p ∈ X̂ such that S(V, φ)[p] ∈ M. If p ∈ X,
S(V, φ)[p] = V [p] ∈ M|X; if p = F ∈ F, then S(V, φ)[p] = {F} ∪ V [φ(F)].
There exists x ∈ X so that V [x] ∈ F and φ(F) = V [x]; thus U [x] ∈ M|X.
♣

Theorem 3.4.5.1 Let (X,U) be a T1 quasi-uniform space. The following
statements are equivalent:
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(a) (X,U) has a completion;
(b) for each U-Cauchy filter F , adhτU−1F ⊂ adhτUF ;
(c) for each U-Cauchy filter F , if adhτU−1F 6= ∅, then adhτU F 6= ∅.

Proof : (a) ⇒ (b) : Let us suppose that i : (X,U) → (Y,V) is a dense em-
bedding of (X,U) in a complete T1 space (Y,V). Let F be a U-Cauchy filter
and let x ∈ adhτU−1F . Then F is contained in an ultrafilter G that con-
verges to x in τU−1 . By Propositions 3.4.1.3 and 3.1.2.2, i(G) is a V-Cauchy
ultrafilter base that converges to i(x) in τV−1 . Since (Y,V) is complete, i(G)
converges in τV to a point y. By Proposition 3.1.4.3, y = i(x). Moreover
i−1(i(G)) is a filter base on X, coarser than G, that converges to x in τU ;
hence x ∈ adhτUF .

(c) ⇒ (a) : We will now suppose that for each U-Cauchy filter F ,
adhτUF 6= ∅ whenever adhτU−1F 6= ∅, and let us show that (X̂, Û) is a
completion of (X,U). By Lemma 3.4.5.2, (X̂, Û) is a T1 space. As noted,
(X,U) is a dense open subspace of (X̂, Û). To show that (X̂, Û) is complete,
let us suppose that there exists a nonconvergent Û-Cauchy ultrafilterM. By
Lemma 3.4.5.3, M|X is a nonconvergent U-Cauchy ultrafilter. Then M|X,
as a member of F, is a τÛ -cluster point of M, which is a contradiction. ♣

Corollary 3.4.5.1 Let (X, τ) be a T1 space and let U and V be quasi-
uniformities that are compatible with τ . If U ⊂ V and (X,U) has a comple-
tion, (X,V) also has a completion. ♣

Corollary 3.4.5.2 Every point-symmetric T1 quasi-uniform space has a
completion. ♣

The following proposition, which extends Theorem 3.4.3.1, shows that
any topological space that admits a noncomplete quasi-uniformity, also ad-
mits a quasi-uniformity that has no completion.

Proposition 3.4.5.1 Let (X, τ) be a topological space for which every qua-
si-uniformity compatible with τ has a completion. Then (X, τ) is compact.

Proof : Let us suppose that F is a filter on X that has no cluster point.
By Proposition 3.3.1.2 the quasi-uniformity U generated by {T (X − F, F ) :
F ∈ F and X − F ∈ τ} is compatible with τ . For each U ∈ U there is
an x ∈ X such that U [x] = X, and so F is a U-Cauchy filter. To show
that (X,U) has no completion, by virtue of Theorem 3.4.5.1, it suffices to
show that adhτU−1F 6= ∅. We will show indeed that adhτU−1F = X. Let
x ∈ X, U ∈ U and F ∈ F . There exist closed sets F1, F2 , . . . , Fn such
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that
⋂n

i=1 T (X−Fi, Fi) ⊂ U . For each i, T (Fi, X−Fi)[x] = X or Fi. Hence
∅ 6= F ∩ (

⋂n
i=1 Fi) ⊂ F ∩ [

⋂n
i=1 T (Fi, X − Fi)[x]] ⊂ F ∩ U−1[x]. ♣

Definition 3.4.5.1 Let (X,U) be a Tychonoff quasi-uniform space. A
compactification of (X,U) is a compact Hausdorff quasi-uniform space
(Y,V) that has a dense subspace quasi-unimorphic to (X,U).

Lemma 3.4.5.4 Let (X,V) be a totally bounded Tychonoff quasi-uniform
space, let cX be a Hausdorff compactification of X, and let U be the unique
uniformity that is compatible with the topology of cX. Then V has an ex-
tension to a quasi-uniformity on cX that is compatible with τU if and only
if U|X ×X ⊂ V.

Proof : Let us suppose that U|X ×X ⊂ V. Since V is totally bounded, by
Corollary 3.2.3.2, {U(ε, f) : ε > 0 , f ∈ QB(V)} is a subbase for V. For each
f ∈ QB(V) we will define a bounded lower semi-continuous extension f ′ of
f to cX as follows: f ′(x) = min{supz∈X f(z) , sup{infz∈G f(z) : G ∈ Nx}}.
Let V ′ be the quasi-uniformity on cX for which {U(ε, f ′) : ε > 0 , f ∈
QB(V)} is a subbase. Then V ′|X × X = V and τV ′ ⊂ τU so that U ∨ V ′
is a quasi-uniformity on cX that is compatible with τU . Moreover, since
U|X ×X ⊂ V, (U ∨ V ′)|X ×X = V holds.

Now let us suppose thatW is an extension of V to cX such that τU = τW .
By Proposition 3.2.2.11, U ⊂ W. Thus U|X ×X ⊂ W|X ×X = V. ♣
Theorem 3.4.5.2 A totally bounded Tychonoff quasi-uniform space (X,V)
has a compactification if and only if V contains a uniformity compatible with
τV . ♣
Proposition 3.4.5.2 Let (X, τ) be a locally compact Hausdorff space and
let U be a quasi-uniformity compatible with τ . Then (X,U) has a compacti-
fication if and only if (X,U) is locally symmetric.

Proof : If (X,U) has a compactification, (X,U) is locally symmetric by
Proposition 3.3.2.6.

Now let us suppose that (X,U) is locally symmetric. Let X ∪ {∞} be
the one-point compactification of X. For each U ∈ U and each compact
subset K of X, let us define W (U,K) = U ∪ ({∞}×U [X−K])∪{(∞,∞)}.
Let W be the quasi-uniformity on X ∪ {∞} for which {W (U,K) : U ∈
U , K is a compact subspace of X} is a base. Evidently W|X ×X = U and
τW is coarser than the compact Hausdorff topology of X ∪ {∞}. Therefore,
we need only observe, using the local symmetry of U , that W is a Hausdorff
quasi-uniformity. ♣
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Corollary 3.4.5.3 Let (X, τ) be a locally compact Hausdorff space. A
quasi-uniformity W compatible with τ is locally symmetric if and only if
W contains a uniformity compatible with τ . ♣

Lemma 3.4.5.4 and Proposition 3.4.5.2 are evidence of the over-abundan-
ce of compactifications. Furtermore, it follows from a remark in subsection
3.3.1. of this chapter that if (X, τ) is a Tychonoff space and cX is any Haus-
dorff compactification of X, then (cX,P) is a compactification of (X,P).
Moreover Proposition 3.4.5.2 establishes that a complete quasi-uniformity
on noncompact space can have a compactification; hence in the theory of
quasi-uniformities, the terminology ”precompactness” is misleading. Obvi-
ously, many questions concerning completions and compactifications remain
unsolved. The following two questions are representative.

Theorem 3.4.5.1 characterizes those quasi-uniform spaces that have a
completion. How can we characterize those quasi-uniform spaces that have
a Hausdorff (completely regular) completion? Theorem 3.4.5.2 character-
izes those totally bounded quasi-uniform spaces that have a compactifica-
tion. Under what conditions does an arbitrary quasi-uniform space have a
compactification?
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Pervin [284] choose the definition of Cauchy filter as given in the text.

Proposition 3.4.3.5 was proved by M. G. Murdeshwar and S. A. Naim-
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The term bicomplete is the same as A. Császár’s doubly complete in
book [61]. Our presentation of the bicompletion of a quasi-uniform space is
modelled upon the presentations of the completion of a uniform space given
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3.5 Ordered structures

3.5.1 Topological ordered spaces

In this section we will examine the symbiotic relationship existing between
topologies and partial orders. We establish theories of completeness, com-
pactness, and normality that include the usual uniform and topological theo-
ries in the special case that the partial order under consideration is equality.
Although quasi-uniformities do not make their appearance until the third
subsection of this section, their role is central to study of the interdependence
between topologies and orders. Indeed it is the theory of quasi-uniformities
that enables us to consider order completions and compactifications of or-
dered spaces and to develop for generalized ordered spaces a theory of uni-
formities that reflects both the topological and order structures of these
spaces.

Definition 3.5.1.1 A topological ordered space or a T2-ordered topo-
logical spaces is a triple (X, τ,6) where X is a set, τ is a topology on X,
6 is a partial order on X, and G(6) = {(x, y) : x 6 y} is a closed set of
X ×X.

Definition 3.5.1.2 Let X be an ordered set. A subset A ⊂ X is said to be
decreasing if a 6 b and b ∈ A imply a ∈ A.

Every subset A ⊂ X determines, in a unique fashion, a decreasing set
d(A) which is the smallest one among the decreasing sets containing A; a
point a belongs to d(A) if and only if it is possible to determine a point
b ∈ A such that a 6 b. Dually, one defines the concept of an increasing set
and of the smallest increasing set i(A) containing a given subset A ⊂ X. A
subset A of X is increasing if and only if X −A is decreasing.

Proposition 3.5.1.1 Let (X, τ) be a topological space and let 6 be an order
on X. Then the following conditions are equivalent:

(a) (X, τ,6) is a topological ordered space;
(b) for each pair of elements a 66 b in X, there exist τ -open sets U

containing a and V containing b such that x ∈ U and y ∈ V together imply
x 66 y;

(c) for each pair of elements a 66 b in X there exist disjoint τ -neighbor-
hoods U , V of a, b respectively such that U is increasing, and V is decreasing
in X;
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(d) when nets {xα : α ∈ Γ} and {yα : α ∈ Γ} in X, where xα 6 yα for
each α ∈ Γ, converge to a and b respectively, then a 6 b.

Proof : The equivalence of conditions (b) and (c) is obvious, while the
equivalence of conditions (a) and (b) is given in [233]. The equivalence of
conditions (b) and (d) may be obtained using an argument analogous to that
in the proof of [164], Theorem 3, p. 67. ♣

Corollary 3.5.1.1 If (X, τ,6) is a topological ordered space, then the sets
i(a) and d(a) are closed for every point a ∈ X.

Proof : If there is given a point a ∈ X, then, if b ∈ X − i(a), a 6 b is false.
We will apply the first of the proposition and determine an increasing neigh-
borhood V of a and a decreasing neighborhood W of b which are disjoint.
Now i(a) ⊂ V implies W ∩ i(a) = ∅ which proves that i(a) is closed. We
reason analogously for d(a) and thereby complete the proof. ♣

Corollary 3.5.1.2 Every topological ordered space (X, τ,6) is a Hausdorff
space.

Proof : Let us consider any two distinct points a, b ∈ X. Then one of the
two relations a 6 b or b 6 a is false. Let us suppose that the first one is
false. The application of Proposition 3.5.1.1 shows that a and b have disjoint
neighborhoods as we have desired. ♣

Proposition 3.5.1.2 If a topological space is equipped with a quasi-order
such that the set consisting of the open decreasing and open increasing sets
is an open subbase, then the set of convex neighborhoods of every point is a
base for the neighborhood system of this point.

Proof : Taking into account that the intersection of a finite number of open
decreasing sets is an open decreasing set and similarly for an open increasing
sets, we see that the hypothesis of the proposition signifies that the set of
subsets of the form V ∩ W , where V is an open decreasing and W is an
open increasing set, is an open base. The proposition then results from the
observation that each subset V ∩W is open and convex. ♣

Definition 3.5.1.3 If Y is a subset of a topological ordered space (X, τ,6)
and 6Y denotes a partial order induced on Y , then (Y, τ |Y,6Y ) is a topo-
logical ordered space, called the topological ordered subspace.
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Definition 3.5.1.4 Let (X, τ,6) and (X ′, τ ′,6′) be topological ordered spa-
ces. A mapping f : X → X ′ is said to be increasing (decreasing) pro-
vided that f(x) 6′ f(y) whenever x 6 y (y 6 x). A one-to-one continuous
increasing function f mapping X onto X ′ is an ordered homeomorphism
provided that f−1 is also continuous and increasing. If f is an order home-
omorphism of X onto a subspace X ′, then f is said to be an ordered em-
bedding of X into X ′.

We let C(X, ↑) = {f : f : X → R , f is continuous and increasing} and
C∗(X, ↑) = {f : f ∈ C(X, ↑) and f is bounded}. It is easy to see that
C(X, ↑) is closed under the operations meet and join.

Definition 3.5.1.5 A topological ordered space X is said to be a normally
ordered space if, whenever A and B are disjoint closed subsets of X such
that A is decreasing and B is increasing, there exist disjoint open sets G
and H such that G is decreasing and contains A, and H is increasing and
contains B.

Let (X, τ,6) be a topological ordered space. The family of all increasing
(decreasing) open sets is a subtopology of τ . For each subset A of X, there
exists the smallest closed increasing (decreasing) subset cli(A)(cld(A)) that
contains A. Moreover, cli and cld are Kuratowski closure operators on X.

Lemma 3.5.1.1 A topological ordered space X is normally ordered if and
only if for each closed decreasing subset E of X and each open decreasing
subset F of X that contains E, there exists a decreasing open set G of X
such that E ⊂ G and cld(G) ⊂ F .

Prof : Let us suppose that the condition is satisfied. Let A be a closed
decreasing subset of X that is disjoint from some closed increasing set B.
Then X−B is an open decreasing set containing A so that, by the condition,
there exists a decreasing open set G of X such that A ⊂ G and cld(G) ⊂
X −B. Since X − cld(G) is increasing and contains B, we have shown that
X is normally ordered.

Now let us suppose that X is normally ordered and let E be a closed and
decreasing subset of an open and decreasing set F . Then X − F is closed
and increasing; thus there exists an open decreasing set G containing E and
an open increasing set H containing X − F such that G ∩ H = ∅. Since
X −H is closed and decreasing, E ⊂ G ⊂ cld(G) ⊂ X −H ⊂ F as was to
be shown. ♣
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Lemma 3.5.1.2 Let (X, τ,6) be a topological ordered space and let D be a
dense subset of the positive real numbers. For each t ∈ D, let F (t) be an
open subset of X such that ∪{F (t) : t ∈ D} = X and cld(F (s)) ⊂ F (t)
whenever s < t. Then the function f , defined by f(x) = inf{t : x ∈ F (t)},
is continuous and increasing.

Proof : The proof that f is a continuous mapping is well known. To show
that f is increasing, let x 6 y and let us suppose that f(y) < f(x). Then
there exists s, t ∈ D such that f(y) < s < t < f(x) and y ∈ F (s). Thus
x ∈ cld(F (s)) ⊂ F (t), which is a contradiction. ♣

Theorem 3.5.1.1 (Urysohn’s Lemma) Let (X, τ,6) be a topological or-
dered space. Then X is normally ordered if and only if for any two disjoint
closed sets A and B, where A is decreasing and B is increasing, there exists
f ∈ C∗(X, ↑) such that f(A) = 0 and f(B) = 1.

Proof : Let us suppose that X is normally ordered and let A and B be
disjoint closed sets, where A is decreasing and B is increasing. Let D =
{k ·2−n : k, n ∈ N}. For t ∈ D and t > 1 let F (t) = X, let F (1) = X−B and
let F (0) be a decreasing open set containing A such that cld(F (0))∩B = ∅.
For t ∈ D and 0 < t < 1, let us write t in the form t = (2m+1)·2−n and let us
use Lemma 3.5.1.1 to choose, inductively on n, F (t) to be a decreasing open
set containing cld(F (2m ·2−n)) such that cld(F (t)) ⊂ F ((2m+2) ·2−n). Let
us define f(x) = inf{t : x ∈ F (t)}. By the previous lemma, f ∈ C∗(X, ↑).
For each t ∈ D, A ⊂ F (t) so that f(A) = 0 and f(B) = 1 since F (t) ⊂ X−B
for t 6 1 and F (t) = X for t > 1.

Now let us suppose that X satisfies the condition and let A and B be
disjoint closed sets where A is decreasing and B is increasing. By hypothesis
there exists f ∈ C∗(X, ↑) such that f(A) = 0 and f(B) = 1. Let G = {x ∈
X : f(x) < 1/2} and H = {x ∈ X : f(x) > 1/2}. Then G ∩H = ∅, G is
decreasing and contains A, and H is increasing and contains B. Therefore,
X is normally ordered. ♣

Theorem 3.5.1.2 Let (X, τ,6) be a topological ordered space. Then the
following conditions are equivalent:

(a) if g and h are increasing real-valued functions on X, g is upper
semicontinuous and h is lower semicontinuous, and if g(x) 6 h(x) for each
x ∈ X, then there exists a continuous increasing function f on X such that
g(x) 6 f(x) 6 h(x) for each x ∈ X;

(b) X is a normally ordered space.



3.5 Ordered structures 391

Proof : Let us first assume that the condition (a) holds. Let F , H be closed
disjoint subsets of X, where F is decreasing and H is increasing. Then the
set G = X − F is open and increasing; moreover, H ⊂ G. Therefore, χH is
increasing and upper semicontinuous, χG is increasing and lower semicon-
tinuous, and χH 6 χG . Thus, by (a), there exists a continuous increasing
function f such that χH 6 f 6 χG . It is clear that f(x) = 1 for each x ∈ H
and f(x) = 0 for each x ∈ F . Consequently, the sets U = {x : f(x) < 1/3}
and V = {x : f(x) > 2/3} have desired properties.

Let us now suppose that the condition (b) holds. Since there exists an
order-preserving homeomorphism from the extended real line into [0, 1], we
may assume that 0 6 g(x) 6 h(x) 6 1 for each x ∈ X. The proof is similar
to the one of Urysohn’s lemma. Let Q denote the set of rational numbers of
[0, 1]. If q ∈ Q, let F (q) = {x ∈ X : h(x) 6 q} and V (q) = {x ∈ X : g(x) <
q}. It is obvious that F (q) is closed, V (q) is open, and both are decreasing;
moreover, if q < r, then

(1) F (q) ⊂ V (r) , F (q) ⊂ F (r) , V (q) ⊂ V (r) .

We shall show that for each q ∈ Q we can find an open decreasing set W (q)
such that

(2) F (q) ⊂ W (r) if q < r ,
(3) cld(W (q)) ⊂ W (r) if q < r ,
(4) cld(W (q)) ⊂ V (r) if q < r .

Let q1, q2, . . . be a sequence of all elements of Q such that q1 = 0, q2 = 1,
qn 6= qm if n 6= m. We proceed by induction. First we will define W (0) =
∅, W (1) = V (1), and then we will suppose that the open decreasing sets
W (q1) , . . . , W (qk) have been defined and satisfy (2) , (3) , (4) for q, r in
Tk = {q1 , . . . , qk}. If we denote p = sup{q : q ∈ Tk and q < tk+1} and p′ =
inf{q : q ∈ Tk and q > tk+1}, then by (1), F (p) ⊂ V (p′). Moreover, F (p) ⊂
W (p′), cld(W (p)) ⊂ W (p′), and cld(W (p)) ⊂ V (p′). Thus, F (p)∪ cld(W (p))
is a closed decreasing set contained in the open decreasing set W (p′)∩V (p′).
Consequently, by Lemma 3.5.1.1, there exists an open decreasing set U such
that F (p) ∪ cld(W (p)) ⊂ U and cld(U) ⊂ W (p′) ∩ V (p′). This set U will
be denoted by W (qk+1). It is obvious that conditions (2), (3) and (4) are
satisfied for q ∈ Tk+1.

Let us now denote f(x) = sup{q : q ∈ Q and x 6∈ W (q)} for each x ∈ X.
It is clear that 0 6 f(x) 6 1. We shall prove the continuity of f at an
arbitrary point x ∈ X. Let us first consider the case where 0 < f(x) < 1.
Let r, s be any rational numbers such that 0 < r < f(x) < s < 1. Then
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x ∈ W (s). If r < q < f(x), then x 6∈ W (q); consequently, x 6∈ cld(W (r)).
Therefore U = W (s)− cld(W (r)) is a neighborhood of x. Let y ∈ U . Then
y ∈ W (s); hence s < f(y). Similarly, y 6∈ cld(W (r)) implies y 6∈ W (r) and
f(y) > r. We have shown that y ∈ U implies r 6 f(y) < s. Thus, f is
continuous at x. If f(x) = 0 or f(x) = 1, the proof is similar.

The function f is increasing. Indeed, let x 6 y and q ∈ Q. Since
X − W (q) is increasing, the set {q : x 6∈ W (q)} is contained in {q : y 6∈
W (q)}. Consequently, f(x) 6 f(y).

All that remains to be shown is that g(x) 6 f(x) 6 h(x) for each x ∈ X.
Suppose, if possible, that f(x) > h(y). Then there exist q, r ∈ Q such
that f(x) > r > q > h(x). Consequently, x 6∈ W (r) and x ∈ F (q). This
contradicts (2). The proof of the inequality g(x) 6 f(x) is similar. This
concludes the proof of the theorem. ♣

Theorem 3.5.1.3 Let X be a normally ordered space. Let F be a closed
subset of X, and let f be a bounded real-valued function which is continuous
and increasing on F . We shall denote by A(ξ) the set of all points x ∈ F
such that f(x) 6 ξ, and by B(ξ) the set of all points such that f(x) > ξ,
where ξ is a real number.

The function f may be extended to X in such a way as to become a
continuous bounded real-valued function of X if and only if ξ < ξ′ implies
cldA(ξ) ∩ cliB(ξ′) = ∅. ♣

The proof of this theorem is omitted, since it is too long (see [233], p.
36).

Definition 3.5.1.6 A topological ordered space X is perfectly normally
ordered, if for any two closed disjoint subsets A and B of X, where A
is decreasing and B is increasing, there exists a continuous and increasing
function f : X → [0, 1], which satisfies the following conditions:

(f(x) = 0 ⇔ x ∈ A) and (f(x) = 1 ⇔ x ∈ B) .

According to Theorem 3.5.1.1 it is obvious that every perfectly normally
ordered space is normally ordered. Also, by Definition 3.5.1.6, the following
statement is obvious.

Proposition 3.5.1.3 Let A be a closed subset of a perfectly normally or-
dered space X. If A is a decreasing (increasing) set, then there exists a
continuous increasing function f : X → [0, 1] such that f(x) = 0 (f(x) = 1)
if and only if x ∈ A. ♣
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Definition 3.5.1.7 Let X be topological space equipped with order. A subset
A ⊂ X is a decreasing (increasing) Gδ-set, if it is a countable intersec-
tion of decreasing (increasing) open sets.

Lemma 3.5.1.3 Let A be a closed, decreasing Gδ-set of a normally ordered
space X. If B is a closed, increasing set disjoint with A, then there exists a
continuous, increasing function f : X → [0, 1] such that

(f(x) = 0 ⇔ x ∈ A) and (x ∈ B ⇒ f(x) = 1) .

Proof : Since A is a decreasing Gδ-set, it is a countable intersection of open
decreasing sets: A = G1∩G2∩ . . . Without loss of generality, we can assume
that Gn ∩ B = ∅, because on the contrary, we can exchange the set Gn

with the set Gn ∩ (X − B), which is an open, decreasing set. Since A is a
decreasing set, by Theorem 3.5.1.1, for each n ∈ N there exists an increasing,
continuous function fn : X → [0, 1] such that

fn(x) =
{

0 , for x ∈ A ,
1 , for x ∈ X −Gn .

Let us define a function f with

f(x) =
+∞∑

n=1

1
2n

fn(x) .

Since
∑

n fn(x)/2n is a uniformly convergent series of continuous func-
tions, the function f(x) is continuous. But 0 6 fn 6 1 which implies that
f : X → [0, 1]. For each n ∈ N, fn(x) 6 fn(y) whenever x 6 y, and so f is
an increasing function.

Let us suppose that x ∈ B. Since B ⊂ X − Gn for each n ∈ N, there
follows that f(x) = 1. Thus the implication x ∈ B ⇒ f(x) = 1 holds.

Let us prove the equivalence x ∈ A ⇔ f(x) = 0. Since A ⊂ Gn, n ∈ N,
then fn(x) = 0 for each x ∈ A. Therefore, f(x) = 0. If x ∈ X−A, then there
exists a number n ∈ N for which x ∈ X − Gn holds. But then fn(x) = 1.
Thus f(x) > 0. ♣

Theorem 3.5.1.4 A topological ordered space X is perfectly normally or-
dered if and only if it is normally ordered, and if every decreasing closed
set is a decreasing Gδ-set, and every closed increasing set is an increasing
Gδ-set.
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Proof : Let X be a perfectly normally ordered space. Then it is normally
ordered. If A ⊂ X is a closed decreasing set, then, by Proposition 3.5.1.3,
there exists an increasing continuous function f : X → [0, 1] such that
f(x) = 0 if and only if x ∈ A. Let us define the sets Gn = {x : f(x) < 1/n},
n ∈ N, which are open and decreasing. Since

∩Gn = ∩{x : f(x) < 1/n} = {x : f(x) < 1/n for each n} =
= {x : f(x) = 0} = A ,

every closed decreasing set is a decreasing Gδ-set.
Conversely, let us suppose that every closed decreasing (increasing) set

of a normally ordered space X is a decreasing (increasing) Gδ-set. Let A
and B be any two closed, disjoint sets, where A is decreasing, and B is
increasing. Then, by Lemma 3.5.1.3, there exists an increasing continuous
function g : X → [0, 1] such that

(x ∈ A ⇔ g(x) = 0) and (x ∈ B ⇒ g(x) = 1) .

Let us define sets

G = {x : g(x) < 1/2} , F = {x : g(x) = 1/2} , H = {x : g(x) > 1/2} .

Then G∪F and H ∪F are closed sets, where the first set is decreasing, and
the second one is increasing. Since (G ∪ F ) ∩ B = ∅, by the lemma which
is dual to Lemma 3.5.1.3, there exists an increasing continuous function
h : X → [1/2, 1] such that

(x ∈ B ⇔ h(x) = 1) and (x ∈ G ∪ F ⇒ h(x) = 1/2) .

Let us define a function

f(x) =
{

g(x) , for x ∈ G ∪ F ,
h(x) , for x ∈ H ∪ F .

Since (G∪F )∩ (H ∪F ) = F and g(x) = h(x) = 1/2 for x ∈ F , the function
f(x) is continuous. That f : X → [0, 1] is true, follows from the fact that
(G ∪ F ) ∪ (H ∪ F ) = X. The functions g and h are increasing, g(x) = h(x)
for each x ∈ F and therefore the function f is increasing. It is easy to see
that f(x) = 0 ⇔ x ∈ A and f(x) = 1 ⇔ x ∈ B. ♣

Definition 3.5.1.8 Let (X, d) be a metric space and let 6 be an order on
X. The distance function d is compatible with the order 6 if the following
conditions are satisfied:
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(a) if A is a closed increasing subset of X and x 6 y, then d(x,A) >
d(y,A);

(b) if B is a closed decreasing subset of X and x 6 y, then d(x, B) 6
d(y,B).

Theorem 3.5.1.5 Let (X, τd, 6) be a topological ordered space. If the dis-
tance function d is compatible with the order, then the space X is perfectly
normally ordered.

Proof : First will we prove that X is normally ordered. Indeed, if F and H
are closed disjoint subsets of X, where F is decreasing, and H is increasing,
then the function

f(x) =
d(x, F )

d(x, F ) + d(x,H)

is continuous and increasing on X. Moreover, 0 6 f(x) 6 1 for x ∈ X,
f(x) = 0 for x ∈ F and f(x) = 1 for x ∈ H. It is clear that the sets
U = {x : f(x) < 1/3} and V = {x : f(x) > 2/3} are open, U is decreasing,
V is increasing, F ⊂ U , H ⊂ V and U ∩ V = ∅.

Let F be any closed, decreasing subset of X. Then g(x) = d(x, F ) is an
increasing, continuous function because the metric d is compatible with the
order 6. For every n ∈ N, let us define the sets Gn = {x : g(x) < 1/n}.
Since g is an increasing, continuous function, Gn is open and decreasing set.
Moreover,

+∞⋂
n=1

Gn =
+∞⋂
n=1

{x : g(x) < 1/n} = {x : g(x) < 1/n for each n ∈ N} =

= {x : g(x) = 0} = {x : d(x, F ) = 0} = F .

This proves that each closed, decreasing set is a decreasing Gδ-set. In analo-
gous manner it can be proved that each closed, increasing set is an increasing
Gδ-set. Thus X is perfectly normally ordered by Theorem 3.5.1.4. ♣

Proposition 3.5.1.4 Let (X, τ,6) be a topological ordered space and let K
be a compact subset of X. Then d(K) and i(K) are closed so that d(K) =
cld(K) and i(K) = cli(K).

Proof : To show that d(K) is closed, let p ∈ X − d(K). Then p 6 x is false
for each x ∈ K. Since the graph G(6) is closed, for each x ∈ K there exists
an increasing neighborhood Ux of p and a decreasing neighborhood Vx of x
such that Ux ∩ Vx = ∅. By the compactness of the set K there exist points
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x1, x2, . . . , xn ∈ K such that K ⊂ ⋃n
i=1 Vxi . Let U =

⋂n
i=1 Uxi . Clearly, U

is an increasing neighborhood of the point p. Furthermore,

U ∩K ⊂ U ∩ (Vx1 ∪ . . . ∪ Vxn) = (U ∩ Vx1) ∪ . . . ∪ (U ∩ Vxn) ⊂
⊂ (Ux1 ∩ Vx1) ∪ . . . ∪ (Uxn ∩ Vxn) = ∅ ,

that is, K ⊂ X − U . Noting that the set X − U is decreasing, we obtain
d(K) ⊂ X −U , that is, U ∩ d(K) = ∅. Thus every point of the complement
of d(K) possesses a neighborhood which is disjoint from d(K), that is, d(K)
is a closed set. A similar proof establishes that i(K) is a closed set. ♣

Proposition 3.5.1.5 Let (X, τ,6) be a compact topological ordered space.
If F is a decreasing (increasing) subset of X, and G is an open set containing
F , then there exists a decreasing (increasing) open set H such that F ⊂ H ⊂
G.

Proof : We have established this result in the case when F is decreasing; the
proof in the case when F is increasing is similar. Let us set H = X−i(X−G).
By the preceding proposition, H is open, and since i(X −G) is increasing,
H is decreasing. Clearly H ⊂ G. Let us suppose that F is not a subset of
H. Then there exists x ∈ F ∩ i(X −G), so that for some y ∈ X −G, y 6 x.
Since F is decreasing, y ∈ F , which is a contradiction. ♣

Theorem 3.5.1.6 Every compact topological ordered space is a normally
ordered space.

Proof : Let (X, τ,6) be a compact topological ordered space. Let E be
closed and decreasing, let F be open and decreasing and let E ⊂ F . Since
(X, τ) is a normal space, there exists an open set H such that E ⊂ H ⊂
H ⊂ F . By the previous proposition there exists a decreasing open set
G such that E ⊂ G ⊂ H. By Proposition 3.5.1.4 d(G) = cld(G). Thus
E ⊂ G ⊂ cld(G) ⊂ cld(G) = d(G) ⊂ d(H) ⊂ F . But then X is a normally
ordered space by Lemma 3.5.1.1. ♣

Corollary 3.5.1.3 Let (X, τ,6) be a compact topological space and S =
{G : G ∈ τ and G is increasing or decreasing}. Then S is a subbase for τ .

Proof : Let us prove that S is a separating family in the following sense: if x
and y are two distinct points, then there exist sets U, V ∈ S such that x ∈ U ,
y ∈ V and U ∩ V = ∅. Indeed, let x and y be any two distinct points of X.
Without loss of generality we can assume that y 6 x is false. Then d({x})
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and i({y}) are disjoint sets. By Proposition 3.5.1.4, d({x}) and i({y}) are
closed. Since (X, τ,6) is normally ordered, there exists a decreasing open
set G containing d({x}) and an increasing open set H containing i({y}) such
that G∩H = ∅. Since, in a compact space, any separating family consisting
of open subsets is an open subbase, the corollary is proved. ♣

Corollary 3.5.1.4 Let F be a compact subset of a normally ordered space
X. Then every continuous and bounded real-valued function increasing on
F has a continuous, bounded and increasing extension on X. ♣

Definition 3.5.1.9 A completely regularly quasi-ordered space is a
topological space X equipped with a quasi-order which satisfies the following
two conditions:

(a) if a ∈ X and G is a neighborhood of a, then there exist two continuous
real-valued functions f and g on X, where f is increasing and g is decreasing,
such that

0 6 f 6 1 , 0 6 g 6 1 ,
f(a) = 1 , g(a) = 1 ,

inf{f(x) , g(x)} = 0 if x ∈ X −G ;

(b) if a, b ∈ X and a 66 b, there exists a continuous increasing, real-valued
function f on X such that f(a) > f(b).

Proposition 3.5.1.6 Every completely regularly quasi-ordered space is a
uniformizable space. The space is topological quasi-ordered, and the set
formed of the open decreasing and the open increasing subsets is an open
subbase.

Proof : Let X be the space under consideration. We will denote by a ∈ X a
point of this space and by G a neighborhood of this point. Let us determine
the functions f and g in accordance with condition (a) of the preceding
definition. Then we can introduce a function h defined by the equation

h(x) = sup{0, f(x) + g(x)− 1} , x ∈ X .

Clearly, the function h is continuous and h > 0. Furthermore, f(x)+ g(x)−
1 6 1 + 1− 1 = 1 whence h 6 1, and f(a) + g(a)− 1 = 1 + 1− 1 = 1, that
is, h(a) = 1. Finally, if x ∈ X −G, the last part of condition (a) shows that
either f(x) = 0 or g(x) = 0. Let us consider the first case (the second is
analogous). Then f(x) + g(x)− 1 = g(x)− 1 6 0 whence h(x) = 0. We can,
therefore, conclude that X is a uniformizable space.
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We now consider two points a, b ∈ X such that a 66 b. We refer to
condition (b) and determine the function f indicated there. Let r be a real
number such that f(a) > r > f(b). Let us define two sets V and W by the
following equations: V = {x ∈ X : f(x) > r} , W = {x ∈ X : f(x) < r}.
Making use of the fact that f is continuous and increasing, we verify that
V is an increasing neighborhood of a and W a decreasing neighborhood of
b. Moreover, V and W are obviously disjoint. Applying Proposition 3.5.1.1
we see that X is a topological quasi-ordered space.

Finally, let a point a ∈ X and a neighborhood V of a be given. We once
more apply the preceding condition (a) and let f and g be the corresponding
functions. We will define the sets W1 = {x ∈ X : f(x) > 0} and W2 = {x ∈
X : g(x) > 0}. Clearly, W1 is an open increasing set and W2 is an open
decreasing set. Furthermore, condition (a) shows that a ∈ W1 ∩W2 ⊂ V ;
this justifies the last assertion made in the proposition. ♣

Definition 3.5.1.10 A completely regularly ordered space is a com-
pletely regularly quasi-ordered space which has one of the following equivalent
properties:

(a) the Hausdorff axiom is satisfied;
(b) the quasi-order of the space is an order.

The condition (a) and (b) are equivalent. Indeed, let us suppose that (a)
is satisfied. We will then consider two distinct points a, b ∈ X. By (a) we
can determine a neighborhood V of a which does not contain b. Let us next
apply condition (a) of the definition of a completely regular quasi-ordered
space and let f and g be the corresponding functions. The last part of (a)
shows that either f(b) = 0 or g(b) = 0; in the first case, we see that a 6 b is
false since a 6 b would imply 1 = f(a) 6 f(b) = 0 which is impossible; and
in the second one that a > b is false for a similar reason. Consequently, (b)
is satisfied. If we, consequently, assume that the space has property (b), it
suffices to apply Proposition 3.5.1.6 proved above and to refer to Corollary
3.5.1.2 to obtain (a).

In view of the definitions of a topological subspace and quasi-ordered
subspace, we easily obtain the following results.

Proposition 3.5.1.7 Every topological and ordered subspace of a comple-
tely regularly ordered space is a space with the same properties. ♣

Proposition 3.5.1.8 Every topological and ordered subspace of a compact
topological ordered space is a completely regularly ordered space.
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Prof : Let X be a given space. By virtue of Proposition 3.5.1.7, it suffices to
establish that this compact topological ordered space itself is a completely
regular ordered space. For this purpose, let us consider a point a ∈ X and a
neighborhood V of a. On the basis of Corollary 3.5.1.3 and of an observation
made in the course of the proof of Proposition 3.5.1.2, there exist two open
subsets W1 and W2 of X, of which the first is decreasing and the second
increasing, such that

(1) a ∈ W1 ∩W2 ⊂ V .

We note that d(a) is decreasing and closed by Corollary 3.5.1.1, which,
because of a ∈ W1, is disjoint from the increasing and closed subset X−W1.
We determine a continuous increasing real-valued function g′ on X such that

0 6 g′ 6 1 , g′(x) = 0 if x ∈ d(a) and g′(x) = 1 if x ∈ x−W1 .

From the second condition it follows, in particular, that g′(a) = 0. We recall
that such a function g′ exists by virtue of Theorems 3.5.1.6 and 3.5.1.1. We
now set g = 1− g′. Clearly, then

(2) 0 6 g 6 1 , g(a) = 1 and g(x) = 0 if x ∈ X −W1 ,

and g is a continuous decreasing function. In a corresponding fashion, ob-
serving that i(a) is a closed increasing subset that is disjoint from the closed
decreasing subset X −W2, we can determine a continuous real-valued func-
tion f on X such that

(3) 1 6 f 6 1 , f(a) = 1 and f(x) = 0 if x ∈ X −W2 .

These two functions f and g show that condition (a) of the definition of
a completely regular quasi-ordered space is satisfied. Indeed, it suffices to
take into account (2) and (3) and to note that (1) implies X − V ⊂ (X −
W1) ∪ (X −W2), and from this, the third part of (a) obviously, follows.

We will now consider points a, b ∈ X such that a 66 b. Then i(a)∩d(b) =
∅. Applying, once more, the propositions and theorems mentioned above, we
will obtain a continuous increasing real-valued function f such that f(x) = 0
if x ∈ d(b) and f(x) = 1 if x ∈ i(a). In particular, f(a) = 1 and f(b) = 0,
that is, f(a) > f(b) as we desired. Finally, let us note that X is an ordered
space. The theorem is proved. ♣

Let (X, τ) be a topological space equipped with an order 6. A subset
Z of X is called a decreasing (increasing) zero set in (X, τ) when there is
an increasing (decreasing) continuous function f from X into R such that
Z = {x ∈ X : f(x) 6 0}. The set of all decreasing (increasing) zero sets in
(X, τ) is denoted by A0(B0).
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Lemma 3.5.1.4 If (X, τ) be a topological space endowed with a partial order
6. Then there exist topologies τ1 and τ2 on X such that

(a) τ1, τ2 6 τ ; (b) x 6 y implies x ∈ yτ1 and y ∈ xτ2;
(c) if τ ′1, τ

′
2 is another pair of topologies fulfilling (a) and (b), then τ ′1 6 τ1

and τ ′2 6 τ2.

Proof : Let us define topologies τ1, τ2 on X by G is τ1(τ2)-open if G is τ -
open and increasing (decreasing) in X. Then τ1 6 τ and τ2 6 τ . If x 6∈ yτ1 ,
then there exists a τ1-open neighborhood U of x such that y 6∈ U . Thus
x 66 y since otherwise y ∈ U . In an analogous manner x 6 y implies y ∈ xτ2 .

Let τ ′1, τ ′2 be another pair of topologies fulfilling the conditions (a) and
(b) and let G be a τ ′1-open set. Then if y ∈ G and x > y we have y ∈ xτ ′1

and thus x ∈ G. It follows that G is an increasing set and hence τ ′1 6 τ1. In
a similar manner we have that τ ′2 6 τ2. ♣

Definition 3.5.1.11 If (X, τ) is a topological space equipped with an order
6. If τ1, τ2 are topologies on X, then (τ1, τ2) is called an ordered defining
pair when τ1, τ2 6 τ and the following three statement are equivalent:

(a) x ∈ y τ1 , (b) x 6 y , (c) y ∈ x τ2 .

If (X, τ) is a topological space with an order on X, then A0(B0) is a base
for the closed sets of a topology τA0(τB0) on X. Theorem 3.5.1.7 shows that a
completely regularly ordered space can be characterized by these topologies.
First we have the following result.

Proposition 3.5.1.9 Let (X, τ) be a topological space endowed with an or-
der. If a set A(B) belongs to A0(B0), then there exists a continuous increas-
ing (decreasing) function g(h) from X into R such that g > 0 (h > 0) and
A = {x ∈ X : g(x) = 0} (B = {x ∈ X : h(x) = 0}). ♣

Theorem 3.5.1.7 A topological space (X, τ) endowed with an order is com-
pletely regularly ordered if and only if (τA0 , τB0) is an ordered defining pair
and τA0 ∨ τB0 = τ .

Proof : Let (X, τ,6) be a completely regularly ordered space. Then if x 6 y
clearly there follows that x ∈ yτA0 and y ∈ xτB0 since each member of A0(B0)
is decreasing (increasing). If x 66 y, there exists an increasing continuous
function f from X into R such that f(y) < f(x). We can assume without loss
of generality that f(y) = 0 and f(x) = 1. Then, if A = {u ∈ X : f(u) 6 0},
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A ∈ A0, y ∈ A, x 6∈ A and thus x 6∈ yτA0 . By a dual argument x 6 y if and
only if y ∈ xτB0 .

If G is τ -open and x ∈ G, then there exist two continuous functions f ,
g from X into R, where f is increasing, g is decreasing and 0 6 f, g 6 1,
f(x) = 1 = g(x), f(y)∧g(y) = 0 if y ∈ X−G. Let us put that A = {u ∈ X :
f(u) 6 0} and B = {u ∈ X : g(u) 6 0}; then x ∈ (X − A) ∩ (X − B) ⊆ G
and thus τ 6 τA0 ∨ τB0 . Since clearly τA0 , τB0 6 τ , τ = τA0 ∨ τB0 holds.

On the other hand let (τA0 , τB0) be an order defining pair and τA0∨τB0 =
τ . Then, if x 66 y, x 6∈ yτA0 and thus there exists an A ∈ A0 such that y ∈ A
and x 6∈ A. Then, since A ∈ A0, there exists an increasing continuous
function from X into R such that f(x) > f(y).

If x ∈ X and Y is a τ -neighborhood of x, then, since τA0 ∨τB0 = τ , there
exist sets A,B in A0,B0 respectively such that x ∈ (X −A)∩ (X −B) ⊆ Y .
Now by Proposition 3.5.1.9 there is an increasing continuous function f from
X into R and a decreasing continuous function g from X into R such that
f, g > 0, A = {u ∈ X : f(u) = 0} and B = {u ∈ X : g(u) = 0}. Now
let us put that h = f/f(x) ∧ 1, k = g/g(x) ∧ 1; then h(k) is an increasing
(decreasing) continuous function from X into R such that 0 6 h, k 6 1,
h(x) = 1 = k(x) and u ∈ X − Y implies h(u) ∧ k(u) = 0. ♣

In theorem 3.5.1.8 we will show that a completely regularly ordered space
has a normally ordered subbase but first we state the following simple result
which is similar to (1.15) of [123].

Lemma 3.5.1.5 If (X, τ) is a topological space equipped with an order and
if A,B belongs to A0 and B0 respectively where A∩B = ∅, then there exists
an increasing continuous function f from X into R such that f(A) = 0 and
f(B) = 1. ♣

Corollary 3.5.1.5 If (X, τ) is an topological space equipped with order and
if A,B are as in above lemma, then there exist sets A′, B′ in A0, B0 re-
spectively such that A ⊆ A′, B ⊆ B′, A′ ∪ B′ = X, A ∩ B′ = ∅ = A′ ∩ B.
♣

Definition 3.5.1.12 Let (X, τ) be a topological space equipped with order
and let A(B) be a family of decreasing (increasing) τ -closed sets of X. Thus
A ∩ B is called a normally ordered subbase for (X, τ) where

(a) A(B) is a base for the closed sets of topologies τA(τB) on X such
that τA ∨ τB = τ and (τA, τB) is an order defining pair;

(b) given any τA(τB)-closed set F ⊆ X and x ∈ X − F , there is a set
B(A) in B(A) such that x ∈ B(A) and B ∩ F = ∅ (A ∩ F = ∅);
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(c) given A,B in A , B respectively with A∩B = ∅, there are sets A′, B′

in A, B respectively such that A ⊆ A′, B ⊆ B′, A ∩ B′ = ∅ = A′ ∩ B and
A′ ∪B′ = X.

Theorem 3.5.1.8 If (X, τ,6) is a completely regularly ordered space, then
(X, τ,6) has a normally ordered subbase.

Proof : Let us show that A0∪B0 is a normally ordered subbase for (X, τ,6).
By Theorem 3.5.1.7 and corollary of Lemma 3.5.1.5 we need only show that
it satisfies condition (b) of the definition of a normally ordered subbase.

If F is τA0-closed and x ∈ X − F , then there exists an A ∈ A0 such
that x 6∈ A and F ⊆ A. Since A ∈ A0, there exists an increasing continuous
function f from X into R such that A = {y ∈ X : f(y) 6 0}. Now let us
put B = {y ∈ X : f(y) > f(x)}; then x ∈ B, B ∈ B0 and B ∩ F = ∅, since
y ∈ B ∩ F implies f(x) 6 f(y) 6 0 contrary to x 6∈ A.

A dual argument suffices if F is τB0-closed. ♣

3.5.2 Ordered compactification
of ordered topological spaces

Throughout this subsection we shall assume that (X, τ,6) is a completely
regularly ordered space.

If D(I) is a non-empty subset of A0(B0) then the ordered pair (D, I) is
called an [A0, B0] family where D ∈ D, I ∈ I implies D ∩ I 6= ∅, for all
D, I ∈ D, I respectively. If we write (D, I) ⊆ (D′, I ′) if and only if D ⊆ D′
and I ⊆ I ′, where (D, I) and (D′, I ′) are [A0,B0] families, then, clearly, this
is a partial ordering on the collection of [A0,B0] families.

Proposition 3.5.2.1 If (D, I) is an [A0,B0] family, then there exists a
maximal [A0,B0] family (D′, I ′) such that (D, I) ⊆ (D′, I ′).
Proof : This follows from a direct application of Zorn’s Lemma. ♣
Lemma 3.5.2.6 If (D, I) is a maximal [A0,B0] family and A(B) is a mem-
ber of A0(B0) such that A ∩ I 6= ∅ for all I ∈ I(B ∩D 6= ∅ for all D ∈ D),
then A(B) ∈ D(I).

Proof : Let A ∈ A0 be such that A ∩ I 6= ∅ for all I ∈ I, and let us put
D′ = D∪{A}. Then (D′, I) is an [A0,B0] family and thus, by the maximality
of (D, I), A ∈ D. A similar argument suffices for B0. ♣

If x ∈ X, then we will denote the family of members ofA0(B0) containing
x by Ax

0(Bx
0 ).
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Lemma 3.5.2.7 (Ax
0 ,Bx

0 ) is a maximal [A0,B0] family for each x ∈ X.

Proof : It is easily seen that (Ax
0 ,Bx

0 ) is an [A0,B0] family and thus we need
only show the maximality.

If (Ax
0 ,Bx

0 ) is not a maximal [A0,B0] family, then there exists an [A0,B0]
family (D, I) such that (Ax

0 ,Bx
0 ) ⊆ (D, I).

If Ax
0 6= D, then there exists a D ∈ D such that D 6∈ Ax

0 , thus x 6∈ D.
By postulate (b) of the definition of a normally ordered subbase there is a
B ∈ B0 such that x ∈ B and B ∩ D = ∅. Then B ∈ Bx

0 and thus B ∈ I,
D ∈ D, B ∩D = ∅ contrary to (D, I) being an [A0,B0] family.

A similar argument is applied if Bx
0 6= I. ♣

Proposition 3.5.2.2 If x ∈ X, then ∩Ax
0 = [←, x] and ∩Bx

0 = [x,→].

Proof : This follows immediately from postulate (a) of the definition of a
normally ordered subbase. ♣

Corollary 3.5.2.1 If x ∈ X, then ∩(Ax
0 ∪ Bx

0 ) = {x}. ♣

Let {(Ap
0,Bp

0)}, p ∈ P , denote the collection of maximal [A0,B0] families.
It is clear from Lemma 3.5.2.7 and the Corollary of Proposition 3.5.2.2 that
there is a one-to-one correspondence between the maximal [A0,B] families of
the form (Ax

0 ,Bx
0 ), x ∈ X and the points of X. We can thus assume without

loss of generality that X ⊆ P , and we will put CB0
A0

(X) = P . We shall now
define a partial order and a topology u on CB0

A0
(X) such that (CB0

A0
(X), u)

is a compact ordered topological space and (X, τ) is a topological ordered
subspace of (CB0

A0
(X), u).

Lemma 3.5.2.8 If p, q ∈ CB0
A0

(X), then Aq
0 ⊆ Ap

0 if and only if Bp
0 ⊆ Bq

0.

Proof : Let Aq
0 ⊆ Ap

0 and let B ∈ Bp
0. Since (Aq

0,Bq
0 ∪ {B}) is an [A0,B0]

family, then by the maximality of (Aq
0,Bq

0), there follows that B ∈ Bq
0. In a

similar manner Bp
0 ⊆ Bq

0 implies Aq
0 ⊆ Ap

0. ♣
Let us now define a relation R on CB0

A0
(X) by

pR q if and only if Aq
0 ⊆ Ap

0 .

Theorem 3.5.2.1 The relation R is a partial order on CB0
A0

(X) and further,
for x, y ∈ X, x 6 y if and only if xR y.
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Proof : It is clear that pR p for all p ∈ CB0
A0

(X). Now if pR q and q R p,
then, by the definition of R and Lemma 3.5.2.8, (Ap

0,Bp
0) = (Aq

0,Bq
0) and

hence p = q. It is easily seen that R is transitive and thus it is a partial
order on CB0

A0
(X).

Now let x 6 y, x, y ∈ X and let A ∈ Ay
0; then y ∈ A and since A is

decreasing (in X), x ∈ A and thus A ∈ Ax
0 . It follows that xR y.

On the other hand, if xR y, x, y ∈ X, then Ay
0 ⊆ Ax

0 and thus, by
Proposition 3.5.2.2, (←, x] = ∩Ax

0 ⊆ ∩Ay
0 = (←, y]; hence x 6 y. ♣

In view of Theorem 3.5.2.1 we shall denote the partial order on CB0
A0

(X)
by 6.

Theorem 3.5.2.2 CB0
A0

(X) is a distributive lattice.

Proof : Let p, q ∈ CB0
A0

(X) and let (Ap
0,Bp

0), (Aq
0,Bq

0) be the corresponding
maximal [A0,B0] families. Now let us put D = Ap

0 ∩ Aq
0, I = Bp

0 ∪ Bq
0; then

I is not empty. Further, D is not empty for, if Ap ∈ Ap
0, Aq ∈ Aq

0, then we
will show that Ap ∪Aq ∈ D. If Ap ∪Aq is not in Ap

0, then by Lemma 3.5.2.8
there exists a set Bp ∈ Bp

0 such that Bp ∩ (Ap ∪ Aq) = ∅; thus Bp ∩ Ap = ∅
contrary to (Ap

0,Bp
0) being an [A0,B0] family. A similar argument will suffice

if Ap ∪Aq is not in Aq
0.

Now, if (D, I) is not a maximal [A0,B0] family, then there exists an
[A0,B0] family (D′, I ′) such that (D, I) ⊂ (D′, I ′).

If D ⊂ D′, then there exists an A′ ∈ D′ such that A′ is not in D and
hence A′ is not Ap

0 or A′ is not in Aq
0. If A′ is not in Ap

0, by Lemma 3.5.2.8,
there exists a set Bp ∈ Bp

0 such that A′ ∪ Bp = ∅ contrary to (D′, I ′) being
an [A0,B0] family. A similar argument suffices if A′ is not in Aq

0.
If I ⊂ I ′ there is a B′ in I ′ such that B′ is not in I and thus B′ is

not in Bp
0 and B′ is not in Bq

0. Hence, by Lemma 3.5.2.8, there exist sets
Ap, Aq in Ap

0, Aq
0 respectively such that B′ ∩ Ap = ∅ = B′ ∩ Aq and thus

B′ ∩ (Ap ∪Aq) = ∅ contrary to (D′, I ′) being an [A0,B0] family.
Since (D, I) is a maximal [A0,B0] family there is an r ∈ CB0

A0
(X) such

that (D, I) = (Ar
0,Br

0). We will show now that p ∨ q = r.
Since Ar

0 ⊆ Ap
0, Ar

0 ⊆ Aq
0, p, q 6 r holds. Now let p, q 6 s where s

belongs to CB0
A0

(X), then As
0 ⊆ Ap

0 and As
0 ⊆ Aq

0; thus As
0 ⊆ Ar

0, hence
r 6 s. It follows that p ∨ q = r.

In a similar manner we can show that (Ap
0 ∪ Aq

0,Bp
0 ∩ Bq

0) is a maximal
[A0,B0] family. (At

0,Bt
0), say, there is t in CB0

A0
(X) and that p ∧ q = t.

Finally the lattice is distributive since for p, q, r ∈ CB0
A0

(X) the maximal
[A0,B0] family corresponding to p∧ (q∨r) is (Ap

0∪ (Aq
0∩Ar

0),Bp
0∩ (Bq

0∪Br
0))
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and this is clearly equal to ((Ap
0 ∪ Aq

0) ∩ (Ap
0 ∪ Ar

0), (Bp
0 ∩ Bq

0) ∪ (Bp
0 ∩ Br

0))
which is the maximal [A0,B0] family corresponding to (p ∧ q) ∨ (p ∧ r). ♣

Now for each A(B) in A0(B0) respectively we define

φ(A) = {p ∈ CB0
A0

(X) : A ∈ Ap
0}(ψ(B) = {p ∈ CB0

A0
(X) : B ∈ Bp

0} ).

Proposition 3.5.2.3 If A(B) ∈ A0(B0), then φ(A)(ψ(B)) is an ideal (dual
ideal) in CB0

A0
(X).

Proof : This is clear from the definition of ∨ and ∧ given in the proof of
the above theorem. ♣

Lemma 3.5.2.9 If A, B belong to A0, B0 respectively and A∪B = X, then
φ(A) ∪ ψ(B) = CB0

A0
(X).

Proof : Let p ∈ CB0
A0

(X) and let us suppose that p is not in φ(A) ∪ ψ(B).
Then A 6∈ Ap

0 and B 6∈ Bp
0. Thus, by Lemma 3.5.5.19, there are sets Ap, Bp

in Ap
0, Bp

0 respectively such that A ∩ Bp = ∅ = B ∩ Ap. Then Ap ∩ Bp =
(Ap ∩ Bp) ∩ X = (Ap ∩ Bp) ∩ (A ∪ B) = ∅ contrary to (Ap

0,Bp
0) being a

maximal [A0,B0] family. ♣

Lemma 3.5.2.10 The family {φ(A), ψ(B)}, all A ∈ A0, B ∈ B0 is a sub-
base for the closed sets of a topology u on CB0

A0
(X).

Proof : We can assume that X contains more than one element; then there
exists an A ∈ A0 or a B ∈ B0 such that A 6= X or B 6= X. If A 6= X, then
there exists an x ∈ X −A and hence, by postulate (b) of the definition of a
normally ordered subbase, there is a B′ in B0 such that x ∈ B′, B′ ∩A = ∅.
Thus φ(A) ∩ ψ(B) = ∅. If B 6= X, a similar argument will suffice. ♣

Theorem 3.5.2.3 (CB0
A0

(X), u,6) is a compact ordered topological space.

Proof : Let {φ(Ak), ψ(Al)}, k ∈ K, l ∈ L, have the finite intersection
property where Ak(Bk) ∈ A0(B0), for all k ∈ K, l ∈ L. Now let us put D =
{Ak : k ∈ K}, I = {Bl : l ∈ L}; then (D, I) is an [A0,B0] family and by
Proposition 3.5.2.1 there is a maximal [A0,B0] family (Ap

0,Bp
0), p ∈ CB0

A0
(X),

such that (D, I) ⊆ (Ap
0,Bp

0). Thus p ∈ φ(Ak) ∩ ψ(Bl) for each k ∈ K, l ∈ L
and hence the space is compact.

Let p 
 q, p, q ∈ CB0
A0

(X); then Aq
0 * Ap

0 and hence there is an Aq ∈ Aq
0

and such that Aq 6∈ Ap
0. Since Aq 6∈ Ap

0 by Lemma 3.5.5.19 there exists a
Bp ∈ Bp

0 such that Aq ∩ Bp = ∅. Then by postulate (c) of the definition of
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normally ordered subbase there exist sets A,B in A0,B0 respectively such
that Aq ⊆ A, Bp ⊆ B, A ∪ B = X and Aq ∩ B = ∅ = A ∩ Bp. Now let
us put U = CB0

A0
(X) − φ(A), V = CB0

A0
(X) − ψ(B). Then U, V are u-open

neighborhoods of p, q respectively. Further by Lemma 3.5.2.9, U ∩ V = ∅
and by Proposition 3.5.2.1 U(V ) is increasing (decreasing) in CB0

A0
(X). ♣

We show now that if f is a bounded increasing continuous function from
X into R, then f can be extended to a function F from CB0

A0
(X) into R such

that F is increasing and continuous.

Lemma 3.5.2.11 Let f be an increasing continuous function from X into
R such that 0 6 f 6 1; if we define a function F from CB0

A0
(X) into R by

F (p) = inf
Ap∈Ap

0

{sup f(Ap)} ,

then F is increasing and F (x) = f(x) for all x ∈ X.

Proof : Let p, q ∈ CB0
A0

(X) with p 6 q, then Aq
0 ⊆ Ap

0. Thus, if S =
{sup f(Aq) : Aq ∈ Aq

0}, T = {sup f(Ap) : Ap ∈ Ap
0}, then S ⊆ T and hence

F (p) = inf T 6 inf S = F (q).
If x ∈ X, let us put a = f(x); then A = {y ∈ X : f(y) 6 a} is a member

of Ax
0 and thus F (x) 6 sup f(A) 6 a.

Conversely, F (x) = infAx∈Ax
0
{sup f(Ax)} > f(x). ♣

Lemma 3.5.2.12 Let f be an increasing continuous function from X into
R such that 0 6 f 6 1; if we define a function G from CB0

A0
(X) into R by

G(p) = sup
Bp∈Bp

0

{inf f(Bp)} ,

then F = G.

Proof : If p ∈ CB0
A0

(X), then for all Ap ∈ Ap
0, Bp ∈ Bp

0 it follows that

sup f(Ap) > sup f(Ap ∩Bp) > inf f(Ap ∩Bp) > inf f(Bp) .

Thus infAp∈Ap
0
{sup f(Ap)} > inf f(Bp) and hence F > G.

Conversely, for a given ε > 0 let us put aε = F (p) − ε, Aε = {x ∈ X :
f(x) 6 aε} and Bε = {x ∈ X : f(x) > aε}. Then, since Aε ∪ Bε = X,
by Lemma 3.5.2.9, φ(Aε) ∪ ψ(Bε) = CB0

A0
(X) and hence either p ∈ φ(Aε) or

p ∈ ψ(Bε).
If p ∈ φ(Aε), then Aε belongs to Ap

0 and thus F (p) 6 sup f(Aε) 6 aε <
F (p). Hence, for each ε > 0 Bε belongs to Bp

0 and thus G(p) > inf f(Bε) >
aε = F (p)− ε. It follows that G > F . ♣



3.5 Ordered structures 407

Theorem 3.5.2.4 Let f be an increasing continuous function from X into
R such that 0 6 f 6 1; then there is an increasing continuous function F
from CB0

A0
(X) into R such that 0 6 F 6 1 and f(x) = F (x) for each x ∈ X.

Proof : Let F be the same as in Lemma 3.5.2.11; let us show that F has
the desired properties. By Lemma 3.5.2.12 F is increasing and F (x) = f(x)
for all x ∈ X. Further, 0 6 F 6 1; thus we need only show the continuity
of F .

Let p ∈ CB0
A0

(X) and let K be a neighborhood of F (p) where K is of
the form (←, a], a ∈ R. If K ′ = [b,→), where b ∈ R and F (p) < b < a,
then K ∪K ′ = R; thus f−1(K) ∪ f−1(K ′) = X. Now, since f−1(K) ∈ A0,
f−1(K ′) ∈ B0 by Lemma 3.5.2.9 so it follows that

(1) φ(f−1(K)) ∪ ψ(f−1(K ′)) = CB0
A0

(X) .

Now p 6∈ ψ(f−1(K ′)) since otherwise f−1(K ′) ∈ Bp
0 and thus

G(p) > inf f(f−1(K ′)) > inf K ′ > F (p)

which is contrary to Lemma 3.5.2.12. Then if U = CB0
A0

(X) − ψ(f−1(K ′))
clearly U is a u-neighborhood of p.

If q ∈ U , then, by (1), q ∈ φ(f−1(K)) and hence f−1(K) ∈ Aq
0; thus

F (q) 6 sup f(f−1(K)) 6 supK and hence F (q) ∈ K. It follows that
p ∈ U ⊆ F−1(K).

If K is a neighborhood of F (p) of the form [a,→), a ∈ R, then by an
argument similar to the above, there exists a u-neighborhood V of p such
that p ∈ V ⊆ F−1(K) and thus F is continuous. ♣

Corollary 3.5.2.2 If (X, τ) is a completely regularly ordered space and
α(X) = X

u (where u is the topology on CB0
A0

(X)), then (α(X), uα(X)) is
the ordered Czech-Stone compactification of (X, τ).

Proof : This follows immediately from page 104 of [233] and Theorem
3.5.2.4 above. ♣

Let (X, τ,6) be a topological space equipped with an order and let
(X∗, τ∗) denote a one point compactification of (X, τ), where X∗ = X∪{w},
w 6∈ X.

If G denotes the graph of the partial order on X and if there is defined
a partial order on X∗ whose graph is G∗ such that G∗ ∩ (X × X) = G,
then (X∗, τ∗) is called a one point ordered compactification of (X, τ).
If with this partial order on X∗, (X∗, τ∗) is a T2-ordered, then we say that
(X∗, τ∗) is a point T2-ordered compactification.
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Definition 3.5.2.1 A topological space (X, τ), equipped with an order 6 is
called strongly locally compact, when given x, y ∈ X, x ≮ y, then either:

(a) there exists an increasing τ -open neighborhood G of x such that G
τ

is compact, or
(b) there exists a decreasing τ -open neighborhood H of y such that H

τ is
compact.

Theorem 3.5.2.5 If (X, τ) is a topological space equipped with a partial
order, then a partial order can be defined on X∗ such that (X∗, τ∗) is a one
point T2-ordered compactification of (X, τ) if and only if (X, τ) is strongly
locally compact and T2-ordered.

Proof : Let us assume first that a partial order can be defined on X∗ such
that (X∗, τ∗) is a one point T2-ordered compactification of (X, τ). Let x, y ∈
X, x ≮ y, then either x 
 w or w 
 y. Now by Theorem 3.5.1.6, (X∗, τ∗) is
normally ordered and hence x 
 w implies that there is a decreasing τ∗-open
neighborhood H of w and an increasing τ∗-open neighborhood G of x, such
that G ∩H = ∅. Then x ∈ G ⊆ X∗ −H and it follows that G

τ is compact.
Since the property of being T2-ordered is hereditary, (X, τ) is T2-ordered. If
w 
 y, a dual argument suffices.

On the other hand, let (X, τ) be strongly locally compact and T2-ordered.
We will now define a partial order 6∗ on X∗ in the following manner.

For x, y ∈ X, x 6∗ y if and only if x 6 y, where 6 is the original
partial order on X; x <∗ w if and only if there exists a decreasing τ -open
neighborhood G of x with G

τ compact, but there does not exist an increasing
τ -open neighborhood of x whose closure is compact. w <∗ x if and only if
there exists an increasing τ -open neighborhood H of x such that H

τ is
compact, but there does not exist a decreasing τ -open neighborhood of x
whose closure is compact.

We will show now that 6∗ is in fact a partial order on X. Clearly, we
need only show that 6∗ is transitive.

If x < y, y <∗ w, x, y ∈ X, then there exists a decreasing τ -open
neighborhood H of y whose closure is compact. Since H is decreasing,
x ∈ H and thus x <∗ w for, if there is an increasing τ -open neighborhood
K of x whose closure is compact, then y ∈ K, contrary y <∗ w. Clearly the
case w <∗ x, x < y is analogous.

If x <∗ w <∗ y, x, y ∈ X, then, if x ≮ y, since (X, τ) is strongly locally
compact, there exists either (1) an increasing τ -open neighborhood G of x
such that G

τ is compact; or (2) a decreasing τ -open neighborhood H of y
such that H

τ is compact.
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Now (1) clearly contradicts x <∗ w and (2) is contrary to w <∗ y; thus
x < y.

Finally we will show that (X∗, τ∗) is T2-ordered. If, for x ∈ X, x 
∗ w,
then either w <∗ x or w‖x.

If w <∗ x, then there exists an increasing τ -open neighborhood G of x
such that G

τ is compact. Now G is increasing in X∗ for, let g ∈ G, g <∗ y
then y 6= w since G is an increasing τ -open neighborhood of g whose closure
is compact. Thus y ∈ X and hence y ∈ G.

Put H = X∗ − G, then H ⊇ X∗ − G
τ and thus G is an increasing τ∗-

neighborhood of x, H is a decreasing τ∗-neighborhood of w with G∩H = ∅.
An argument similar to the above will suffice if w‖x. ♣

Theorem 3.5.2.6 If the graph of the partial order 6∗ on X∗ (as defined in
Theorem 3.5.2.5) is denoted by G∗ and the graph of the partial order on X
is denoted by G, then G∗ is the smallest graph G′ of a partial order on X∗

such that
(a) G′ is closed in (X∗ ×X∗, τ∗ × τ∗),
(b) G′ ∩ (X ×X) = G.

Proof : Let G′ be the graph of a partial order 6′ on X∗ with properties (a)
and (b) and let G∗ * G′. Then there exists an element (x, y) ∈ X ×X such
that (x, y) ∈ G∗ −G′ and hence either x = w or y = w. The space (X∗, τ∗)
is compact and T2-ordered when partially ordered by 6′; thus, if y = w,
then x 
′ w and by an argument similar to the one in the first paragraph of
Theorem 3.5.2.5, there exists an increasing τ -open neighborhood of x whose
closure is compact contrary to (x,w) ∈ G∗. If x = w by a similar argument,
we again have a contradiction and hence G∗ ⊆ G′. ♣

Proposition 3.5.2.4 If (X, τ) is a Hausdorff locally compact ordered topo-
logical space with the property that the sets i(K) and d(K) are closed for
each compact set K, then (X, τ) is T2-ordered.

Proof : Let us note first that d(x) = (←, x] and i(x) = [x,→) are closed for
all x ∈ X.

Let x 
 y and let us put G = X − (←, y]. Since (X, τ) is locally
compact, Hausdorff space, there is a compact τ -neighborhood K of x such
that K ⊆ G. Now let us put H = X− i(K), then i(K) and H are increasing
and decreasing τ -neighborhoods of x, y respectively such that i(K)∩H = ∅.
♣
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Proposition 3.5.2.5 A locally compact Hausdorff space (X, τ) endowed
with a partial order is strongly locally compact if the sets i(K) and d(K)
are compact for each compact set K ⊆ X.

Proof : Let (x∗, τ∗) denote a one point compactification of (X, τ). Then, if
we define w‖x for all x ∈ X, it follows from Theorem 3.5.2.4 above and from
Theorem 5. of [213], that (X∗, τ∗) is a one point ordered compactification
of (X, τ). The result then follows immediately from Theorem 3.5.2.5. ♣

3.5.3 Uniform ordered spaces

In the present subsection, it is our objective to analyze the concept of a
uniform ordered space. This generalization of a uniform space is obtained
by omitting one of the axioms governing uniform structures and by appro-
priately interpreting the mathematical structure resulting in such a way.

Let U be a quasi-uniform structure on X. We will denote by U∗ the set
of all subsets of X of the form V ∩W−1, where V, W ∈ U . It is not difficult
to prove that U∗ is a uniform structure. We shall call U∗ a uniform structure
generated by, or associated with, the given quasi-uniform structure U .

If U is a quasi-uniformity on X, then the set G defined by G(6) =
∩{U : u ∈ U} is the graph of a quasi-order on X. Indeed, if x ∈ X, then
(x, x) ∈ ∆ ⊂ U for every U ∈ U from where follows (x, x) ∈ G(6), that is,
x 6 x. Now let us assume that x 6 y and y 6 z, that is, (x, y) ∈ G(6)
and (y, z) ∈ G(6). For any member U ∈ U , let us determine V ∈ U in
such a way that V ◦ V ⊂ U . Now (x, y) ∈ G(6) ⊂ V , (y, z) ∈ G(6) ⊂ V ,
from where we conclude that (x, z) ∈ V ◦ V ⊂ U for every U ∈ U . Thus
(x, z) ∈ G(6) which signifies that x 6 z and completes the proof of the
assertion that G(6) is the graph of a quasi-order on the set X. We shall call
this quasi-order generated by, or associated with, the quasi-uniformity U .

Definition 3.5.3.1 A uniform quasi-ordered space is a uniform space
(X,U) which is, at the same time, a quasi-ordered set in such a way that
there exists at least one quasi-uniformity which generates the uniform struc-
ture U and the quasi-order given on the set X.

Definition 3.5.3.2 A uniform ordered space is a uniform quasi-ordered
space which satisfies one of the two following equivalent conditions:

(a) the uniform structure of the space is a Hausdorff uniform structure;
(b) the quasi-order is an order.



3.5 Ordered structures 411

These conditions are equivalent since, by definition, they are respectively
expressed by the equalities

∆ = ∩{U ∩ V −1 : U , V ∈ U} , ∆ = G ∩G−1 ,

which are, in turn, equivalent since G is the intersection of all the sets U ∈ U .

Proposition 3.5.3.1 If (X,U∗, 6) is a uniform quasi-ordered space, then
(X, τU∗ , 6) is a topological quasi-ordered space.

Proof : Let us suppose that U is a quasi-uniformity which generates quasi-
order 6 and uniformity U∗. Let a, b be two points of X such that a 66 b,
that is, (a, b) ∈ X2 − G(6). Then there exists a set V ∈ U such that
(a, b) ∈ X2 − V . Let us choose V1 ∈ U such that V1 ◦ V1 ⊂ V , and then,
W ∈ U such that W ◦W ⊂ V1. Let us define the sets A and B by A = i(W [a])
and B = d(W−1[b]). From W [a] ⊂ A it follows that A is an increasing
neighborhood of the point a; similarly, W−1[b] ⊂ B shows that B is a
decreasing neighborhood of the point b. By virtue of Proposition 3.5.1.1,
it suffices to show that the sets A and B are disjoint. Let us suppose that
there exists a point z ∈ A ∩ B. Since z ∈ A, there exists a point x ∈ W [a]
such that x 6 z. Then (a, x) ∈ W , (x, z) ∈ G ⊂ W from where it follows
that

(1) (a, z) ∈ W ◦W ⊂ V1 .

Similarly, since z ∈ B, there exists a point y ∈ W−1[b] such that z 6 y.
Then (z, y) ∈ G ⊂ W , (b, y) ∈ W−1 or (y, b) ∈ W which furnishes

(2) (z, b) ∈ W ◦W ⊂ V1 .

Combining (1) and (2), we obtain (a, b) ∈ V1 ◦ V1 ⊂ V which contradicts
(a, b) ∈ X2 − V . The proposition is, thus, proved. ♣

Proposition 3.5.3.2 The topology of every uniform quasi-ordered space
(X,U∗,6) is locally convex, that is, the set of convex neighborhoods of every
point of X is a base for the neighborhood system of this point.

Proof : Let us suppose that the uniformity U∗ and the quasi-order 6 are
generated by the quasi-uniformity U . Let a ∈ X be a point of X and let A be
a neighborhood of a. By virtue of the definition of the topology associated
with a uniform structure, we can determine W ∈ U∗ such that A = W [a].
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Recalling the definition of U∗, we easily see that there exists a set V ∈ U
such that

(1) V ∩ V −1 ⊂ W .

Let us then determine V1 ∈ U in such a manner that V1 ◦ V1 ⊂ V . Let us
set W1 = V1 ∩ V −1

1 , B = k(W1[a]), where k indicates the convex hull of
the corresponding set. Since W1[a] ⊂ B, W1 ∈ U∗, we can see that B is a
convex neighborhood of a. The proposition will be proved if we show that
B ⊂ A. For this purpose, we will consider a point x ∈ B. There exist, then,
two points x′, x′′ ∈ W1[a] such that x′ 6 x 6 x′′. Now (a, x′) ∈ W1 ⊂ V1,
(x′, x) ∈ G(6) ⊂ V1 show that

(2) (a, x) ∈ V1 ◦ V1 ⊂ V .

Similarly, (a, x′′) ∈ W1 ⊂ V −1
1 or (x′′, a) ∈ V1, (x, x′′) ∈ G(6) ⊂ V1 show

that

(3) (x, a) ∈ V1 ◦ V1 ⊂ V or (a, x) ∈ V −1 .

Thus, by virtue of (1), (2) and (3) it follows that (a, x) ∈ V ∩ V −1 ⊂ W ,
that is, x ∈ W [a] = A as we have wished to show. ♣

Proposition 3.5.3.3 Let (X,U , 6) be a uniform ordered space and Y be
a uniform subspace of the space X with the induced order. Then Y is a
uniform ordered space.

Proof : Let G(6) be a graph of the order of the space X. Let us denote by
U|Y and GY (6) the uniform structure and graph of the order on Y which
are generated by the uniform structure and the order of the space X. Since
U is a uniform ordered structure, then there exists a quasi-uniform structure
V on X, such that V∗ = U and ∩V = G(6). Let V|Y denote the trace of V
on Y × Y , i.e. V|Y = {V ∩ (Y × Y ) : V ∈ V}. Then V|Y is a quasi-uniform
structure on Y . It is easy to prove that (V|Y )∗ = U|Y . Since

∩(V|Y ) = ∩V ∈V(V ∩(Y ×Y )) = (∩V)∩(Y ×Y ) = G(6)∩(Y ×Y ) = GY (6) ,

the order generated by the quasi-uniform structure V|Y is identical with the
order which is generated by the order of the space X. ♣

We will consider now a quasi-pseudo-metric space X. Every quasi-
pseudometric d on X determines a quasi-uniformity U on X as follows.
Let us denote by dε the set of all points (x, y) ∈ X2 such that d(x, y) 6 ε,
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where ε > 0. Let U be the family of the subsets of X2 which contain at
least one subset of the form dε, where ε > 0. Clearly, U is a quasi-uniform
structure on X2.

The topology and the quasi-order generated by the quasi-uniform struc-
ture U described above, shall be called the topology and the quasi-order
associated with the quasi-pseudo-metric d.

Proposition 3.5.3.4 Let d be a quasi-pseudo-metric on X. For every point
b ∈ X, the function d(x, b) of x is continuous and increasing according to the
topology and the quasi-order associated with d. Similarly, for every a ∈ X,
the function d(a, x) of x is continuous and decreasing.

Proof : First we shall prove the continuity of the function d(x, b). Given
a point x0 ∈ X in which we want to prove the continuity of this function,
let us note that d(x, b) 6 d(x, x0) + d(x0, b), d(x0, b) 6 d(x0, x) + d(x, b). It
follows that

(1) −d(x0, x) 6 d(x, b)− d(x0, b) 6 d(x, x0) .

Let us consider an arbitrary number ε > 0 and let us define the set A by

(2) A = {x ∈ X : d(x, x0) 6 ε , d(x0, x) 6 ε} .

In view of definition of the topology associated with a quasi-pseudo-metric,
we see that A is a neighborhood of x0 according to the topology associated
with d. Now, (1) and (2) show that |d(x, b) − d(x0, b)| 6 ε provided that
x ∈ A, and this establishes the continuity of d(x, b) relative to the variable
x.

We will now prove that d(x, b) is an increasing function of x. For this
purpose, we will consider two points x′, x′′ ∈ X such that x′ 6 x′′, that is,
such that the point (x′, x′′) belongs to the intersection of all the sets U ∈ U .
By the definition of U , we can see that (x′, x′′) ∈ dε or d(x′′, x′) 6 ε, for
every ε > 0. Consequently, d(x′, x′′) = 0. It follows that

d(x′, b) 6 d(x′, x′′) + d(x′′, b) = d(x′′, b) ,

as we have wished to show. The proof of that part of the statement relating
to the function d(a, x) is analogous. ♣
Theorem 3.5.3.1 If (X,U∗, 6) is a uniform quasi-ordered space, then
(X, τU∗ , 6) is a completely regular quasi-ordered space. Conversely, every
completely regular quasi-ordered space (X, τ,6) can be equipped with a uni-
form structure U∗ in such a way that τ = τU∗ and (X,U∗, 6) is a uniform
quasi-ordered space.
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Proof : Let (X,U∗, 6) be a uniform quasi-ordered space. Let us denote by
U a quasi-uniformity which generates the uniformity U∗ and the quasi-order
6 on X. We then consider a point a ∈ X and a neighborhood V of a in the
topology τU∗ of X. By the definition of τU∗ , there exists a set W ∈ U such
that W [a] ∩W−1[a] ⊂ V .

Let us set W1 = W and let us assume that Wn ∈ U have already been
defined. We will then determine Wn+1 ∈ U in such a way that Wn+1 ◦
Wn+1 ⊂ Wn, and let us indicate by U ′ the filter of subsets of X2 which
admits W1, . . . , Wn, . . . as a base. It is clear that the sets Wn can be taken
as the base of a filter and that the filter U ′ obtained in such a way is a
quasi-uniformity on X which admits a countable base.

We will apply Theorem 3.1.3.1 and construct a quasi-pseudo-metric d on
X which defines the quasi-uniformity U ′. Let us introduce the real-valued
functions f ′ and g′ on X defined as follows:

f ′(x) = d(x, a) , g′(x) = d(a, x) .

Noting that every member of the filter U ′ is also a member of the filter U and
applying Proposition 3.5.3.4, we can see that f ′ is a continuous increasing
function and g′ is a continuous decreasing function on X.

Now W ∈ U ′ and d defines U ′; thus there exists an ε > 0 such that
dε ⊂ W . We will next define two real-valued functions, f ′′ and g′′ on X, in
the following manner:

f ′′(x) = sup{0, 1− d(a, x)/ε} , g′′(x) = sup{0, 1− d(x, a)/ε} .

It is clear that f ′′ is continuous and increasing and g′′ continuous and de-
creasing. Furthermore, it follows that

(1) f ′′ > 0 , g′′ > 0 , f ′′(a) = 1 , g′′(a) = 1 .

If x ∈ X − V , then

(2) inf{f ′′(x) , g′′(x)} = 0 .

Indeed, if we had f ′′(x) > 0 and g′′(x) > 0, we should, by the definition of
f ′′ and g′′, have 1 − d(a, x)/ε > 0, 1 − d(x, a)/ε > 0, that is, d(a, x) < ε,
d(x, a) < ε. Consequently, (a, x) ∈ dε ⊂ W , (x, a) ∈ dε ⊂ W or (a, x) ∈
W−1, so that x ∈ W [a] ∩ W−1[a] ⊂ V , which contradicts the hypothesis
that x ∈ X − V , so (2) is proved.

If we now define the functions f and g by

f(x) = inf{1, f ′′(x)} , g(x) = inf{1, g′′(x)} ,
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and take into account relations (1) and (2) given above, we can see that these
functions f and g have all the properties indicated in the first condition of
the definition of a completely regular quasi-ordered space.

We now go on to consider two points a, b ∈ X such that a 66 b. By
the definition of the quasi-order associated with a quasi-uniformity U , there
exists a set W ∈ U such that (a, b) ∈ X2 −W .

We repeat the construction used in the previous case, setting W1 = W
and determining Wn, n ∈ N, U ′, d and ε in the manner would be indicated.
If there followed d(a, b) = 0, we should have d(a, b) 6 ε, whence the result
(a, b) ∈ dε ⊂ W , and this would contradict the choice of W . Therefore,
d(a, b) > 0. Let us introduce the continuous increasing real-valued function
f defined by f(x) = d(x, b). Since f(a) = d(a, b) > 0 = d(b, b) = f(b), we
can see that the second condition of the definition of a completely regular
quasi-ordered space is satisfied. The proof of the first part of the theorem
is, thus, complete.

Conversely, let us consider a completely regular quasi-ordered space X.
Let us denote by f an arbitrary continuous increasing real-valued function
on X and let us introduce the set Wf ⊂ X2 defined by Wf = {(x, y) :
f(x) − f(y) < 1}. Clearly, ∆ ⊂ Wf . The collection of all sets of the
form Wf can, therefore, be taken as a subbase of a filter U on X2. It is a
question of routine to verify that the filter U obtained in such a way is a
quasi-uniformity, and this detail will be omitted. It remains to show that U
generates precisely the topology and the quasi-order given on the set X.

Since for every point a ∈ X and for every continuous increasing real-
valued function f defined on X, the sets {y : (a, y) ∈ Wf}, {x : (x, a) ∈
Wf}, are (according to the given topology) neighborhoods of a, we see that
every subset which is open in the topology generated by U , is also open in
the given topology. Conversely, let us consider a point a ∈ X and one of its
neighborhoods V in the given topology. Making use of the fact that X is
a completely regular quasi-ordered space, we can determine two continuous
real-valued functions f and g, where f is increasing and g is decreasing, such
that

0 6 f 6 1 , 0 6 g 6 1 ,
f(a) = 1 , g(a) = 1 ,

inf{f(x), g(x)} = 0 if x ∈ X − V .

We assert that

(3) Wf [a] ∩W−1
1−g[a] ⊂ V ;

this is true since, if x ∈ Wf [a] ∩W−1
1−g[a], then x ∈ Wf [a] furnishes (a, x) ∈

Wf or f(a)−f(x) < 1 whence it follows f(x) > 0 as f(a) = 1. Furthermore,
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x ∈ W−1
1−g[a] signifies that (a, x) ∈ W−1

1−g, that is, (x, a) ∈ W1−g or [1−g(x)]−
[1− g(a)] < 1 whence it follows that g(x) > 0 since g(a) = 1. We can, thus,
assert that inf{f(x), g(x)} > 0 and this, by the third property of f and g,
requires that x ∈ V as we have wished to show.

Now the inclusion relation (3) implies that V is a neighborhood of a ac-
cording to the topology generated by the quasi-uniformity U . Consequently,
every subset that is open according to the given topology is also open accord-
ing to the topology generated by U . Combining this fact with the converse
observation made earlier, we conclude that the two topologies are identical.

As the last step, we will prove that the quasi-order generated by U
is identical with the given quasi-order. If a 6 b where a, b ∈ X, then
f(a) 6 f(b) whence f(a) − f(b) 6 0 < 1. This shows us that (a, b) ∈ Wf

for every continuous real-valued function on X which is increasing according
to the given quasi-order; but, then, (a, b) ∈ W for every W ∈ U ; that is,
a 6 b according to the quasi-order determined by U . Furthermore, if a 6 b
is false according to the given quasi-order, there exists a continuous real-
valued function which is increasing according to that quasi-order such that
f(a) > f(b). Without loss of generality, we can assume that f(a)− f(b) = 1
since, on the contrary, it suffices to substitute for f the function defined by
the expression

f(x)− f(b)
f(a)− f(b)

.

Clearly, then, (a, b) ∈ X2 − Wf and thus, a 6 b is false according to the
quasi-order determined by U . Again combining this fact with the converse
observation made earlier, we can see that the two quasi-orders are identical.
The theorem is, therefore, proved. ♣

As soon as the definition of a uniform ordered space is formulated, the
following problem arises. Let X be, at the same time, a uniform space and a
quasi-ordered space. Under what condition of interdependence between the
uniform structure and the quasi-order is X a uniform quasi-ordered space?
An interesting result in this direction, of which we shall make application
later, is the following:

Proposition 3.5.3.5 Let X be a uniform space which is, at the same time,
a quasi-ordered space. Let U∗ stand for the filter of subsets of X2 which
define the uniform structure of X and G for the graph of the quasi-order of
X in X2. In order that X be a uniform quasi-ordered space it is sufficient
that

(a) given V ∈ U∗, there exists a set W ∈ U∗ such that W ◦G ⊂ G ◦ V ;
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(b) given V ∈ U∗, there exists a set W ∈ U∗ such that (G ◦W ) ∩ (W ◦
G−1) ⊂ V ;

(c) for every a ∈ X, the set i(a) = {x ∈ X : x > a} is closed.

Proof : Let us suppose that (a), (b) and (c) are satisfied. Since ∆ ⊂ G ◦ V
and G ◦ (V1 ∩ V2) ⊂ (G ◦ V1) ∩ (G ◦ V2), the sets of the form G ◦ V , where
V ∈ U∗, can be taken as a base of a filter U on X2. It is our objective
to establish that U is a quasi-uniform structure which determines the given
uniform structure and quasi-order.

From ∆ ⊂ G ◦ V , where V ∈ U∗, we can see that every member of U
contains ∆. In order to complete the proof that U is a quasi-uniformity, it
therefore suffices to show that, if V ∈ U∗, there exists a set W ∈ U∗ such
that

(1) (G ◦W ) ◦ (G ◦W ) ⊂ G ◦ V .

Now in terms of its graph G, the transitive property of a quasi-order signifies
that G◦G ⊂ G. We determine a set V ′ ∈ U∗ in such a manner that V ′◦V ′ ⊂
V . Then, making use of the condition (a) as stated in the theorem, let us
determine a set V ′′ ∈ U∗ such that V ′′ ◦G ⊂ G ◦ V ′. Setting W = V ′ ∩ V ′′,
it is clear that W ∈ U∗ and that

G ◦W ◦G ◦W ⊂ G ◦ V ′′ ◦G ◦ V ′ ⊂ G ◦G ◦ V ′ ◦ V ′ ⊂ G ◦ V .

This proves (1). So U is a quasi-uniformity on X.
We are going now to show that the uniformity associated with U is

identical with the given uniformity on X. For this purpose, we will establish
two facts: in the first place, that G ◦ V ∈ U∗ for every V ∈ U∗, and, in the
second place, that corresponding to every set V ∈ U∗, there exists a set
W ∈ U∗ such that

(2) (G ◦W ) ∩ (G ◦W )−1 ⊂ V .

The first fact follows in a simple manner from V = ∆ ◦V ⊂ G ◦V and from
one of the properties of filters. In order to establish the relation (2), we will
make use of condition (b) in the statement of the theorem and, once V ∈ U∗ is
given, let us determine W ′ ∈ U∗ in such a way that (G◦W ′)∩(W ′◦G−1) ⊂ V .
Setting W = W ′ ∩ W ′−1, it follows that W ∈ U∗ and the inclusion (2) is
obviously verified.

Finally, let us prove that the quasi-order determined by U is identical
with the given quasi-order, or, in equivalent terms, that

(3) G =
⋂

V ∈U∗
G ◦ V .
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Indeed, let us note that G = G ◦∆ ⊂ G ◦ V and thus, relation (3) is valid
provided that we replace the = sign by ⊂. Let us assume that (a, b) ∈
X2−G, that is, that a 6 b is false. By hypothesis, the set i(a) is closed and
b ∈ X−i(a) so that there exists a neighborhood B of b such that B∩i(a) = ∅.
Let us now determine a set V ∈ U∗ in such a way that V −1[b] = B. We
assert that (a, b) ∈ X2 − G ◦ V , since, on the contrary, there would exist a
point x ∈ X such that (a, x) ∈ G, (x, b) ∈ V , whence it would follow a 6 x
or x ∈ i(a), (b, x) ∈ V −1 or x ∈ V −1[b], in contradiction to the hypothesis
that B and i(a) are disjoint. Thus equality (3) is proved. ♣

A first application of the preceding theorem is given in the following
result.

Proposition 3.5.3.6 Every Hausdorff uniform space X which is, at the
same time, a sup-lattice such that x ∨ y is a uniformly continuous function
of (x, y), is a uniform ordered space.

Proof : Our procedure will simply be to verify that conditions (a), (b) and
(c) of Proposition 3.5.3.5 are satisfied in the case in question.

We will indicate by U∗ the filter on X2 which defines the uniformity on
X, and by G the graph of the order of X.

In order to establish (a), let us consider an arbitrary set V ∈ U∗ and let
us determine W ∈ U∗ in such a way that, if

(1) (x′, x′′) ∈ W , (y′, y′′) ∈ W ,

then
(x′ ∨ y′, x′′ ∨ y′′) ∈ V ,

this being possible by the uniform continuity of the supremum with respect
to its two arguments. We assert that W ◦ G ⊂ G ◦ V . Indeed, if (x, y) is
a point belonging to the first member of this inclusion relation, then there
exists a point t ∈ X such that (x, t) ∈ W , (t, y) ∈ G or t 6 y. Noting
that (x, t) ∈ W , (y, y) ∈ W , and taking into account (1) and (2), we obtain
(x ∨ y, t ∨ y) ∈ V , or

(3) (x ∨ y, y) ∈ V

since t ∨ y = y. On the other hand, we note that x 6 x ∨ y, that is,

(4) (x, x ∨ y) ∈ G .

Combining (3) and (4), we conclude that the point (x, y) also belongs to
G ◦ V , and this completes the proof of (a).
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In order to establish (b), we consider a set V ∈ U∗ and, then determine
W1 ∈ U∗ in such a way that W1 ◦W−1

1 ◦W1 ⊂ V . Making use once more
of the uniform continuity of the supremum, let us select a set W2 ∈ U∗ such
that

(5) (x′ ∨ y′, x′′ ∨ y′′) ∈ W1

whenever

(6) (x′, x′′) ∈ W2 , (y′, y′′) ∈ W2 .

Setting W = W1 ∩W2, we assert that (G ◦W ) ∩ (W ◦G−1) ⊂ V .
Indeed, if (x, y) is a point belonging to the first member of this relation,

then there follows directly from (x, y) ∈ G◦W the existence of a point u ∈ X
such that (x, u) ∈ G or x 6 u, (u, y) ∈ W , and similarly, there follows from
(x, y) ∈ W ◦ G−1 that there exists a point v ∈ X such that (x, v) ∈ W ,
(v, y) ∈ G−1 or y 6 v.

Now the relations (x, v) ∈ W ⊂ W2, (u, y) ∈ W ⊂ W2, together with (5)
and (6), imply that (x ∨ u, v ∨ y) ∈ W1, that is, (u, v) ∈ W1 since x ∨ u = u
and v ∨ y = v. Combining the relations (x, v) ∈ W ⊂ W1, (v, u) ∈ W−1

1 ,
(u, y) ∈ W ⊂ W1, it follows that (x, y) ∈ W1 ◦W−1

1 ◦W1 ⊂ V whereby the
proof of (b) is completed.

Finally, we note that x∨ y is a uniformly continuous function of the two
variables x and y simultaneously and, thus, a continuous function of each
variable separately. It follows from this that, for every point a ∈ X, the
set i(a) = {x ∈ X : x ∨ a = x} is closed since X is a Hausdorff space
(and therefore, the diagonal of X2 is closed). If follows that condition (c) is
satisfied and the proposition is proved. ♣

Proposition 3.5.3.7 Every compact topological ordered space is a uniform
ordered space.

Proof : Let us consider a compact topological ordered space X and let G be
the graph of its order. The general theory of uniform spaces teaches us that
the filter U∗ of the neighborhoods of the diagonal ∆ of X2 is a uniformity
on X which is compatible with the topology of X and which, more precisely,
is the only uniformity with this property. We will consider the filter U of
the neighborhoods of G in X2. We shall show that U is a quasi-uniformity
which generates the uniformity U∗ and the order G.

We will first show that U is a quasi-uniformity on X. If V ∈ U , then
∆ ⊂ V since G ⊂ V . Moreover, given V ∈ U , there exists a set W ∈ U such
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that W ◦W ⊂ V , and it suffices to establish this fact under the assumption
that V is open. Let us suppose, for a moment, that it is impossible to
determine W ∈ U in such a way that W ◦W ⊂ V . In other words, given
any set W ∈ U , there exist points x, y ∈ X such that (x, y) ∈ X2 − V ,
(x, y) ∈ W ◦ W , that is, there exists a point t ∈ X such that (x, t) ∈ W ,
(t, y) ∈ W . We denote by V ′ the subset of the cube X3 formed of all the
points (x, t, y) such that (x, y) ∈ X2 − V and t ∈ X. We note that V ′ is
compact since X2 − V and X are compact.

For every W ∈ U , let us denote by W̃ the set of all the points (x, t, y) ∈
X3 such that (x, y) ∈ X2 − V , (x, t) ∈ W , (t, y) ∈ W . Clearly, W̃ ⊂ V ′;
and, as seen above, the assumption that W ◦W ⊂ V is false signifies that
W̃ is not empty. It follows that the collection of sets W̃ , where W ∈ U , can
be taken as a base of a filter F on V ′. Making use of the compactness of
V ′, we see that the filter F has at least one accumulation point; let (a, h, b)
be such a point.

We will assert that a 6 h. Indeed, let us suppose that a 6 h is false.
Since X is normally ordered by Theorem 3.5.1.6, we can determine an open
increasing set P and an open decreasing set Q, such that a ∈ P , h ∈ Q
and P ∩ Q = ∅. The topological space X is, moreover, normal and P is a
neighborhood of the closed set i(a). We can, therefore, determine a closed
neighborhood P ′ of i(a) such that P ′ ⊂ P . We note that P ′ is then a
neighborhood of a. Similarly, we can determine a closed neighborhood Q′

of h such that Q′ ⊂ Q. The set W = X2 − P ′ ×Q′ is open and contains G
(since, if there existed a point (x, y) common to G and P ′ ×Q′, we should
have x 6 y, x ∈ P ′ ⊂ P , y ∈ Q′ ⊂ Q, and this would contradict the fact
that P is increasing and disjoint from Q). This means that W ∈ U and,
thus, W̃ ∈ F . Furthermore, P ′ × Q′ × X is a neighborhood of (a, h, b) in
X3 which is disjoint from W̃ for, if (x, t, y) were a point belonging to this
neighborhood, we would have (x, t) ∈ X2 −W whence (x, t, y) ∈ X3 − W̃ .
This fact contradicts the property of (a, h, b) to be an accumulation point
of the filter F . Consequently, a 6 h.

The relation h 6 b is established in a corresponding manner. Combining
the two inequalities obtained, we see that a 6 b so that (a, b) ∈ G ⊂ V and
this contradicts the fact that (a, h, b) ∈ V ′ (we recall that F is a filter on
V ′). This contradiction shows that, given V ∈ U , there exists W ∈ U such
that W ◦W ⊂ V . Thus U is a quasi-uniformity.

We will now prove that the quasi-uniformity U determines the order
whose graph is G. This is true since X2 is Hausdorff space by Corollary
3.5.1.2 and since, in every Hausdorff space, every set (and, in particular the
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set G in the space X2) is identical with the intersection of its neighborhoods.
As the last step, we will prove that the quasi-uniformity U determines

the uniformity U∗. By virtue of the definitions of U and U∗, it is clear
that every subset which is open according to the topology defined by U is
also open according to the topology defined by U∗, that is, according to the
topology originally given on X. As has already been seen, U determines
an order and not only a quasi-order. Thus the topology defined by U is a
Hausdorff topology. On the basis of a property of compact spaces which we
have already used, we conclude that the two topologies defined above are
identical. The uniqueness of the uniformity compatible with the topology
of a compact Hausdorff space implies that the uniformity determined by U
is identical with the one determined by U∗. The result is, thus, established.
♣

Proposition 3.5.3.8 Every strongly locally compact T2-ordered space is a
uniform ordered space.

Proof : Let (X, τ) be a strongly locally compact T2-ordered space. Then
a partial order can be defined on X∗, such that (X∗, τ∗) is a one point T2-
ordered compactification of the space (X, τ). According to Theorem 3.5.3.7
(X∗, τ∗) is a uniform ordered space. Therefore, the space (X, τ) is a uniform
ordered space by Proposition 3.5.3.3. ♣

3.5.4 Ordering completions of uniform ordered spaces

Definition 3.5.4.1 A partially ordered set (X, 6) with uniformity U is a
nearly uniform ordered space in case U is separated and there exists a
quasi-uniform structure V for X such that G(6) ⊂ ∩V and V∗ = U .

Every uniform ordered space is a nearly uniform ordered space.

Example 3.5.4.1 This example shows that not every nearly uniform or-
dered space is a uniform ordered space.

Let R− = {r ∈ R : r 6 0} and let X = R×R−. Let U be the uniformity
on X inherited from the usual uniformity on R2. Then U is separated. Let
us define a binary relation L on X by: (x, y)L(u, v) if and only if (1) y 6= 0,
x 6 u, and y 6 v, or (2) y = 0, v = 0 and 0 < x 6 u, or (3) y = 0, v = 0,
and x 6 u 6 0. A straightforward case-by-case argument shows that L is a
partial order on X.
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Let G(L) be the graph of L. Let us suppose that V is a quasi-uniform
structure for X such that G(L) ⊆ ∩V and V∗ = U . Let H ∈ V. Then there
exists F ∈ V such that F ◦ F ⊆ H. Since V∗ = U , F ∈ U . Therefore, there
exists δ < 0 such that ((−1, 0), (−1, δ)) ∈ F . Since F ∈ V, G(L) ⊆ F and
hence ((−1, δ), (1, 0)) ∈ F . Therefore ((−1, 0), (1, 0)) ∈ F ◦ F ⊂ H. Thus
((−1, 0), (1, 0)) ∈ ∩V. But −1 < 0 < 1 and hence ((−1, 0), (1, 0)) 6∈ G(L).
Therefore ∩V * G(L), i.e. (X,U) is not a uniform ordered space. However,
if we let V be the quasi-uniformity on X inherited from the usual quasi-
uniformity on R2, then clearly V∗ = U and ∩V ⊇ G(L). Therefore (X,U) is
a nearly uniform ordered space.

Proposition 3.5.4.1 Let (X, 6) be a totally ordered space with a unifor-
mity U . Then (X,U ,6) is a uniform ordered space if and only if it is a
nearly uniform ordered space.

Proof : Let V be a quasi-uniform structure for X such that ∩V ⊇ G(6) and
V∗ = U . Let us suppose that (x, y) ∈ ∩V−G(6). Then (y, x) ∈ G(6) ⊆ ∩V.
Let H ∈ U . Then V ∩ V −1 ⊆ H for some V ∈ V. Since (y, x) ∈ V ,
(x, y) ∈ V −1; thus (x, y) ∈ H. Therefore (x, y) ∈ ∩U . But (x, y) 6∈ G(6) and
hence (x, y) 6∈ ∆. Therefore, U is not separated, which is a contradiction.
♣

We will note the following result, which is straightforward to prove.

Proposition 3.5.4.2 Let (X,U) be a separated uniform space. Let (X, U)
be the completion of (X,U) at U . Let x ∈ X and let {xδ : δ ∈ D} be
a Cauchy net in X which converges to x. If Us is the set of symmetric
entourages of U directed downwards, then there exists a Cauchy net {yU :
U ∈ Us}, with domain Us, such that {yU } converges to x, and such that, as
subsets of X, {yU} ⊆ {xδ}. In particular, if J,H ∈ Us are such that J ⊆ H,
then (x, yJ ) ∈ H. ♣

Let (X,U) be a nearly uniform ordered space, and let (X, U ) be the
uniform completion of X at U . Let us define a binary relation 0 on X as
follows: x 0 y if and only if for each Cauchy net {xU : U ∈ Us} ⊆ X
converging to x, there exists a Cauchy net {yU : U ∈ Us} ⊆ X converging
to y such that for all U ∈ Us, xU 6 yU . We call this relation the strong
order on X.

Let V be a quasi-uniformity for X such that ∩V ⊇ G(6) and V∗ = U .
Let us define a binary relation 6V on X by: x 6V y if and only if for each
V ∈ V, for each Cauchy net {xU : U ∈ Us} ⊆ X converging to x, there
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exists a Cauchy net {yU : U ∈ Us} ⊆ X converging to y such that for all
U ∈ Us, (xU , yU ) ∈ V . We call the relation 6V on X the V-order on X.
Clearly, if x 0 y, then x 6V y for every quasi-uniformity V for X such that
∩V ⊇ G(6) and V∗ = U .

Proposition 3.5.4.3 If (X,U) is a nearly uniform ordered space, then the
strong order and the V-order are partial orders on X.

Proof : Let V be a quasi-uniformity for X such that ∩V ⊇ G(6) and
V∗ = U . Clearly, x 0 x and x 6V x for all x ∈ X.

Let us suppose that x 0 y (x 6V y) and y 0 x (y 6V x). By Proposition
3.5.4.2 there exists a Cauchy net {yU : U ∈ Us} ⊆ X which converges to y.
We will show that {yU } converges to x. Let W ∈ Us. Let H ∈ Us be such
that H ◦H ⊆ W, and let V ∈ V be such that (V ◦ V )∩ (V ◦ V )−1 ⊆ H. By
definition of 0 (6V), there exist Cauchy nets {xU : U ∈ Us} ⊆ X converging
to x and {zU : U ∈ Us} ⊆ X converging to y such that for all U ∈ Us, yU 6
xU ((yU , xU ) ∈ V ) and xU 6 zU ((xU , zU ) ∈ V ). Hence (yU , xU ) ∈ G(6)⊆ V
((yU , xU ) ∈ V ), and (xU , zU ) ∈ G(6) ⊆ V ((xU , zU ) ∈ V ). Since {yU }
and {zU } are Cauchy nets converging to y, there exists K ∈ Us such that
K ⊆ H and if J ⊆ K, then (yJ , zJ ) ∈ V ∩ V −1. Hence (zJ , yJ ) ∈ V , and
thus (xJ , yJ ) ∈ V ◦ V . Hence (yJ , xJ ) ∈ (V ◦ V )−1 ∩ V ⊆ H ⊆ H. But by
Proposition 3.5.4.2, (x, xJ ) ∈ K ⊆ H and hence (x, y

J ) ∈ H ◦ H ⊆ W .
Therefore, {yU } converges to x and since U is separated and {yU } also
converges to y, x = y.

Let us suppose that x 0 y (x 6V y) and y 0 z (y 6V z). (Let V ∈ V,
and let W ∈ V be such that W ◦W ⊆ V .) Let {xU : U ∈ Us} ⊆ X be a
Cauchy net converging to x. Then there exist Cauchy nets {yU : U ∈ Us} ⊆
X converging to y and {zU : U ∈ Us} ⊆ X converging to z such that for all
U ∈ Us, xU 6 yU ((xU , yU ) ∈ W ) and yU 6 zU ((yU , zU ) ∈ W ). Then for all
U ∈ Us, xU 6 zU ((xU , zU ) ∈ W ◦W ⊆ V ) and hence x 0 z (x 6V z). ♣

Now we will show that if (X,U , 6) is a uniform ordered space, then the
V-order extends the order 6 on X, and that any V-order (the strong order)
on a nearly uniform ordered space makes (X, U) a (nearly) uniform ordered
space.

Proposition 3.5.4.4 Let (X,U , 6) be a nearly uniform space. Any V-order
on X satisfies

G(6) ⊆ G(6V) ∩ (X ×X) .

Proof : Let x, y ∈ X be such that x 6 y. Let V, W ∈ V be such that
W ◦W ⊆ V , and let us suppose that {xU : U ∈ Us} ⊆ X is a Cauchy net
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converging to x. If J ⊆ W ∩W−1, then (x, xJ ) ∈ W ∩W−1 ⊆ W−1. Since
(x, y) ∈ G(6) ⊆ W , (xJ , y) ∈ W ◦W ⊆ V . Let

yU =
{

xU , if U *W ∩W−1 ,
y , if U ⊆ W ∩W−1 .

Then {yU} ⊆ X is a Cauchy net converging to y and for all U ∈ Us,
(xU , yU ) ∈ V . Therefore, x 6V y. ♣

Proposition 3.5.4.5 Let (X,U ,6) be a uniform ordered space, and let us
suppose that V is a quasi-uniformity for X such that ∩V = G(6) and V∗ =
U . Then the V-order on X extends the order 6 on X, i.e. G(6) = G(6V)
∩(X ×X).

Proof : Let x, y ∈ X. By Proposition 3.5.4.4, if x 6 y, then x 6V y. Let
us suppose that x 6V y. The net defined by xU = x for all U ∈ Us is
a Cauchy net converging to x. Let V, W ∈ V be such that W ◦ W ⊆ V .
Then there exists a net {yU : U ∈ Us} ⊆ X converging to y such that
(x, yU ) = (xU , yU ) ∈ W for all U ∈ Us. If J ⊆ W ∩ W−1, then (y, yJ ) ∈
W ∩ W−1 ⊆ W−1. Thus (x, y) ∈ W ◦ W ⊆ V . We have shown that
(x, y) ∈ ∩V and hence (x, y) ∈ G(6), i.e. x 6 y. ♣

The next example shows that Proposition 3.5.4.4 (and therefore 3.5.4.5)
does not necessarily hold for the strong order.

Example 3.5.4.2 In this example, we construct a uniform ordered space
whose strong order does not extend the original order.

Let R be the set of real numbers and let X = {(x, y) ∈ R × R : x =
0 or y = 0}. Let U be the uniformity on X inherited from the usual uni-
formity on R × R. It is straightforward to show that an relation 6 defined
on X by (x, y) 6 (r, s) if and only if x 6 r and y 6 s is a partial order on
X and that (X,U) = (X,U) is a uniform ordered space.

Now (0, 0) 6 (0, 1), and the net {(0, 1/n) : n = 1, 2, . . .} is a Cauchy net
converging to (0, 0). Let {xU : U ∈ Us} ⊆ {(0, 1/n)} be a Cauchy net as
in Proposition 3.5.4.2. If {yU : U ∈ Us} is a net satisfying xU 6 yU for all
U ∈ Us, then yU = (0, y ′

U
) for some y ′

U
∈ R and for all U ∈ Us. Hence if

{yU } converges, it must converge to (0, r) for some r ∈ R. Therefore, there
is no Cauchy net {yU} converging to (1, 0) and satisfying xU 6 yU , i.e. (0, 0)
is not 0 (1, 0).

Let (X,U , 6) be a nearly uniform ordered space. Let V be a quasi-
uniformity for X such that G(6) ⊆ ∩V and V∗ = U . For V ∈ V, let |V |
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be the subset of X × X consisting of all those (x, y) such that for each
Cauchy net {xU : U ∈ Us} ⊆ X converging to x, there exists a Cauchy net
{yU : U ∈ Us} ⊆ X converging to y such that (xU , yU ) ∈ V for all U ∈ Us.
Let |V| be the filter on X ×X generated by {|V | : V ∈ V}.

Lemma 3.5.4.13 |V| is a quasi-uniform structure for X.

Proof : (QU1) Since ∆ ⊆ V for all V ∈ V, (x, x) ∈ |V | for all x ∈ X.
(QU2) Let V,W ∈ V be such that W ◦ W ⊆ V . Let us suppose that

(x, y), (y, z) ∈ |W |, and let {xU : U ∈ Us} ⊆ X be a Cauchy net converging
to x. Since (x, y) ∈ |W | and (y, z) ∈ |W |, there exist Cauchy nets {yU : U ∈
Us} ⊆ X converging to y and {zU : U ∈ Us} ⊆ X converging to z such that
for all U ∈ Us, (xU , yU ) ∈ W and (yU , zU ) ∈ W . Thus (xU , zU ) ∈ W ◦W ⊆ V
for all U ∈ Us. Therefore (x, z) ∈ |V |, i.e. |W | ◦ |W | ⊆ |V |. Hence |V| is a
quasi-uniformity for X. ♣

Lemma 3.5.4.14 |V|∗ = U .

Proof : (If A ∈ Us, then A is the set of (x, y) ∈ X × X such that if
{xU : U ∈ Us} ⊆ X converges to x and {yU : U ∈ Us} ⊆ X converges to y,
then there exists U ∈ Us such that for all J,K ⊆ U , (xJ , yK ) ∈ A. Also U
is the filter generated by {A : A ∈ Us}, and {A : A ∈ Us} ⊆ Us.)

Let V, W ∈ V be such that W ◦ W ⊆ V , and let H = V ∩ V −1. We
will first show that |W | ∩ |W |−1 ⊆ H. Let (x,y) ∈ |W | ∩ |W |−1, and let
us suppose that {xU : U ∈ Us} ⊆ X and {yU : U ∈ Us} ⊆ X are Cauchy
nets converging to x and y respectively. Then there exists a Cauchy net
{aU : U ∈ Us} ⊆ X converging to y such that (xU , aU ) ∈ W for all U ∈ Us,
and there exists K ∈ Us such that for all P, Q ⊆ K, (aP , yQ) ∈ W . Hence
(xP , yQ) ∈ W ◦ W ⊆ V . Since (x, y) ∈ |W |−1, there exists a Cauchy net
{bU : U ∈ Us} ⊆ X converging to x such that (yU , bU ) ∈ W , i.e. (bU , yU ) ∈
W−1, for all U ∈ Us. Since {bU } converges to x, there exists L ∈ Us such
that for all P,Q ⊆ L, (xP , bQ) ∈ W−1. Thus (xP , yQ) ∈ W−1 ◦W−1 ⊆ V −1.
Therefore, if P, Q ⊆ L ∩K, then (xP , yQ) ∈ V ∩ V −1, i.e. (x, y) ∈ H.

Let V ∈ V, and let H = V ∩V −1. We will next show that H ⊆ |V |. Let
(x, y) ∈ H, let {xU : U ∈ Us} ⊆ X be a Cauchy net converging to x, and
let {zU : U ∈ Us} ⊆ X be a Cauchy net converging to y. Let us suppose
that W ∈ Us is such that for all J,K ⊆ W , (xJ , zK ) ∈ H ⊆ V . Let us define

yU =
{

xU , if U *W ,
zU , if U ⊆ W .
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Then, clearly, {yU} ⊆ X is a Cauchy net converging to y such that (xU , yU ) ∈
V for all U ∈ Us. Therefore (x, y) ∈ |V | and hence H ⊆ |V |.

Now, if A ∈ U , then there exists V ∈ V such that H ⊆ A, where
H = V ∩V −1, and hence, by the above, A ⊇ |W |∩|W |−1 for some |W | ∈ |V|.
Conversely, if A ∈ |V|∗, then there exists V ∈ V such that A ⊇ |V | ∩ |V |−1.
Let H = V ∩ V −1. Then, by the above, |V | ⊇ H, and thus, since H is
symmetric, |V | ∩ |V |−1 ⊇ H. Hence, A ⊇ H, and therefore, |V|∗ = U . ♣

Lemma 3.5.4.15 G(6V) = ∩|V|.

Proof : The result follows immediately from the definitions. ♣

Proposition 3.5.4.6 Let (X,U , 6) be a nearly uniform ordered space.
Then any V-order on X makes (X,U ,6V) a uniform ordered space.

Proof : By Lemmas 3.5.4.13, 3.5.4.14 and 3.5.4.15, |V| is a quasi-uniformity
for X such that G(6V) = ∩|V| and |V|∗ = U . ♣

Proposition 3.5.4.7 Let (X,U , 6) be a nearly uniform ordered space.
Then the strong order on X makes (X, U , 0) a nearly uniform ordered
space.

Proof : Clearly, there exists an V-order on X and clearly G(6V) ⊇ G(0).
Thus, by Lemmas 3.5.4.13, 3.5.4.14 and 3.5.4.15, |V| is a quasi-uniformity
for X such that ∩|V| ⊇ G(0) and |V|∗ = U . ♣

Let U be a separated uniformity on the partially ordered set (X, 6). Let

F(U) = {V ∈ U : there exist V1, V2, . . . ∈ U such that
V1 = V , and for all n , G(6) ⊆ Vn

and Vn+1 ◦ Vn+1 ⊆ Vn} .

Proposition 3.5.4.8 F(U) is a quasi-uniformity for X.

Proof : Clearly, ∆ ⊆ V for all V ∈ F(U). If V ∈ F(U), then V2 in the
definition of F(U) is an element of F(U) such that V2 ◦V2 ⊆ V . To see that
F(U) is a filter on X×X, let us first note that clearly if U ⊇ V ∈ F(U), then
U ∈ F(U). Furthermore, if U, V ∈ F(U), let us consider U1∩V1 , U2∩V2 , . . .
Clearly, U1 ∩ V1 = U ∩ V . For any n, Un ∩ Vn ∈ U , Un ∩ Vn ⊇ G(6), and

(Un+1 ∩ Vn+1) ◦ (Un+1 ∩ Vn+1) ⊆ Un+1 ◦ Un+1 ⊆ Un ,
(Un+1 ∩ Vn+1) ◦ (Un+1 ∩ Vn+1) ⊆ Vn+1 ◦ Vn+1 ⊆ Vn .

Thus (Un+1 ∩ Vn+1) ◦ (Un+1 ∩ Vn+1) ⊆ Un ∩ Vn. ♣
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Proposition 3.5.4.9 (X,U , 6) is a nearly uniform ordered space if and
only if F(U)∗ ⊇ U .

Proof : Since F(U) ⊆ U , clearly F(U)∗ ⊆ U . Thus, if F(U)∗ ⊇ U , then
F(U)∗ = U . Therefore, F(U) is a quasi-uniformity for X such that ∩F(U) ⊇
G(6) and F(U)∗ = U .

Conversely, let us suppose that S is a quasi-uniformity for X such that
∩S ⊇ G(6) and S∗ = U . Clearly, S ⊆ F(U). Hence, if H ∈ U , then
H = U ∩ V −1 for U, V ∈ F(U), i.e. H ∈ F(U)∗. ♣

Proposition 3.5.4.10 (X,U , 6) is a uniform ordered space if and only if
∩F(U) ⊆ G(6) and F(U)∗ ⊇ U .

Proof : Let S be a quasi-uniformity for X such that ∩S = G(6) and
S∗ = U . Clearly, S ⊆ F(U). Thus ∩S ⊇ ∩F(U), i.e. G(6) ⊇ ∩F(U). Now
this proposition follows from Proposition 3.5.4.9. ♣

Proposition 3.5.4.11 For every (nearly) uniform ordered space (X,U , 6),
F(U) is the unique maximal quasi-uniformity for X satisfying

(∩F(U) ⊇ G(6)) , ∩F(U) = G(6) and F(U)∗ = U .

Proof : If S is such a structure, then, clearly, S ⊆ F(U). Proposition
3.5.4.11 then follows from Propositions 3.5.4.8, 3.5.4.9 and 3.5.4.10 and their
proofs. ♣

Let X be a partially ordered set with a uniformity U . We say that U (or
(X,U)) fulfills the condition (M) if

(M) for all V ∈ U , there exists W ∈ U
such that W ◦G(6) ⊆ G(6) ◦ V .

Since G(6) ◦ (U ∩ V ) ⊆ (G(6) ◦ U) ∩ (G(6) ◦ V ) for all U, V ∈ U , the set
{G(6) ◦ U : U ∈ U} is a filter base on X × X. Let S(U) be the filter on
X ×X generated by {G(6) ◦ U : U ∈ U}.

Proposition 3.5.4.12 Let X be a partially ordered set with a uniformity
U . Then U fulfills the condition (M) if and only if F(U) = S(U).

Proof : Let us suppose that U fulfills the condition (M). If H ∈ F(U), then
there exists J ∈ F(U) such that J ◦ J ⊆ H. Since G(6) ⊆ J , G(6) ◦ J ⊆
J ◦ J ⊆ H. Since J ∈ U , this implies that H ∈ S(U). Thus F(U) ⊆ S(U).
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Conversely, let us suppose that U ∈ U . By the condition (M), there
exist V1, V2, . . . ∈ U such that V1 = U , and for all n, Vn+1 ◦ Vn+1 ⊆ Vn and
Vn+1◦G(6) ⊆ G(6)◦Vn. Let us consider Wn = G(6)◦V2n−1 for n = 1, 2, . . .
Then W1 = G(6) ◦ V1 = G(6) ◦U . Furthermore, for all n, G(6) ⊆ Wn and

Wn+1 ◦Wn+1 = G(6) ◦ V2n+1 ◦G(6) ◦ V2n+1 ⊆
⊆ G(6) ◦G(6) ◦ V2n ◦ V2n ⊆
⊆ G(6) ◦ V2n−1 = Wn .

Therefore, G(6) ◦ U ∈ F(U) and hence S(U) ⊆ F(U).
Let us suppose that F(U) = S(U). Let U ∈ U . Then G(6) ◦ U ∈ F(U)

and hence there exist V1, V2 ∈ F(U) such that V1 ◦ V2 ⊆ G(6) ◦ U . Since
S(U) is a filter base, there exist J1, J2 ∈ U such that G(6) ◦ J1 ⊆ V1 and
G(6) ◦ J2 ⊆ V2. Thus

J1 ◦G(6) ⊆ G(6) ◦ J1 ◦G(6) ◦ J2 ⊆ G(6) ◦ U .

Therefore, U fulfills the condition (M). ♣

Proposition 3.5.4.13 Let (X,U ,6) be a nearly uniform ordered space. If
U fulfills the condition (M), then the strong order is equivalent to the F(U)-
order.

Proof : Clearly, G(0) ⊆ G(6F(U)).
Conversely, let us suppose that x 6F(U) y and let {xU : U ∈ Us} ⊆ X

be a Cauchy net converging to x. Let V ∈ Us. Then there exists a Cauchy
net {yU : U ∈ Us} ⊆ X converging to y such that (xU , yU ) ∈ G(6) ◦ V
for all U ∈ Us. Hence there exists aV ∈ X such that (xV , aV ) ∈ G(6) and
(aV , yV ) ∈ V . Let us consider the net {aV } ⊆ X. For all V ∈ Us, xV 6 aV ,
and (aV , yV ) ∈ V . Let V, V ′ ∈ Us be such that V ′ ◦ V ′ ⊆ V . There exists
U ∈ Us such that for J,K ⊆ U , (yJ , yK ) ∈ V ′. Thus, if J,K ⊆ U ∩ V ′,
(aJ , yJ ) ∈ J ⊆ V ′ and (yJ , yK ) ∈ V ′. Hence (aJ , yK ) ∈ V . Therefore {aV }
is a Cauchy net converging to the same point to which {yU } converges; i.e.
{aV } ⊆ X is a Cauchy net converging to y. We conclude that x 0 y. ♣

Corollary 3.5.4.1 Let (X,U) be a nearly uniform ordered space. If U ful-
fills the condition (M), then (X, U) with the strong order is a uniform or-
dered space.

Proof : The result follows from Propositions 3.5.4.7 and 3.5.4.13. ♣
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Corollary 3.5.4.2 Let (X,U ,6) be a uniform ordered space. If U fulfills
the condition (M), then the strong order on X extends the order on X, i.e.
G(6) = G(0) ∩ (X ×X).

Proof : The result follows from Propositions 3.5.4.5 and 3.5.4.13. ♣

Example 3.5.4.3 Not every uniform ordered space fulfills the condition
(M): (X,U) of Example 3.5.4.2 is a uniform ordered space whose strong
order does not extend its original order. Therefore, by Corollary 3.5.4.2,
(X,U) does not satisfy the condition (M).

3.5.5 Proximity ordered spaces

Let X be a non-empty set and let δ be a quasi-proximity on X. If we set

x 6 y if and only if {x}δ{y},

it is easy to see that 6 is a quasi-order on X. We call 6 the quasi-order
generated by δ. Further, if we define a relation δ∗ on the power set PX
of X by setting

Aδ∗B if and only if, whenever {Ai : i ∈ Jm} is a finite cover of A and
{Bj : j ∈ Jn} is a finite cover of B , there follows Aiδ ∩ δ−1Bj

for some (i, j) ∈ Jm × Jn ,

then δ∗ is a proximity on X. We call δ∗ the proximity generated by the
quasi-proximity δ.

Definition 3.5.5.1 An ordered triple (X, δ∗, 6) consisting of a non-empty
set X, a proximity δ∗ and a quasi-order 6, both defined on the set X, is
called a proximity quasi-ordered space if there exists at least one quasi-
proximity δ on X which generates both δ∗ and 6. In this case, δ is called a
generating quasi-proximity.

It is easily seen that, on a proximity quasi-ordered space (X, δ∗, 6), 6 is
a partial order if and only if δ∗ is separated. In this case, we call (X, δ∗, 6)
a proximity ordered space.

Example 3.5.5.1 The set of real numbers with the usual order and the
usual proximity is a proximity ordered space. A generating quasi-proximity
is induced by the quasi-pseudo-metric defined by d(x, y) = max{0, x− y}.
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Example 3.5.5.2 Let (X, τ,6) be a completely regular quasi-ordered spa-
ce. Then (X, δ∗, 6) is a proximity quasi-ordered space, where δ∗ is generated
by the quasi-proximity δ which is defined by

AδB if and only if there exists a continuous increasing function
f : X → [0, 1] such that f(A) = 1 and f(B) = 0 .

Example 3.5.5.3 Let (X, τ,6) be a compact ordered topological space.
Then (X, δ∗, 6) is a proximity ordered space, where δ∗ is generated by the
quasi-proximity

AδB if and only if I(A) ∩D(B) 6= ∅ ,

and where I(A) (D(B)) is the smallest increasing (decreasing) closed super-
set of A (B).

Lemma 3.5.5.16 Let (X, δ∗,6) be a proximity quasi-ordered space and let
U and L be the upper and lower topologies of (X, τδ∗ , 6). Then τδ ⊆ U ,
τδ−1 ⊆ L and τδ ∨ τδ−1 = U ∨ L for every generating quasi-proximity δ.

Proof : The set A is closed with respect to τδ if and only if it is of the
form A = Aδ = {x : xδA}. Also, A is then decreasing with respect to
the quasi-order 6 given on X. Therefore open sets with respect to τδ are
increasing. Similarly, sets open with respect to τδ−1 are decreasing. Further,
both τδ and τδ−1 are coarser than τδ∗ . Therefore τδ ⊆ U and τδ−1 ⊆ L.
Next, if δ∗∗ denotes the finest quasi-proximity compatible with τδ ∨ τδ−1 ,
then δ∗∗ is finer than both δ and δ−1, and hence finer than δ∗. This gives
τδ∗∗ = τδ ∨ τδ−1 ⊇ τδ∗ . Therefore τδ∗ = τδ ∨ τδ−1 ⊆ U ∨ L ⊆ τδ∗ . ♣

Lemma 3.5.5.17 If (X, δ∗, 6) is a proximity quasi-ordered space and if δ
is a generating quasi-proximity, then

AδB if and only if I(A)δD(B) ,

where I and D are defined in (X, τδ∗ ,6).

Proof : This follows from the facts that

AδB if and only if I∗(A)δD∗(B)

and that A ⊆ I(A) ⊆ I∗(A), B ⊆ D(B) ⊆ D∗(B), where I∗(A) denotes the
τδ−1-closure of A and D∗(B) denotes the τδ-closure of B. ♣
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Lemma 3.5.5.18 If (X, δ∗,6) is a proximity quasi-ordered space, then the
topology τδ∗ is convex and quasi-order is closed (the graph of quasi-order is
closed in (X ×X, τδ∗ × τδ∗)).

Proof : The proof follows from the Lemma 3.5.5.16. ♣

Lemma 3.5.5.19 Let X be a non-empty set and let δ be a quasi-proximity
on X. If AδB, then there exists a function f : X → [0, 1] with the following
properties:

(a) f is continuous with respect to the topology τ = τδ ∨ τδ−1;
(b) f is increasing with respect to the quasi-order 6 generated by δ;
(c) f(A) = 1, f(B) = 0.

Proof : If AδB, then there exist sets P and Q such that AδX−P , PδX−Q
and QδB. Now AδX − P implies AδD(X − P ), that is, A ⊆ X − D(X −
P ) = i(P ), where i(P ) is the largest increasing open subset of P . Similarly,
PδX − Q implies I(P ) ⊆ i(Q), and QδB implies I(Q) ⊆ X − B. Thus we
have

A ⊆ i(P ) ⊆ I(P ) ⊆ i(Q) ⊆ I(Q) ⊆ X −B ,

where i and I are defined in (X, τ,6). This is similar to the main step
in Nachbin’s proof of Urysohn’s lemma for ordered spaces. Proceeding as
therein we obtain a function f : X → [0, 1], which is: (a) continuous with
respect to the topology τ , (b) increasing with respect to the quasi-order 6
and (c) f(A) = 1, f(B) = 0. ♣

Theorem 3.5.5.1 Let (X, δ∗, 6) be a proximity quasi-ordered space. Then
(X, τδ∗ , 6) is a completely regular quasi-ordered space.

Proof : Let δ be a generating quasi-proximity on (X, δ∗, 6). Let p ∈ X
and let P be a τδ∗-neighborhood of p. Since τδ∗ = τδ ∨ τδ−1 , there exist sets
U ∈ τδ and V ∈ τδ−1 such that p ∈ U ∩ V ⊆ P . Clearly, pδX − U and
therefore there exists a τδ∗-continuous increasing function f : X → [0, 1]
such that f(p) = 1 and f(X − U) = 0. Similarly, X − V δp and therefore
there exists a τδ∗-continuous decreasing function g : X → [0, 1] such that
g(X − V ) = 0 and g(p) = 1. Clearly, if x ∈ X − P then either f(x) = 0 or
g(x) = 0. Thus, the first condition for (X, τδ∗ ,6) to be completely regular
quasi-ordered is satisfied.

Next, let x 66 y. Since δ is a generating quasi-proximity, we have xδy
and therefore, as above, there exists a τδ∗-continuous increasing function
such that f(x) > f(y). This completes the proof. ♣
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Theorem 3.5.5.2 Let (X, τ,6) be a completely regular quasi-ordered space.
Then there exists a proximity δ∗ on X such that (X, δ∗,6) is a proximity
quasi-ordered space and τδ∗ = τ .

Proof : We define a relation δ as follows:

AδB if and only if there exists a continuous increasing (decreasing)
function f : X → [0, 1] such that f(A) = 1 , f(B) = 0
(f(A) = 0 , f(B) = 1 , respectively) .

We assert that δ is a quasi-proximity on X such that x 6 y if and only
if xδy and that τδ ∨ τδ−1 = τ . To prove that δ is a quasi-proximity, it
is sufficient to establish (QP4) only. Let AδB and let f : X → [0, 1] be
a continuous decreasing function such that f(A) = 0, f(B) = 1. We set
E = {x : 1/2 6 f(x) 6 1} and let us define g : [0, 1] → [0, 1] by setting

g(y) =
{

2y , for y ∈ [0, 1/2] ,
1 , for y ∈ [1/2, 1] .

Clearly, g is a continuous increasing function. Therefore g ◦ f : X → [0, 1] is
a continuous decreasing function such that (g ◦ f)(A) = 0, (g ◦ f)(E) = 1.
Similarly, g ◦ (1 − f) : X → [0, 1] is a continuous increasing function such
that g ◦ (1− f)(X −E) = 1, g ◦ (1− f)(B) = 0.

Next, if xδy, then, clearly, x 
 y. On the other hand, if x 
 y, then,
by the definition of a completely regular quasi-ordered space, there exists a
continuous increasing real-valued function f such that f(x) > f(y). If we
set

k(z) =
f(z)− f(y)
f(x)− f(y)

,

and h(z) = max{min(1, k(z)), max(0, k(z))}, then h : X → [0, 1] is a con-
tinuous increasing function such that h(x) = 1, h(y) = 0, and therefore
xδy.

Finally, we will show that τ = τδ ∨ τδ−1 . Let V ∈ τδ and let x ∈ V .
Then xδX − V . Let f : X → [0, 1] be a continuous increasing function such
that f(x) = 1 and f(X − V ) = 0. Clearly V is a τ -neighborhood of x and
because this holds for each x ∈ V , V is a τ -open set. Therefore τδ ⊆ τ .
Similarly, τδ−1 ⊆ τ .

Conversely, let p ∈ X and let P be a τ -neighborhood of p. Since X
is completely regular quasi-ordered, there exist two continuous functions
f, g : X → [0, 1] such that f is increasing, g is decreasing, f(p) = g(p) = 1
and min{f(x), g(x)} = 0 for all x ∈ X − P . It is clear from here that
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f−1((0, 1]) is a τδ-neighborhood of p, that g−1((0, 1]) is a τδ−1-neighborhood
of p , and that f−1((0, 1]) ∩ g−1((0, 1]) ⊆ P . Therefore P is a τδ ∨ τδ−1-
neighborhood of p . Since p is arbitrary, it follows that every set open with
respect to τ is also open with respect to τδ ∨ τδ−1 .Thus τδ ∨ τδ−1 = τ holds.

Clearly δ∗, the proximity generated by δ, meets all the requirements.
This completes the proof. ♣

Let (X, τ,6) be a topological space equipped with a quasi-order. Let δ
be a quasi-proximity on X satisfying

(C1) x 6 y if and only if xδy ;
(C2) τδ ∨ τδ−1 = τ .

If δ∗ is the proximity generated by δ, then (X, δ∗,6) becomes a proximity
quasi-ordered space such that τ = τδ∗ . Thus, in order that a topological
space equipped with a quasi-order be a proximizable quasi-ordered space,
it is sufficient to have a quasi-proximity δ on X satisfying the conditions
(C1) and (C2) given above. We call such a quasi-proximity a compatible
quasi-proximity on (X, τ,6).

Theorem 3.5.5.3 Let (X, τ,6) be a completely regular quasi-ordered space
and let δ be defined by setting

AδB if and only if I(A) ∩D(B) 6= ∅ .

Then δ is a compatible quasi-proximity if and only if X is normally quasi-
ordered.

Proof : If the space is normally quasi-ordered, then I(A) ∩ D(B) = ∅ if
and only if there exists a continuous increasing function f : X → [0, 1]
such that f(A) = 1, f(B) = 0, and therefore coincides with the quasi-
proximity defined in Theorem 3.5.5.2. Since the space is completely regular
quasi-ordered, it follows from Theorem 3.5.5.2 that δ is a compatible quasi-
proximity.

Conversely, let δ be a compatible quasi-proximity. To prove that X is
normally quasi-ordered, let A = I(A) and B = D(B) be such that A ∩
B = ∅. Clearly, AδB. Let E and F be such that AδX − E, X − FδB
and EδF . Since δ is compatible, AδX − E implies AδD(X − E), that is
A ⊆ X −D(X −E) = i(E). Similarly, X − FδB implies I(X − F )δB, that
is B ⊆ X − I(X − F ) = d(F ). Also, EδF implies E ∩ F = ∅. Thus E and
F are required neighborhoods of the sets A and B respectively. Hence X is
a normally quasi-ordered space. ♣
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It is well known that a compact Hausdorff space admits a unique com-
patible proximity. Here we generalize this result to compact ordered spaces.

Lemma 3.5.5.20 Let δ be a compatible quasi-proximity on (X, τ,6). If A
is compact and B is closed and decreasing, then A ∩B = ∅ implies AδB.

Proof : Since B = D(B), therefore A ∩ B = ∅ implies aδB whenever
a ∈ A. This, together with the compatibility of δ, implies that for each
a in A there exists an open set Na such that aδX − Na and NaδB. The
family {Na : a ∈ A} is an open cover of a compact set A and therefore
can be reduced to a finite subcover {Ni : i ∈ Jm}. Clearly, AδB, because
A ⊆ ⋃m

i=1 Ni and NiδB for each i ∈ Jm. ♣

Theorem 3.5.5.4 Every compact completely regular (in particular, Haus-
dorff) ordered space (X, τ,6) admits a unique compatible quasi-proximity,
which is given by

AδB if and only if I(A) ∩D(B) 6= ∅ .

Proof : By Theorem 3.5.5.3, δ is a compatible quasi-proximity. Also, δ
is finer than any compatible quasi-proximity. Further, by Lemma 3.5.5.20,
I(A) ∩D(B) = ∅ implies I(A)δ ′D(B), that is, Aδ ′B for every compatible
quasi-proximity δ′, because I(A) is compact. Thus δ is the only compatible
quasi-proximity. ♣

We will now introduce the concept of a proximity-order mapping, which
will be used in the study of compactifications of a proximity ordered spaces.

Definition 3.5.5.2 Let (Xi, δ
∗
i , 6i) (i=1,2) be two proximity quasi-ordered

spaces. A mapping f : X1 → X2 is said to be a proximity ordered map-
ping if there exists on Xi a generating quasi-proximity δi (i=1,2) such that
Aδ1B implies f(A)δ2f(B). The spaces (X1, δ

∗
1 ,61) and (X2, δ

∗
2, 62) are said

to be proximally ordered isomorphic if there exists a one-to-one mapping
f of X1 onto X2 such that both f and f−1 are proximity ordered mappings.
In this case f is said to be a proximity ordered isomorphism.

It is clear from the above definition that if f : (X1, δ
∗
1, 61) → (X1, δ

∗
2, 62)

is a proximity ordered mapping, then f : (X1, 61) → (X2, 62) is increasing
and f : (X1, δ

∗
1) → (X2, δ

∗
2) is a proximity mapping. Therefore we have

Theorem 3.5.5.5 If f : (X1, δ
∗
1, 61) → (X2, δ

∗
2, 62) is a proximity ordered

mapping, then f : (X1, τδ∗1 , 61) → (X2, τδ∗2 , 62) is a continuous increasing
mapping. ♣
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The following theorem, which gives a sufficient condition for the converse
to hold, is again a generalization of a well-known result on proximity spaces.

Theorem 3.5.5.6 Every continuous increasing function from a compact or-
dered space to a proximity quasi-ordered space is a proximity ordered map-
ping.

Proof : If X is a compact ordered space, then the only compatible quasi-
proximity is given by

AδB if and only if I(A) ∩D(B) 6= ∅ .

Therefore for every mapping f : X → (Y, δ∗, 6), AδB implies f(I(A)) ∩
f(D(B)) 6= ∅. If f is continuous and increasing, then f(I(A)) ⊆ I(f(A)),
and f(D(B)) ⊆ D(f(B)). Therefore AδB implies I(f(A)) ∩ D(f(B)) 6=
∅, which, in turn, implies I(A)δ2D(f(B)), that is, f(A)δ2f(B) for every
compatible quasi-proximity δ2 on (Y, δ∗,6). Thus, for every continuous
increasing mapping f : X → Y and for every compatible quasi-proximity
δ2 on (Y, δ∗,6), AδB implies f(A)δ2f(B). Hence f is a proximity-order
mapping. ♣

3.5.6 Compactification of a proximity ordered spaces

In this subsection we will construct a compactification of a proximity or-
dered space. The construction is similar and, in fact, can be performed
without resorting to the Leader’s construction of the Smirnoff compactifi-
cation. However, we make use of the latter to avoid manipulations and to
simplify some proofs.

Let (X, δ∗, 6) be a proximity ordered space and let δ be a quasi-proximity
on X. Let X be the set of all clusters in (X, δ∗). For a subset A ⊆ X, let
A = {σ ∈ X : A ∈ σ}. If P ⊆ X , we say that A absorbs P if P ⊆ A, that
is, A absorbs P if and only if A is a member of every cluster in P. Further,
for x ∈ X, we let f(x) = σx, the point-cluster. On P (X ), let us define

PδQ if and only if AδB whenever P ⊆ A and Q ⊆ B ;
Pδ∗Q if and only if Aδ∗B whenever P ⊆ A and Q ⊆ B .

Then (X , δ∗) is the Smirnoff compactification of (X, δ∗). First we will prove:

Lemma 3.5.6.21 The relation δ is a quasi-proximity on X . If δ generates
the proximity δ∗ on X, then the quasi-proximity δ generates the proximity
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δ∗ on X . Further, if δ generates the partial order 6 on X, then the partial
order ≺ on X generated by δ is such that X and f(X) ⊆ X are order
isomorphic.

Proof : With a slight modification of arguments in the proof that δ∗ is a
proximity [238], it can be verified that δ is a quasi-proximity on X . Let δ
be a generating quasi-proximity on X and let δ generate the proximity δ∗∗

on X . To prove that δ∗ and δ∗∗ are identical, first we will observe that
δ∗∗ is the coarsest proximity finer than δ and δ−1. Also, because δ∗ is finer
than both δ and δ−1, δ∗ is finer than both δ and δ−1. Therefore δ∗ is finer
than δ∗∗. Next, let Pδ

∗Q and let A,B ⊆ X be such that P ⊆ A, Q ⊆ B
and Aδ

∗
B. Since δ∗ is generated by δ, there exist covers {Ai : i ∈ Jm},

{Bj : j ∈ Jn} of A and B such that Aiδ ∩ δ−1Bj for each (i, j) ∈ Jm × Jn.
Let us consider {Ai : i ∈ Jm} which is a finite cover of P and {Bj : j ∈ Jn}
which is a finite cover of Q. As (i, j) ∈ Jm × Jn implies AiδBj or Aiδ

−1
Bj ,

there follows thatAiδ ∩ δ−1Bj , whenever (i, j) ∈ Jm×Jn. Therefore Pδ
∗∗Q,

the proximity generated by δ. Thus δ∗∗ is finer than δ∗. Hence δ∗ and δ∗∗

are identical.
Let ≺ denote the quasi-order generated by δ. As δ∗(=δ∗∗) is separated,

≺ is a partial order. To prove that x 6 y if and only if f(x) ≺ f(y), we
need simply to show that xδy implies σxδσy, since the opposite implication
is trivial. Let σx ∈ A and σy ∈ B. Then A ∈ σx and B ∈ σy, that is, xδ∗A
and yδ∗B. Thus Aδx and yδB. But xδy also holds. The three now taken
together imply that AδB. Therefore σxδσy. ♣

Lemma 3.5.6.22 A triple (X , δ∗,≺) is a compact ordered space such that
(X, δ∗, 6) is proximally ordered isomorphic to f(X). Also f(X) is dense in
X .

Proof : That (X , δ∗,≺) is compact and that f(X) is dense in X , both
follows from the fact that (X ,δ∗) is the Smirnoff compactification of (X, δ∗).
To show that ≺ is a closed order, we let σ1, σ2 in X be such that σ1 ≺ σ2

is false, so that there exist A ∈ σ1, B ∈ σ2 such that AδB. Let E, F ⊆ X
be such that AδE, FδB and X − EδX − F . If we consider E , F ⊆ X ,
then σ1 6∈ D(E) and σ2 6∈ I(F). Also X − EδX − F implies E ∪ F = X .
Therefore X − D(E) is an increasing neighborhood of σ1 which is disjoint
from X − I(F), a decreasing neighborhood of σ2. To prove that X and
f(X) are proximally ordered isomorphic, we will show that AδB if and only
if f(A)δf(B) for every generating quasi-proximity δ on X. First, let us
observe that f(B) ⊆ A if and only if B ⊆ clA(τδ∗-closure of A). The
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implication
f(A)δf(B) ⇒ AδB

is obvious because f(A) ⊆ A and f(B) ⊆ B. For the converse implication,
let AδB, f(A) ⊆ P and f(B) ⊆ Q. If possible, let PδQ. Then by Lemma
3.5.5.17 I(P )δD(Q) holds, which in turn implies clPδ cl Q. But A ⊆ clP ,
B ⊆ clQ and AδB all taken together imply clPδ cl Q. The contradiction
proves the assertion. ♣

Lemma 3.5.6.23 Any proximity ordered isomorphism g of (X, δ∗, 6) onto
a dense subset of a compact ordered space (Y, δ∗1, 61) can be extended to a
proximity-order isomorphism of (X , δ∗,≺) onto (Y, δ∗1, 61).

Proof : Clearly g, which is a proximity isomorphism of (X, δ∗) onto a dense
subset of a compact space (Y, δ∗1), can be extended to a proximity isomor-
phism h : (X , δ∗) onto (Y, δ∗1) defined as follows:

If σ ∈ X , then there exists a unique cluster σ1 which contains the image

g(σ) = {g(A) : A ∈ σ} of σ in Y .

Since Y is compact, there exists y ∈ Y such that σ1 = σy. We will de-
note h(σ) = y. We will prove that h defined in such a way is in fact a
proximity ordered isomorphism of (X , δ∗,≺) onto (Y, δ∗1 ,61). Let δ1 denote
the unique compatible quasi-proximity on Y . We will show that PδQ if
and only if h(P)δ1h(Q) for every generating quasi-proximity δ. If PδQ,
then I(P) ∩ D(Q) 6= ∅. Let σ be in this intersection and let h(σ) = y.
First we will claim that h(P)δ1y. Let us assume the contrary and let E
and F be subsets of Y such that h(P)δ1Y − E, Y − Fδ1y and Eδ1F . Now
h(P)δ1Y − E implies that g−1(E) absorbs P, i.e. g−1(E) belongs to each
cluster in P. Similarly, Y − Fδ1y implies g−1(F ) ∈ σ. Since Pδσ, we
have g−1(E)δg−1(F ). But this is a contradiction because g is a proxim-
ity ordered mapping and Eδ1F . Thus h(P)δ1y. Similarly yδ1h(Q) and
hence h(P)δ1h(Q). Conversely, let h(P)δ1h(Q). Since Y is compact or-
dered, there exists y ∈ I(h(P)) ∩D(h(Q)). Let σ = h−1(y). If A ∈ σ and
B absorbs Q, then (regarding X as a subset of Y ) we have Aδh(Q) and
h(Q) ⊆ clB ⊆ D(B). This implies that AδB, so that σδQ. Similarly, Pδσ
and therefore PδQ. ♣

Combining Lemmas 3.5.6.21, 3.5.6.22 and 3.5.6.23, it follows that

Theorem 3.5.6.1 Every proximity ordered space (X, δ∗, 6) is a dense sub-
set of a unique (up to proximity ordered isomorphism) compact ordered space
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X . Since X has a unique compatible quasi-proximity, for subsets A , B ⊆ X,
it follows that

AδB if and only if I(A) ∩D(B) 6= ∅ in X ,

where δ is any generating quasi-proximity on X. ♣

In the above theorem we call (X , δ∗,≺) the Smirnoff ordered compacti-
fication of (X, δ∗, 6).

Theorem 3.5.6.2 Every proximity-ordered mapping of a proximity ordered
space (X1, δ

∗
1, 61) onto another proximity ordered space (X2, δ

∗
2 ,62) can be

extended uniquely to a continuous increasing mapping of the Smirnoff or-
dered compactification of X1 onto the Smirnoff ordered compactification of
X2.

Proof : Let g be a proximity ordered mapping of the proximity ordered
space (X1, δ

∗
1, 61) onto the proximity ordered space (X2, δ

∗
2, 62). Since

g : (X1, δ
∗
1) → (X2, δ

∗
2) is a proximity mapping, it can be extended to a

continuous mapping h : (X1, δ
∗
1) → (X2, δ

∗
2), where h is defined by setting

h(σ1) = σ2 = {B ∈ P (X2) : Bδ∗2g(C) for all C ∈ σ1} .

We will show that h is in fact a proximity ordered mapping and hence
continuous and increasing. Let δi be a generating quasi-proximity on Xi

(i = 1, 2) such that Aδ1B implies g(A)δ2f(B). Now, let Pδ1Q and let A
absorb h(P) and let B absorb h(Q). If possible, let Aδ2B. Let C , D ⊆ X2

be such that
Aδ2X2 − C , X2 −Dδ2B and Cδ2D .

Now A absorbs h(P) and Aδ2X2−C; therefore X2−C belongs to no cluster in
h(P) and, as g is a proximity mapping, g−1(X2−C) = X1−g−1(C) belongs
to no cluster in P, i.e. g−1(C) absorbs P. Similarly, g−1(D) absorbs Q. As
Pδ1Q, we must have g−1(C)δ1g

−1(D), which is a contradiction because g is
a proximity mapping and Cδ2D.

Further, g has a unique continuous extension; so it cannot have more
than one continuous increasing extension, and hence the uniqueness of h
follows. ♣

Now we come to the result which relates the study of quasi-proximities
to the study of compactifications of ordered spaces. Let X be an ordered
space and let X1 and X2 be two compactifications of X. If we set X1 > X2
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if and only if the identity mapping on X can be extended to a continuous
increasing mapping of X1 onto X2, then > is a partial order on the set of all
compactificatons of X. Further, the set of quasi-proximities on X is also a
partially ordered set. The following result follows directly from Theorems
3.5.5.4 and 3.5.6.2.

Theorem 3.5.6.3 Given a completely regular ordered space (X, τ,6), the
Smirnoff ordered compactification defines an order isomorphism of the set
{δi : i ∈ I} of compatible quasi-proximities on X onto the set {Xi : i ∈ I}
of the Smirnoff ordered compactifications of X.

We conclude this subsection by giving three results which are analogous
of well-known results on proximity spaces and which can be proved using
the Smirnoff compactification as constructed above.

Theorem 3.5.6.4 Let (X, δ∗,6) be a proximity ordered space. Then, for
every generating quasi-proximity δ, there follows that

AδB if and only if there exists a proximity ordered mapping
f : X → [0, 1] such that g(A) = 1 , g(B) = 0 .

Theorem 3.5.6.5 Let A be any subspace of a proximity ordered space
(X, δ∗, 6) and let g : A → [0, 1] be a proximity ordered mapping. Then
g can be extended to a proximity ordered mapping h : X → [0, 1].

Proof : First we will apply Theorem 3.5.6.2 to extend g to g̃ : A → [0, 1].
Next we will apply Corollary 3.5.1.4 to extend g̃ to h : X → [0, 1]. Now,
using Theorem 3.5.5.6 the required mapping h = h|X follows. ♣

Theorem 3.5.6.6 Let (X, τ,6) be a normally ordered space and let δ be a
compatible quasi-proximity on X. Then the following assertions are equiva-
lent:

(a) for subsets A , B ⊆ X, I(A) ∩D(B) = ∅ implies AδB;
(b) every real-valued continuous increasing function on X is a proximity-

order function.

Proof : The proof that (a) implies (b) is similar to that of Theorem 3.5.5.6.
To prove that (b) implies (a), we apply Theorem 3.5.6.4 ♣
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Historical and bibliographic notes

The concept of a topological quasi-ordered space was introduced by L.
Nachbin in 1948 (see [230]). In the same year L. Nachbin introduced the
concept of uniform ordered spaces (see [231], [232]). The systematic exposi-
tion of his results in theory of topological quasi-ordered and ordered spaces,
uniform quasi-ordered and ordered spaces was given in his book [233]. Theo-
rems 3.5.1.1, 3.5.1.3, 3.5.1.6, 3.5.3.1, 3.5.3.5, 3.5.3.6 and 3.5.3.7 were proved
in that book. The theorem 3.5.1.2 was proved by Z. Semadeni and H. Ziden-
berg [282]. The notion of perfectly normally ordered topological space was
introduced by the author in 1974 (see [72]). Theorems 3.5.1.4 and 3.5.1.5
were proved by the author in paper [75]. An order compactification was
introduced first by L. Nachbin in 1948 (see [230]). T. McCallion first intro-
duced the notion of an one point order compactification in paper [215]. In
this paper he proved Theorems 3.5.2.3, 3.5.2.4, Proposition 3.5.2.2 and The-
orem 3.5.2.5. Theorem 3.5.2.3 and Propositions 3.5.3.5, 3.5.3.6 and 3.5.3.7
were proved by L. Nachbin (see [233]). Proposition 3.5.3.8 was proved by
the author (see [73]). The notion of nearly uniform ordered spaces was in-
troduced by Redfield in paper [267]. All the results of subsection 5.4. were
proved in that paper. M. K. Singal and S. Lal introduced the notion of
proximity ordered space in 1976 (see [288]). All the results of subsections
5.5. and 5.6. were proved in paper [288] (see also [77]). Many other prop-
erties of topological ordered spaces, uniform ordered spaces and proximity
ordered spaces can be found in [28], [29], [55], [78], [79], [81], [127], [199],
[213], [214], [264] and [286].
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[148] Hušek, M., Topological characterizations of linearly uniformizable
spaces, Topology Appl. 15 (1983) 173-188.

[149] Iliadis, S., Fomin, S., The metod of centred systemms in the theory of
topological spaces, Russ. Math. Surveys 21 (1966), 37-62.

[150] Isbell, J. R., Uniform spaces, (Math. Surveys 12., Amer. Math. Soc.,
Providence 1964.)

[151] Isbell, J. R., On finite-dimensional uniform spaces, Pacific J. Math. 9
(1959), 107-121.

[152] Isbell, J. R., On finite-dimensional uniform spaces II, Pacific J. Math.
12 (1962), 291-302.

[153] Isbell, J. R., Uniform neighborhood retracts, Pacific J. Math. 11
(1961), 609-648.

[154] Iseki, K., Kasahara, S., On pseudo-compact and countably compact
spaces, Proc. Japan Acad. 33 (1957), 100-102.

[155] Ivanova, V. M., Ivanov, A. A., Prostranstva sme�nosti
i bikompaktnye raxireni� topologiqeskih prostranstv,
Izvesti� AN SSSR, ser. mat. 23 (1959), 613-634.

[156] Ivanova, V. M., Otnoxeni� blizosti i prostranstva zamknu-
tyh podmno�estv, Matem. sb. 65(107):1 (1964), 18-27.

[157] �rutkin, N. G., Ob obobwennyh prostranstvah blizosti,
Matem. sb. 43(85):3 (1957), 397-400.

[158] Junila, H. J. K., Neighbornets, Pacif. J. Math. 76:1 (1978), 83-108.



452 BIBLIOGRAPHY

[159] Kandil, A., On dimension theory of proximity spaces, Bull. Col. Math.
Soc. 77 (1985), 107-112.

[160] Kandil, A., On dimension theory of proximity spaces, J. Natur. Sci.
Math. 23:2 (1983), 121-130.

[161] Kandil, A., On large inductive dimension of proximity spaces, Can. J.
Math. 35:6 (1983), 961-973.

[162] Kandil, A., On proximity dimension of proximity spaces, J. Natur. Sci.
Math. 23:1 (1983), 1-8.
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radova Fil. fak. u Nǐsu, ser. Matematika 4 (1990), 79-82.
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[207] Mamuzić, Z., Koneksni prostori, (Mat. institut, POSEBNA IZDANJA
knjiga II, Beograd 1974.)

[208] Matolcsy, K., T3-closed extensions, systems of filters, proximities, Acta
Math. Hung. 45:(3-4) (1985), 237-250.

[209] Mattson, D. A., Separation relations and quasi-proximities, Math.
Ann. 171 (1967), 87-92.

[210] Mattson, D. A., A note on equimorphisms of proximity spaces, Math.
Scand. 22 (1968), 143-144.

[211] Mattson, D. A., Extensions of uniform and proximity structures,
Rocky Mountain J. Math. 6:1 (1976), 159-165.

[212] Mattson, D. A., On completions of proximity and uniform spaces, Col-
loq. Math. 38:1 (1977), 55-62.

[213] McCartan, S. D., Separation axioms for toplogical ordred spaces, Proc.
Camb. Phil. Soc. 64 (1968), 965-973.

[214] McCartan, S. D., A quotient ordered space, Proc. Camb. Phil. Soc. 64
(1968), 317-322.

[215] McCallion, T., Compactifications of ordered topological spaces, Proc.
Camb. Phil. Soc. 71 (1972), 463-473.

[216] Mordkoviq, A. G., Kriteri� korrektnosti ravnomernogo pros-
transtva, DAN SSSR 169:2 (1966). 276-279.

[217] Mordkoviq, A. G., Sistemy s malymi i prostranstva bli-
zosti, Matem. sb. 67(109):3 (1965), 474-480.

[218] Morita, K., On the simple extension of a space with respect to a unifor-
mity, I., II., III., IV., Proc. Japan Acad. 27 (1951), 65-72., 130-137.,
166-171., 632-636.



456 BIBLIOGRAPHY

[219] Mozzochi, C. J., Symmetric generalized topological structures I, Publ.
Math. Debrecen 18 (1971), 239-259

[220] Mozzochi, C. J., Symmetric generalized topological structures II, Publ.
Math. Debrecen 19 (1972), 129-143 (1973)

[221] Mozzochi, C. J., A partial generalization of a theorem of Hursch, Com-
ment. Math. Univ. Carolinae 9:1 (1968), 157-159.

[222] Mozzochi, C. J., On a uniform structure of Gal, Math. Ann. 181
(1969), 201-202.

[223] Mozzochi, C. J., A correct system of axioms for a symmetric general-
ized uniform space, Yokohama Math. J. 17 (1969), 25-28.

[224] Mozzochi, C. J., Gagrat, M. S., Naimpally, S. A., Symmetric general-
ized topological structures I, (Exposition Press Hicksville, New York)

[225] Mrówka, S. G., On the notion of completeness in proximity spaces,
Bull. L’acad. Polonaise Sci. Cl. III 4:8 (1956), 477-478.

[226] Mrówka, S. G., On the uniform convergence in proximity spaces, Bull.
L’acad. Polonaise Sci. Cl. III 5:3 (1956), 255-257.

[227] Mrówka, S. G., Axiomatic characterization of the family of all cluster
in a proximity space, Fund. Math. 48 (1960), 123-126.

[228] Mrówka, S. G., Pervin, W. J., On uniform connectedness, Proc. Amer.
Math. Soc. 15 (1964), 446-449.

[229] Murdeshwar, M. G., Naimpally, S. A., Quasi-uniform topological
spaces, (Nordhoff, Series A: Preprints of Research Papers 4:2 (1966)
pp 73.)

[230] Nachbin, L., Sur les espaces topologiques ordonnés, Comptes Rendus
de l’Academie des Sciences de Paris, 226 (1948), 381-382.

[231] Nachbin, L., Sur les espaces uniformisables ordonnés, Comptes Rendus
de l’Academie des Sciences de Paris, 226 (1948), 547.

[232] Nachbin, L., Sur les espaces uniformes ordonnés, Comptes Rendus de
l’Academie des Sciences de Paris, 226 (1948), 774-775.

[233] Nachbin, L., Topology and order, (Van Nostrand Mathematical Stud-
ies, No. 4., Van Nostrand Co., Inc., Princeton, N.J., 1965)



BIBLIOGRAPHY 457

[234] Nachman, L. J., Quotients of complete proximity spaces, Bull. Acad.
Polon. Sci., Ser. sci., math., astr. et phis. 18:1 (1970), 17-20.

[235] Nachman, L. J., Hyperspaces of proximity spaces, Math. Scand. 23
(1968), 201-213.

[236] Naimpally, S. A., Separation axioms in quasi-uniform spaces, Amer.
Math. Monthly 68 (1961), 283-284.

[237] Naimpally, S. A., Tikoo, M. L., On T1-compactifications, Pacif. J.
Math. 84:1 (1979), 183-190.

[238] Naimpally, S. A., Warrack, B. D., Proximity spaces, (Cambridge
Tracts in Mathematics and Mathematical Physics No. 59, Cambridge
Univ. Press, 1970.)

[239] Nedev, S. I., Continuous and semi-continuous σ-metric, Soviet. Math.
Dokl. 11 (1970),975-978.
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-of a proximity, 32
-uniformity, 62

R-proximity, 280
-space, 280

RC-proximity, 285
RC-regular topological space, 285
reduced extension

-of uniform space, 116
reduced extension, 100
refining family, 292
regular filter, 281
regular-closed topology, 285
regularly dense

-subset, 243
-subspace, 214

-in a space under a relation,
211

relative dimension of
completely regular space,
163

relativization of
-semi-proximity relation, 201
-semi-uniformity, 188

residual intersection, 266
restriction

-of proximity, 17

-of uniformity, 47
RI-proximity, 214

S-perfect proximity space, 168
S-proximally continuous

mapping, 254
S-proximity, 253
S-uniformity base, 293
self-conjugate topology, 314
semi

-continuous quasi
uniformity, 350

-correct uniformity, 273
-metrizable space, 292
-proximity, 192

- generated by semi-
pseudometric, 193

-induced by semi-
uniformity, 195

-space, 192
-pseudo-metrizable

-semi uniformity, 179
-space, 292

-uniform space, 177
-uniformity, 177
-uniformity generated by

collection of semi-
pseudometrics, 181

-uniformizable closure
operation, 182

separated
-LO-proximity, 238
-R-proximity, 280
-S-proximity, 253
-S-proximity spaces, 253
-S-uniformity, 294
-semi-proximity, 192

-space, 192
-sets, 11
-uniformity, 35
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separative partition, 32
sequential filter base, 90
sets

-separated by
-family of function, 72
-function, 72

-small of order, 54
Smirnoff compactification, 122
stack, 201
strict extension

-of topological space, 97
-of topology, 97

strong order, 422
strongly

-locally compact, 408
-perfect proximity space, 168

subbase
-for a semi-uniformity, 177
-for an M-uniformity, 261
-for uniformity, 37

subspace of
-semi-proximity space, 201
-semi-uniform space, 188

supremum of
-pseudo-quasi-metrics, 327
-quasi-uniformities, 317
-uniformities, 45

surrounds a set, 285
symmetric

-generalized
-uniform space, 258
-uniformity, 258

-neighbornet, 315
-uniform space, 258
-uniformity, 258

topological ordered
-space, 387
-subspace, 388

topology

-generated by the family
of pseudo-metrics, 42

-generated by the uniformity,
42

-induced by
-function family, 73

-induced by
-quasi-uniformity, 314

totally bounded
-developable space, 297
-pseudo-metric space, 54
-semi-

-pseudometric, 224
-uniformity, 221

-uniform space, 55
trace of the neighborhood

filter, 94
transitive

-(sub)base, 346
-neighbornet, 315
-quasi-uniformity, 347

transpose of a mapping, 197

ultrafilter, 86
-non-trivial, 86
-trivial, 86

uniform
-LO-proximity, 263
-collection of semi-

pseudometrics, 179
-homeomorphism of semi-

uniform spaces, 185
-isomorphism, 54
-ordered space, 410
-quasi-ordered space, 410
-space, 35
-structure , 35
-subspace, 47
-topology, 259

uniformity, 35
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-induced by function family, 73
-inductively generated, 62
-projectively generated, 59

uniformizable semi-proximity, 217
uniformly

-coarser semi-uniformity, 185
-connected uniform space, 137
-continuous

- semi-pseudometric, 179
-mapping, 50

-discrete set, 343
-finer semi-uniformity, 185

unimorphic spaces, 54
unsymmetric neighbornet, 315
upper semi-continuous

decomposition, 260

weakly
-Cauchy filter, 271
-separated sets, 11

zero-sets, 80
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(A, B) ∈ δ, 1
(A, B) 6∈ δ, 1
(B1)− (B5), 1
(C1)− (C2), 433
(L;U, V ), 164
(LID1)− (LID4), 166
(LO′), 238
(LO), 238
(M), 427
(M1)− (M8), 257
(M∗

4 ), 273
(O1)− (O7), 3
(P1)− (P4), 38
(QP1)− (QP4), 333
(QU1)− (QU2), 311
(R), 280
(RC), 285
(RI), 213
(S), 253
(SID1)− (SID4), 173
(SP1)− (SP5), 192
(SU1)− (SU2), 177
(S1)− (S6), 293
(U1)− (U5), 35
(X,U ,6), 412
(X, δ), 1
(X, δ∗, 6), 429
(X, τ,6), 387
(X, d), 292
(X,U), 35
(Y, δ|Y ), 17
(
∏

i∈I Xi,
∏

i∈I δi), 27
(
∏

i∈I Xi,
∏

i∈I Ui), 60
(τ1, τ2), 400
(X , δ∗,≺), 438
<, 1, 36, 44, 54, 313
A(P ) + B(Q), 145

A + B, 145
AδB, 1
AδB, 1
Aδ, 6
C(X), 350
C(X, ↑), 389
C∗(X), 350
C∗(X, ↑), 389
Cδ(x), 140
CB0
A0

(X), 403
D, 291
D(B), 430
D(U), 207
D∗, 291
D∗(B), 430
F, I,M , 303
G(6), 387
G∗

m, 291
Gm, 291
I(A), 430
I∗(A), 430
Nf , 80
O〈A〉, 122
Op, 288
P (X), 1
Q(δ), 344
Q(U), 318
QB(δ), 344
QB(U), 318
Qn, 152
Q∞, 152
Qδ(x), 142
Qx, 140
R0, 240
R1, 212
Rk, 89
S(U, φ), 383
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S(i, Ui), 320
S(x, ε), 325
Sn, 157
S1, 12
S2, 12
S3, 12
S4, 12
SA, 316
T (A,B), 335
UA,B, 264
UΣ′,ε, 37
UC , 348
Uσ,ε, 37
Ud,ε, 34
V , 307
Zf , 80
∆(U), 209
∆δ, 208
Γ(X), 202
Ω(X), 202
Φ(X), 202
Σ(X), 202
ΣΦ, 73
A0,A1,A2, 303
D, 291
FINE, 347
FT, 349
LF, 349
P, 199, 317
PF, 349
SC, 350
T, 39
W, 39
D, 291
P, 2
S, 37
U , 35
δ|Y , 17
δ, 1
δ-Ind X, 166

δ-dimX, 150
δ-dim∞X, 161
δ-indX, 173
δ(A), 194
δ(A), 206
δ(U), 204
δ−1, 333
δ1 > δ2, 1
δ∆(A), 209
δΦ, 73
δc, 201
δd, 292
δs, 200
δw, 201
δΣΦ

, 73
δΣ, 42
δU , 40
δUΣ

, 42
ẋ, 86
0, 422
inf{δi : i ∈ I}, 16
inf{Ui : i ∈ I}, 46
6V , 423
¿, 3
¿U , 42
F, 383
C(X, Y ), 200
F∗(X,R), 228
P(X), 199
P(X,Y ), 199
P∗(X,R), 228
U(X, Y ), 199
unifF∗(X,R), 228
A, 303
Mf (X, c), 303
N(δ,A), 193
Rb, 307
Re, 307
Rf , 303
Rh, 307
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Rr, 307
Rs, 306
ω, 336
φ(A), 405
π(δ), 265
π(L), 247
πx, 242∏

i∈I δi, 27∏
i∈I Ui, 60, 320

ψ(B), 405
sup{δi : i ∈ I}, 14
sup{Ui : i ∈ I}, 45
τ(δ), 7
τ(U), 314
τ × τ−1, 321
τ−1, 321
τ−1 × τ , 321
τΦ, 73
τδ, 6
τd, 325
τΣΦ

, 73
τΣ, 42
τU , 314
τδU , 42
τUΣ

, 42
C, 350
C(X), 350
∨iUi, 317
∧iUi, 317
X̂, 383
Û , 383
b(δ,G), 305
b(L), 247
c(G), 202
cX, 381
cδ, 334
cl(A), 249
cld(A), 389
cli(A), 389
d, 291

d(A), 387
d(A) < U , 54
d(G), 202
d× e, 326
d∗, 291
dε, 412
df (x, y), 73
e(δ,G), 305
f(δ,G), 303
f−1(U), 48
f−1(δ), 18
f2((x, y)), 185
g∗m, 291
h(δ,G), 305
i(A), 387
i(δ,G), 305
p∗m, 291
r(δ,G), 305
rd X, 163
s(A), 95
s(δ,G), 305
u(A), 194
u(δ), 194
uX, 122
uδ, 194
x ∼ y, 141
FINES , 353
FTS , 353
A0, 399
Ax

0 , 402
B, 35
B0, 399
Bx

0 , 402
B1 < B2, 313
BΣ, 38
Cx, 348
F(A), 5
FY (A), 17
G†, 207
H∨, 207
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N (τ), 80
N (x), 32
P(F), 109
U(F1), 272
U [A], 195
U∗, 313
Us, 422
U−1, 321
U1 < U2, 44
UΦ, 73
Uω, 336
Ud, 36, 325
U1δ, 264
U2δ0 , 270
U2δ, 269
UΣΦ

, 73
UΣ, 42
UA, 348
U|A×A, 343
U|Y , 46, 320
Z(τ), 80
|V |, 424
|V|, 425


