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Abstract. For a Banach space the notions of generalized Kato linear relation and the corresponding
spectrum are introduced and studied. We show that the symmetric difference between the generalized
Kato spectrum and the Goldberg spectrum of multivalued linear operators in Banach spaces is at most
countable. The obtained results are used to describe the generalized Kato spectrum of the inverse of the
left shift operator regarded as a linear relation.

1. Introduction

The generalized Kato decomposition for operators in Banach spaces was introduced by Mbekhta [26]
as an extension of the Kato decomposition which arises from the classical treatment of perturbation theory
of Kato [19]. In the last decades it has greatly benefited from the work of many authors, in particular from
the work of Mbekhta [26–28], Aiena [1], Bouamama [7], Benharrat-Messirdi [5], Jiang-Zhong [16, 17]. The
operators which satisfy this property form a class which includes many important classes of operators as
for example, the class of quasi-Fredholm, regular, Kato type, semi-Fredholm and B-Fredholm operators.

Linear relations made their appearance in Functional Analysis in J. von Neumann [30] motivated by the
need to consider adjoints of non-densely defined operators used in applications to the theory of generalized
equations [8], and also by the need to consider the inverses of certain operators used in the study of some
Cauchy problems associated with parabolic type equations in Banach spaces [12]. The investigation of
linear relations in the last years, becomes more significance since they have applications in problems in
Physics and other areas of applied mathematics. We cite some of them,

• The treatment of degenerate boundary value problems (see, for instance, [10] and the references
therein).

• The development of fixed point theory for linear relations to the existence of mild solutions of quasi-
linear differential inclusions of evolution and also to many problems of fuzzy theory, game theory and
mathematical economics, discontinuous differential equations which occur in the biological sciences,
optimal control, computing homology of operators, computer assisted proofs in dynamics and digital
imaging, ( see [18] and the references therein).
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• The applications of the spectral theory of linear relations to the study of many problems of operators
as, for example, the spectral theory of ordered pair of operators and of linear bundles. For a deeper
information on these and other applications of the spectral theory of linear relations we refer to [4]
and the references therein.

• The applications to the invariant subspace problem, see [14].

The purpose of this paper is to show that many of the results of [1] and [27] concerning to the generalized
Kato operators and the results of [16, 17] concerning the the generalized Kato spectrum of bounded operators
remain valid in the context of closed linear relations. Our paper is organized as follows: In the next section,
we set up some give some notations and present some auxiliary results which are needed in the following
sections. In section 3, we introduce and study the class of a generalized Kato linear relations. We investigate
the relationship between a generalized Kato linear relation and its adjoint and we also give a decomposition
of a generalized Kato linear relation T as an operator-like sum T = D+Q where D is a regular linear relation
and Q is an everywhere defined quasi-nilpotent operator with certain additional properties. Section 4,
contains the main results concerning the the generalized Kato spectrum of a linear relation. In particular,
we extended to the case of closed linear relations, the result concerning the symmetric difference between
the generalized Kato spectrum and the Goldberg spectrum of an operator proved by M. Benharrat and B.
Messirdi [5]. Finally, we apply the results obtained in this section to calculate the generalized Kato, regular
and Goldberg spectra of the left shift operator and its inverse regarded as a linear relation.

2. Preliminary Results

We adhered to the notation and terminology of the monographs [9] and [31]. Let E be a linear space
over K = R or C. A linear relation T or multivalued linear operator in E is any mapping having domain
D(T) a nonempty subspace of E, and taking values in the collection of nonempty subsets of E such that
T(αx1 + βx2) = αT(x1) + βT(x2) for all nonzero scalars α, β and x1, x2 ∈ D(T). For x ∈ E \ D(T) we define
Tx = ∅. With this convention, we have D(T) = {x ∈ E : Tx , ∅}. The class of all linear relations in E is
denoted by LR(E).

Let T ∈ LR(E). Then T is uniquely determined by its graph which is defined by G(T) := {(x, y) ∈ E × E :
x ∈ D(T), y ∈ Tx}. See that in the sequel we identify T with its graph. The inverse of T is the linear relation
T−1 given by G(T−1) := {(y, x) ∈ E×E : (x, y) ∈ G(T)}. The subpaces T(0), T−1(0) := N(T) and R(T) := T(D(T))
are called the multivalued part, the null space and the range of T, respectively. We say that T is an operator
if T maps the points of its domain to singletons equivalently if T(0) = {0}, injective if N(T) = {0} and T is
called surjective if R(T) = E.

For T,S ∈ LR(E) the linear relations T + S, T+̂S, T ⊕ S and ST are defined by

G(T + S) := {(x, y + z) : (x, y) ∈ G(T), (x, z) ∈ G(S)},

G(T+̂S) := {(x + u, y + v) : (x, y) ∈ G(T), (u, v) ∈ G(S)},

the last sum is direct when G(T) ∩ G(S) = {(0, 0)}. In this case we write T ⊕ S.

G(ST) := {(x, z) ∈ E × E : (x, y) ∈ G(T), (y, z) ∈ G(S) for some y ∈ E}.

It is easy to see that
D(ST) = {x ∈ D(T) : Tx ∩D(S) , ∅}.

For λ ∈ K and T ∈ LR(E), the linear relation λT is defined by

G(λT) := {(x, λy) : (x, y) ∈ G(T)},

while λ−T stands for = λI−T where I is the identity operator on E and since the product of linear relations
is clearly associative, if n ∈ Z, Tn is defined as usual with T0 = I and T1 = T. The resolvent set of T is the set

ρ(T) := {λ ∈ K : λ − T is injective and surjective },
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and the spectrum of T,
σ(T) := K \ ρ(T).

Let T ∈ LR(E), if M is a subspace of E then the restriction TM of T in M is defined by

G(TM) := G(T) ∩ (M ×M).

Note that R(TM) ⊂M andD(TM) ⊂M by definition.

Definition 2.1. Let M and N are two subspaces of a linear space E such that E = M ⊕ N (that is E = M + N and
M ∩ N = 0). We say that T ∈ LR(E) is completely reduced by the pair (M,N), denoted as (M,N) ∈ Red(T), if
T = TM ⊕ TN.

As an immediate consequence of Definition 2.1 we obtain that if (M,N) ∈ Red(T) then N(TM) + N = N(TPM)
and R(TM) = R(TPM) where PM and PN denote the projections of E onto M and N, respectively.

Lemma 2.2. [31, Lemma 2.1 and Corollary 2.2] Let M and N be subspaces of a linear space E and let T ∈ LR(E),
with (M,N) ∈ Red(T). Then, for each n ∈N we have:

(i) Tn = Tn
M ⊕ Tn

N, D(Tn) = D(Tn
M) ⊕ D(Tn

N), N(Tn) = N(Tn
M) ⊕ N(Tn

N), R(Tn) = R(Tn
M) ⊕ R(Tn

N) and Tn(0) =
Tn

M(0) ⊕ Tn
N(0).

(ii) Tn = Tn
MPM + Tn

NPN and R(Tn) = R(Tn
MPM) + R(Tn

NPN).

(iii) Tn
MPM = (TPM)n and Tn

NPN = (TPN)n.

Suppose that E is a normed space and let T ∈ LR(E). If QT denotes the quotient map from E onto E/T(0),
then it easy to see that QTT is an operator and thus we can define ‖Tx‖ := ‖QTTx‖, x ∈ D(T) and ‖T‖ := ‖QTT‖
called the norm of Tx and T respectively. We say that T is closed if its graph is a closed subspace of E × E,
continuous if ‖T‖ < ∞, bounded if T is everywhere defined and continuous, and T is called open if T−1 is
continuous equivalently if γ(T) > 0 where

γ(T) =

 +∞ if D(T) ⊂ N(T)
inf

{
‖Tx‖

dist(x,N(T)) : x ∈ D(T) \N(T)
}

otherwise.

Let M be a subspace of E and let E∗ be the dual space of E. As it is usual, M⊥ = {x∗ ∈ E∗ : x∗(M) = 0}.
Moreover, if M and N are closed linear subspaces of E then (M + N)⊥ = M⊥ ∩ N⊥. The dual relation
M⊥ + N⊥ = (M ∩N)⊥ is not always true, since (M ∩N)⊥ is always closed but M⊥ + N⊥ need not be closed.
However, a classical theorem establishes that M⊥ ∩ N⊥ is closed in E∗ if and only if M + N is closed in E,
(see [20, Theorem 4.8, Chapter IV]).

The adjoint T∗ of a linear relation T is defined by

G(T∗) = G(−T−1)⊥ ⊂ E∗ × E∗.

This means that (y∗, x∗) ∈ G(T∗) if and only if y∗(y) − x∗(x) = 0 for all (x, y) ∈ G(T). Recall that if T is a linear
relation in E then T∗ is a closed linear relation in E∗ such that

D(T∗) = {y∗ ∈ E∗ : y∗T is continuous operator }.

Note that if T is a closed linear relation in a Banach space E then R(T) is closed if and only if R(T∗) is
closed if and only if T is open and furthermore if T is everywhere defined then T is bounded. The proofs
of these properties can be found in [9, Chapter III].

The following result concerning the behaviour of the adjoint in products will be very useful in the sequel.

Lemma 2.3. Let E be a Banach space and let S,T ∈ LR(E) be closed and everywhere defined. Then

(i) (ST)∗ = T∗S∗.
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(ii) If ρ(T) , ∅, then (Tn)∗ = (T∗)n, for all n ∈N.

Proof. (i) Since D(S) = D(T) = E, we have that ST is everywhere defined so that D(ST) is a core of T (in
the sense of [9, Definition IV. 4.1]. On the other hand, since S is continous and S(0) ⊂ ST(0) we infer from
[9, Proposition II. 1. 10] and [15, Theorem 2.10] that S is (ST)-co-continuous (in the sense of [15, Definition
2.3]) and that S∗ is (ST)∗-bounded (in the sense of [15, Definition 2.7]). In this situation, it follows from [15,
Theorem 3.1] that (ST)∗ = T∗S∗.

(ii) Clearly D(Tn) = E and by virtue of [11, Lemma 3.1] one has that for all n ∈ N, Tn is closed and
hence bounded. Assume that (Tn)∗ = (T∗)n. Then by the statement (i) applied to Tn and T we obtain that
(TnT)∗ = (Tn+1)∗ = T∗(T∗)n = (T∗)n+1. Thus (ii) has been proved.

Recall that if T and S are linear relations such that T ⊂ S then S∗ ⊂ T∗. Indeed, T ⊂ S, so −T−1
⊂ −S−1,

hence G(S∗) = G(−S−1)⊥ ⊂ G(−T−1)⊥ = G(T∗).

Lemma 2.4. Let E be a Banach space and let T ∈ LR(E) be closed and everywhere defined such that (M,N) ∈ Red(T)
with TN an operator. Then

(i) The linear relations PMT, TPM, PNT and TPN are bounded, PMT = TPM and PNT = TPN.

(ii) (TPM)∗ = PN⊥T∗ = T∗PN⊥ and (TPN)∗ = PM⊥T∗ = T∗PM⊥ .

Proof. (i) Since T is everywhere defined by hypothesis it follows that D(PMT) = D(T) = E. Furthermore,
the boundedness of T and PM combined with [9, Corollary II.3.13] ensures that PMT and TPM are both
continuous.

Applying now Lemma 2.2 one has TPM(0) = T(0) = TM(0) ⊕ TN(0) = TM(0) = PMT(0) because TN is an
operator.

Let (x, y) ∈ PMT, then using again Lemma 2.2 it follows that y ∈ PMTx = PM(TMPMx + TNPNx) = TPMx,
so which shows that PMT ⊂ TPM. A combination of the above properties and [9, Exercice I. 2.14 (b)] leads
to PMT = TPM. Similarly, PNT = TPN is a bounded linear relation.

(ii) This is an immediate consequence of Lemma 2.3 (i) and the statement (i).

Let M,N be two closed linear subspaces of the Banach space E and let

δ(M,N) = sup{dist(x,N) : x ∈M, ‖x‖ = 1},

in the case that M , {0}, otherwise we define δ({0},N) = 0.
The gap between M and N is defined by δ̂(M,N) = max{δ(M,N), δ(N,M)}.
δ̂ is a metric on the set F (E) of all linear closed subspaces of E, and the convergence Mn −→ M in F (E)

is obviously defined by δ̂(Mn,M) −→ 0 as n −→ ∞ inR. Moreover, (F (E), δ̂) is a complete metric space (see
[20]).

In the rest of this section E will be a complex Banach space and T will always denote a closed linear
relation in E except where stated otherwise.

Lemma 2.5. Let λ, µ ∈ C, Then,

(i) γ(λ − T)δ(N(µ − T),N(λ − T)) ≤
∣∣∣µ − λ∣∣∣.

(ii) min{γ(µ − T), γ(λ − T)}δ̂(N(µ − T),N(λ − T)) ≤
∣∣∣µ − λ∣∣∣.

Proof. (i). The statement is trivial for λ = µ. Suppose that λ , µ, we have two cases. First, assume that
γ(λ − T) = ∞. Then D(λ − T) = D(T) = E ⊂ N(λ − T). Since λ − T is closed, by [9, Exercise II.5.16], N(λ − T)
is closed. Hence N(µ − T) ⊂ E = N(λ − T) which implies that

δ(N(µ − T),N(λ − T)) = δ(N(µ − T),E) = 0 ≤
1

γ(λ − T)

∣∣∣µ − λ∣∣∣ = 0.
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Second, γ(λ − T) < ∞. In such case

γ(λ − T) = inf
{

‖(λ − T)x‖
dist(x,N(λ − T))

: x ∈ E \N(λ − T)
}
.

If x ∈ N(µ − T) ∩N(λ − T) then (i) holds. Assume that x ∈ N(µ − T) \N(λ − T). Then

γ(λ − T)dist(x,N(λ − T)) ≤ ‖(λ − T)x‖
= ‖Qλ−T(λ − T)x‖
=

∥∥∥Qλ−T(λ − µ + µ − T)x
∥∥∥

=
∥∥∥Qµ−T(µ − T)x + Qµ−T(λ − µ)x

∥∥∥
=

∥∥∥Qµ−T(µ − T)(0) + Qµ−T(λ − µ)x
∥∥∥

≤

∣∣∣µ − λ∣∣∣ ‖x‖ ,
by [9, Proposition I.28], we infer that x ∈ N(µ−T) if and only if (µ−T)x = (µ−T)(0) and clearly (λ−T)(0) =

(µ − T)(0) = T(0). Therefore γ(λ − T)dist(x,N(λ − T)) ≤
∣∣∣µ − λ∣∣∣ ‖x‖ if x ∈ N(µ − T). Thus (i) holds.

(ii). Clearly, the inequality follows from (i) by interchanging λ and µ.

Lemma 2.6. [1, Lemma 1.34] Let M and N be two closed subspaces of E. For every x ∈ X and 0 < ε < 1 there exists
x0 ∈ X such that (x − x0) ∈M and

dist(x0,N) ≥
(
(1 − ε)

1 − δ(M,N)
1 + δ(M,N)

)
‖x0‖ . (1)

The following purely algebraic lemma helps to read Definition 2.8 below.

Lemma 2.7. [23, Lemma 3.7] Let S be a linear operator in a linear space. The following statements are equivalent:

(i) N(S) ⊆ R(Sm), for all nonnegative integer m.

(ii) N(Sn) ⊆ R(S), for all nonnegative integer n.

(iii) N(Sn) ⊆ R(Sm), for all nonnegative integers n and m.

Definition 2.8. [2, Definition 10] The linear relation T is called regular if R(T) is closed and T verifies one of the
equivalent conditions of Lemma 2.7.

Proposition 2.9. For (M,N) ∈ Red(T), T is regular if and only if both TM and TN are regular.

Proof. Let (M,N) ∈ Red(T), then Tn = Tn
M ⊕Tn

N, R(Tn) = R(Tn
M)⊕R(Tn

N) and N(Tn) = N(Tn
M)⊕N(Tn

N) for every
n ∈ N. It easy to see that T−1 is continuous if and only both T−1

M and T−1
N are continuous. So that T−1

M (resp.
T−1

N ) is continuous if and only if TM (resp. TN) is open, this is equivalent to R(TM) (resp. R(TN)) is closed.
Hence R(TM) and R(TN) are closed if and only if R(T) is closed.

The following results concerning the product of regular linear relations will be useful in the following
section.

Theorem 2.10. [2] Let T,S be two closed linear relations in E with TS = ST. If TS is regular, then both T and S are
regular.

Theorem 2.11. Let T,S be two closed linear relations in E with TS = ST and 0 ∈ ρ(S). If T is regular, then TS is
regular.

Proof. Clearly R(TS) = R(T) is closed. On other hand, proceeding by induction we obtain that (TS)n = TnSn

and since Sn is surjective it follows from [9, Proposition I.4.2 (a)] that I ⊂ SnS−n. The use of these properties
together with the hypotheses gives N(TS) = N(T) ⊂ R(Tn) ⊂ R(TnSnS−n) ⊂ R(TnSn = R((TS)n), for all
n ∈N.
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3. Generalized Kato Linear Relations in Banach Spaces

In the sequel E we be denote a complex space and T will be always an everywhere defined closed linear
relation in E having a nonempty resolvent set. Now, we introduce an important class of linear relations
which involves the concept of regularity.

Definition 3.1. T is said to be a generalized Kato linear relation, if there exists a pair of closed subspaces (M,N) of
E such that (M,N) ∈ Red(T) with TM a regular linear relation and TN is a bounded quasi-nilpotent operator ( that is
σ(TN) = {0}).

The pair (M,N) is called the generalized Kato decomposition of the linear relation T, abbreviated as GKD(M,N).

The above notion is introduced for closed operators in Hilbert space in [26], for bounded operators in
Banach spaces in [7, 16]. If we assume in the definition above that TN is nilpotent, that is, there exists d ∈N
for which (TN)d = 0. In this case T is said to be Kato linear relation of degree d.

Clearly, every regular relation is a generalized Kato linear relation with M = E and N = {0} and a
quasi-nilpotent operator has a GKD with M = {0} and N = E, as well as linear relation of Kato type, so the
class of generalized Kato linear relations contains the class of semi-Fredholm linear relations.

Theorem 3.2. Let T be a closed linear relation, everywhere defined with ρ(T) , ∅. If (M,N) is a GKD of T, then
(N⊥,M⊥) is a GKD of T∗.

Proof. Suppose that (M,N) is a GKD of T. Since E = M ⊕ N we have that E∗ = N⊥ ⊕M⊥. We shall prove
that (N⊥,M⊥) is a GKD of T∗. By [9, Proposition III.1.2], T∗ is closed. Further, both subspaces N⊥ and M⊥

are invariant under T∗. Indeed, by definition of T∗ we have that x∗ ∈ T∗y∗ if and only if y∗(y) = x∗(x) for
all (x, y) ∈ T. Let x∗ ∈ T∗y∗ for some y∗ ∈ D(T∗) ∩M⊥. Then (x, y) ∈ T = TM ⊕ TN, so (PMx,PMy) ∈ TM and
(PNx,PN y) ∈ TN, so that 0 = y∗(PMy) = x∗(PMx) which implies that x∗ ∈ M⊥. Hence T∗M⊥ ⊂ M⊥. A similar
proof for T∗N⊥ ⊂ N⊥. We claim that

T∗ = T∗PN⊥ + T∗PM⊥ = T∗N⊥ ⊕ T∗M⊥ . (2)

From the decomposition T = TM ⊕ TN, by Lemma 2.2 (i)-(ii), we obtain that T = TPM + TPN, since TPM
and TPN are bounded, [9, Proposition III.1.5 (b)] asserts that T∗ = (TPM)∗ + (TPN)∗ and therefore, by
Lemma 2.4, T∗ = T∗PN⊥ + T∗PM⊥ . Now, let (y∗, x∗) ∈ T∗PN⊥ + T∗PM⊥ , then (y∗, x∗) = (y∗,u∗ + v∗) with
(y∗,u∗) ∈ T∗PN⊥ and (y∗, v∗) ∈ T∗PM⊥ , so (PN⊥y∗,u∗) ∈ T∗ and (PM⊥y∗, v∗) ∈ T∗ and by the definition of T∗

we have that PN⊥y∗(PN y) = u∗(PNx) and PM⊥y∗(PMy) = v∗(PMx) for all (x, y) ∈ T. Hence u∗(PNx) = 0 and
v∗(PMx) = 0 so that u∗ ∈ N⊥ and v∗ ∈ M⊥. Therefore (PN⊥ y∗,u∗) ∈ T∗N⊥ and (PM⊥y∗, v∗) ∈ T∗M⊥ so that
(y∗, x∗) = (PN⊥y∗ + PM⊥y∗,u∗ + v∗) ∈ T∗N⊥ ⊕ T∗M⊥ . Therefore, T∗PN⊥ + T∗PM⊥ ⊂ T∗N⊥ ⊕ T∗M⊥ . Now if we apply the
Lemma 2.2 to T∗ and (N⊥,M⊥), we deduce that

T∗N⊥ ⊕ T∗M⊥ = T∗N⊥PN⊥ + T∗M⊥PM⊥ = T∗PN⊥ + T∗PM⊥ .

Therefore (2) holds.

T∗N⊥ is regular. (3)

We first show that R(T∗N⊥ ) is closed. Since TM is regular by hypothesis we have that the closed linear relation
TPM has closed range equivalently R((TPM)∗) is closed. This last property together with Lemma 2.4 leads
to R(T∗N⊥ ) is closed. It only remains to see that N(T∗nN⊥ ) ⊂ R(T∗nN⊥ ) for all n ∈ N. It follows from Lemma 2.3
and [9, Proposition III.1.4 (a)] and [9, Lemma III.3.5] that

N((T∗)n
N⊥ ) = N((T∗)n) ∩N⊥ = N((Tn)∗) ∩N⊥

= R(Tn)⊥ ∩N⊥ = (R(Tn) + N)⊥.

On the other hand, one deduces from Lemma 2.4 together with the fact that R((TPM)∗) is closed and [9,
Proposition III.4.6 ] that

R(T∗N⊥ ) = R(T∗PN⊥ ) = R((TPM)∗) = N(TPM)⊥ = (N(TM) + N)⊥.
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and now the regularity of TM allow us to infer that N(TM) + N ⊂ R(Tn
M) + N ⊂ R(Tn) + N, and hence

(R(Tn) + N)⊥ ⊂ (N(TM) + N)⊥. Therefore (3) holds.

T∗M⊥ is a bounded quasi-nilpotent operator. (4)

T∗M⊥ is an operator. Since T is everywhere defined we have that T∗(0) = D(T)⊥ = {0} and thus it follows
trivially from (2) that T∗M⊥ (0) = {0} equivalently T∗M⊥ is an operator.
D(T∗M⊥ ) = M⊥. Since T is continuous we have by [9, Proposition III.4.6 ] that D(T∗) = T(0)⊥, so that it

follows from Lemma 2.2 that

D(T∗M⊥ ) = D(T∗) ∩M⊥ = T(0)⊥ ∩M⊥

= TM(0)⊥ ∩M⊥ ( as TN is an operator)
= (TM(0) ∩M)⊥ = M⊥.

T∗M⊥ is continuous. Since T is continuous one deduces from [9, Corollary III.1.13 ] that T∗ is also continuous
and hence T∗M⊥ is continuous.

T∗M⊥ is quasi-nilpotent. Indeed, as an immediate consequence of Lemma 2.2 and (2) we obtain that
σ(TN) = σ(TPN) and σ(T∗M⊥ ) = σ(T∗PM⊥ ) which implies that {0} = σ(TN) = σ(TPN) = σ((TPN)∗). Since
σ((TPN)∗) = σ(T∗PM⊥ ) by [9, Proposition VI.1.11], now by Lemma 2.4 we conclude that σ(T∗PM⊥ ) = {0}. The
proof is completed.

A proof of this theorem for bounded operators can be found in [1, Theorem 1.43].

Lemma 3.3. Let T be a closed linear relation in E. If T is a generalized Kato relation then T(M∩D(T)) + N is closed
for every GKD(M,N) of T.

Proof. By the same way of the proof of Lemme 2.3 in [27].

Theorem 3.4. If T is a generalized Kato relation then there exist two linear relations D and Q in E such that:

1. T = D + Q and G(QD) = D(T) × {0}, G(DQ) = E × T(0).
2. The restriction of D on R(D) is a regular relation.
3. Q is an everywhere defined quasi-nilpotent operator.

Proof. If T is regular we take D = T and Q = 0 and if T is quasi-nilpotent we take D = 0 and Q = T. Now
suppose that T is not regular neither quasi-nilpotent, which admits a GKD(M,N), let PM be the projection of
E onto M along N and PN be the projection of E onto N along M. Let D = TPM and Q = TPN. The relations
D and Q are closed linear relations. It follows that

D + Q = TPM + TPN = T,

Now, let (x, y) ∈ QD, so tht (x, z) ∈ D and (z, y) ∈ Q for some z ∈ E. Then, by definition, (PMx, z) ∈ TM and
(PNz, y) ∈ TN. Clearly PMx ∈ D(T), so that x = PMx + PNx ∈ D(T), and the fact that N ⊂ D(T), we have
z ∈ M, so PMz = 0 and consequently, y = 0. Hence QD ⊂ D(T) × {0}. To show the converse inclusion, let
(x, 0) ∈ D(T) × {0}. Then PMx ∈ D(T), so that (PMx, z) ∈ TM for some z ∈ E, hence (x, z) ∈ D. Furthermore,
(z, 0) ∈ T as (PNz, 0) ∈ TN. Thus it follows thatD(T)×{0} ⊂ QD, thus the equality QD = D(T)×{0} is proved.
Let us prove that DQ = E × T(0). Let (x, y) ∈ DQ, by definition, (x, z) ∈ Q and (z, y) ∈ D for some z ∈ E.
Then (PNx, z) ∈ TN and (PMz, y) ∈ TN, since z ∈ N, we have PMz = 0. Therefore, y ∈ TM(0) = T(0). Hence
DQ ⊂ E × T(0). Conversely, let (x, y) ∈ E × T(0). Then PNx ∈ N, so that (PNx, z) ∈ TN for some z ∈ E. This
implies (PMz, y) = (0, y) ∈ TM. Thus (x, z) ∈ T, (z, y) ∈ D, so that (x, y) ∈ DQ. Hence E × T(0) ⊂ DQ.

On other hand, since N(D) = (M ∩N(T)) + N we have then

M ∩N(D) = M ∩N(T) = N(TM).
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We claim that that R(Tn
M) ⊆ R(Dn) for all n ≥ 1. In fact let y ∈ R(Tn

M), then there exists x ∈ D(Tn) ∩M such
that y ∈ Tnx, so y ∈ TnPMx = (TPM)nx = Dnx and hence R(Tn

M) ⊆ R(Dn) for all n ≥ 1. From this inclusion and
the regularity of TM we have R(D) is closed and

R(D) ∩N(D) ⊆M ∩N(D) ⊆ R(Tn
M) ⊆ R(Dn),

for all n ≥ 1, and hence DR(D) is a regular relation.
Finally, if we take into account that TPN is quasi-nilpotent, we conclude that Q is quasi-nilpotent.

Theorem 3.5. If T is a generalized Kato linear relation, then there exists an open disc D(0, ε) for which λ − T is
regular for all λ ∈ D(0, ε) \ {0}.

Proof. If M = {0}, precisely, T is quasi-nilpotent, then for all 0 , λ ∈ C, λ − T is invertible, hence λ − T is
regular. Now assume that M , {0} and (M,N) is a GKD of T, so (λ − T) = (λ − T)M ⊕ (λ − T)N. Since TM
is regular then R(TM) is closed and we have γ(TM) > 0. Then by [2, Theorem 23], there exists ν > 0 such
that (λ − T)M is regular for all |λ| < ν. As TN is quasi-nilpotent, we know that (λ − T)N is invertible for all
0 , λ ∈ C, obviously (λ − T)N is regular. By Proposition 2.9, λ − T is regular for all λ ∈ D(0, ν) \ {0}.

Remark 3.6. For operators the above Theorem 3.5 is proved in [16, Theorem 2.2].

4. Generalized Kato Spectrum of Linear Relation

For the linear relation T, let us define the regular spectrum, the Kato spectrum and the generalized Kato
spectrum as follows respectively:

σre1(T) := {λ ∈ C : λ − T is not regular},

σk(T) := {λ ∈ C : λ − T is not Kato linear relation},

σ1k(T) := {λ ∈ C : λ − T is not generalized Kato linear relation}.

We have

σ1k(T) ⊆ σk(T) ⊆ σse(T).

As a straightforward consequence of Theorem 3.5, we easily obtain the following theorem.

Theorem 4.1. σ1k(T) is a closed subset of C. Moreover, σre1(T) \ σ1k(T) and σk(T) \ σ1k(T) are at most countable.

Proposition 4.2. Assume that 0 ∈ ρ(T). Then λ ∈ σi(T) if and only if λ , 0 and λ−1
∈ σi(T−1) for i = 1k, k.

Proof. By [3, Proposition 4.1.], we have

λ − T = −λ(λ−1
− T−1)T.

Since 0 ∈ ρ(T) and T commutes with (λ−1
− T−1), it follows from Theorems 2.10 and 2.11 that (λ−1

− T−1)M
is regular if and only if (λ − T)M is regular and (λ−1

− T−1)N is quasi-nilpotent (resp. nilpotent) if and only
if (λ − T)N is quasi-nilpotent (resp. nilpotent). This is equivalent to the statement of the Theorem.

Note that most of the classes of linear relations, for example in Fredholm theory, require that the linear
relations have closed ranges. Thus it is natural to consider the Goldberg spectrum or closed-range spectrum
of the linear relation T, as in the case of operators, as follows

σec(T) = {λ ∈ C ; R(λ − T) is not closed}.
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Note that the Goldberg spectrum spectrum is a part of the regular spectrum has not good properties even
for bounded operators T (see [6, p. 7-8]). However, the spectrum σec(T) can be used to obtain informations
on the location in the complex plane of the various types of essential spectra, Fredholm, Weyl and Browder
spectra etc..., for large classes of linear operators arising in applications. For example, integral, difference,
and pseudo-differential operators (see [13] and the references therein).

Motivated by the relation between the generalized Kato spectrum and the Goldberg spectrum, in [5]
M. Benharrat and B. Messirdi proved that the symmetric difference between them is at most countable.
Now, we study this relation in the case of multivalued linear operators which admit a generalized Kato
decomposition in Banach spaces. We begin with the following preparatory result proved in [3, Theorem
3.1] which is crucial for our purposes.

Theorem 4.3. For α a nonzero positive real number, let

R(α) = {λ ∈ C ; γ(λ − T) ≥ α}.

Then

(i) For all α > 0, R(α) is closed.

(ii) If λ0 is an accumulation point of R(α), then λ0 − T is regular.

Proposition 4.4. If λ ∈ σec(T) is non-isolated point then λ ∈ σ1k(T).

Proof. Let λ ∈ σec(T) be a non-isolated point. Assume that λ − T is a generalized Kato linear relation. Then
by Theorem 3.5 there exists an open discD(λ, ε) such that µ − T is regular inD(λ, ε) \ {λ}, so that R(µ − T)
is closed for all µ ∈ D(λ, ε) \ {λ}. This contradicts our assumption that λ is a non-isolated point.

Theorem 4.5. The symmetric difference σ1k(T)∆σec(T) is at most countable.

Proof. We have
σ1k(T)∆σec(T) = (σ1k(T) ∩ (C \ σec(T))) ∪ (σec(T) ∩ (C \ σ1k(T))).

From Proposition 4.4 the set σec(T) \ σk(T) is at most countable, we have C \ σec(T) =
⋃
∞

m=1 R( 1
m ) and

σ1k(T) ∩ (C \ σec(T)) =

∞⋃
m=1

(σ1k(T) ∩ R(
1
m

)).

To finish the proof we prove that the set σ1k(T)∩R( 1
m ) is at most countable. Let λ0 be a non-isolated point of

σ1k(T) ∩ R( 1
m ). Then there exists (λn)n ⊂ σ1k(T) ∩ R( 1

m ) such that λn → λ0, by Theorem 4.3 λ0 − T is regular,
hence λ0 < σ1k(T). This contradicts that σ1k(T) is closed.

The above results are now applied to obtain the generalize Kato, Kato, regular and Goldberg spectra of a
linear relation.

Example 4.6. Let E = `2 be the Hilbert space of all square summable complex sequences

x = (xn)n = (x1, x2, . . .),

indexed by the a nonnegative integers, with the norm associated with the usual inner product 〈., .〉. We define the
right shift operator A and the left shift operator B in `2 by

A(x1, x2, . . .) = (0, x1, x2, . . .)

and
B(x1, x2, . . .) = (x2, x3, . . .).

We know that ‖A‖ = ‖B‖ = 1, σ(A) = σ(B) = D = {λ ∈ C; |λ| ≤ 1} and B = A∗, where A∗ is the operator defined by

G(A∗) = {(0,u) ∈ `2
× `2 : 〈u, x〉 =

〈
u, y

〉
for all (x, y) ∈ `2

× `2
}.

Furthermore, N(B) = span{e1} and R(B) = `2, so that B−1 is a linear relation with D(B−1) = R(B) = `2, R(B−1) =
D(B) = `2 and N(B−1) = B(0) = {0}. Hence B−1 is a closed linear relation and 0 ∈ ρ(B−1). We shall prove that



M. Benharrat et al. / Filomat 31:5 (2017), 1129–1139 1138

Theorem 4.7. We have

(i) σre1(B) = σ1k(B) = σk(B) = σec(B) = S = {λ ∈ C; |λ| = 1},

(ii) σre1(B−1) = σ1k(B−1) = σk(B−1) = σec(B−1) = S.

To this end, we need the following result.

Proposition 4.8. [3, Corollary 4.10.] Assume that 0 ∈ ρ(T). Then, if λ , 0

(i) λ ∈ σec(T) if and only if λ−1
∈ σec(T−1),

(ii) λ ∈ σre1(T) if and only if λ−1
∈ σre1(T−1).

Proof. [Proof of Theoerem 4.7] (i) We have 0 < σre1(B), 0 < σec(B), N(B) = span{e1} and R(B) = `2. Let
0 < |λ| < 1, then for 1

|λ| > 0, λ−1
− A is an isomorphism and since

λ − B = λBA − B = λB(A − λ−1),

we deduce that R(λ − B) = R(B) = `2 and N(λ − B) = N(B) = span{e1} if 0 < |λ| < 1. Hence R(λ − B) is closed
and λ − B is regular if 0 < |λ| < 1, so that σre1(B) and σec(B) are contained in {λ ∈ C; |λ| ≥ 1} ∩ σ(B) = S.
Conversely, it is clear that S = ∂σ(B) ⊂ σre1(B), where ∂σ(B) is the boundary of σ(B), hence σre1(B) = S. Since
B is regular if and only if B∗ = A is regular (see, for example [1, Theorem 1.19]), we have λ ∈ σre1(B) if and
only if λ ∈ σre1(B∗). This implies that σre1(A) = S. Further, we note that if |λ| = 1 then λ − A is injective, this
and the fact that σre1(A) = S implies that R(λ−A) is not closed if |λ| = 1, equivalently R((λ−A)∗) = R(λ− B)
is not closed if |λ| = 1. Consequently σec(B) = S.

On the other hand, it is clear that σ1k(B) ⊂ σk(B) ⊂ σre1(B) = S. Conversely, σec(B) = S so that ∂σec(B) = S
and if λ ∈ ∂σec(B) then λ is non-isolated and it follows from Proposition 4.4 that λ ∈ σ1k(B). Hence
σ1k(B) = σk(B) = S.

(ii) B−1 is an everywhere defined closed linear relation such that 0 ∈ ρ(B−1). Then the use of Proposition
4.8 together with (i) ensures that σre1(B−1) = σec(B−1) = S. Further, it is clear that σ1k(B−1) ⊂ σk(B−1) ⊂
σre1(B−1) = S. The converse inclusion follows now from Proposition 4.4. The proof is completed.

Remark 4.9. The preceding Theorem 4.7 shows that the generalized Kato spectrum of a linear relation may be a
proper subset of its spectrum. However, we see in [17, Example 3.14] that an operator may have a generalized Kato
spectrum that coincides with the whole spectrum. In contrast, it is not difficult to find examples of operators having
empty generalized Kato spectrum. For example, a quasi-nilpotent operator and the operator T on `2 defined by

T(x1, x2, . . .) = (0, x1, 0,
1
3

x2, . . .).

We also note that if T is a Riesz operator (that is, λ − T is Fredholm for every 0 , λ ∈ K ) has infinite points in σ(T),
then σ1k(T) = {0} (see, [17] for details).
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[7] W. Bouamama, Opérateurs pseudo-Fredholm dans les espaces de Banach, Rend. Circ. Math. Palermo, Série II, LIII (2004) 313–324.



M. Benharrat et al. / Filomat 31:5 (2017), 1129–1139 1139

[8] E. A. Coddington, Multivalued operators and boundary value problems, Lecture Notes in Math. 183, Springer-Verlag, Berlin,
1971.

[9] R. W. Cross, Multivalued linear operators. Marcel Dekker, New-York, 1998.
[10] R. W. Cross, A. Favini, A. Yakukov, Perturbations results for multivalued linear operators. Progr. Nonlinear Differential Equations

Appl. 80 (2011) 111–130.
[11] F. Fakhfakh, M. Mnif, Perturbation theory for lower semi-Browder multivalued linear operators, Publ. Math. Debrecen, 78 (2011)

595–606.
[12] A. Favini, A.Yagi, Multivalued linear operators and degenerate evolution equations. Ann. Mat. Pura Appl. 163(4) (1993) 353–384.
[13] S. Goldberg, Unbounded Linear Operators, McGraw-Hill, New-York, 1966.
[14] D. Grixti-Cheng, The invariant subspace problem for linear relations on Hilbert spaces. J. Austr. Math. Anal. Appl. 5 (2008) 1–7.
[15] J. J. Jaftha, The conjugate of a product of linear relations, Comment. Math. Univ. Carolin. 47 (2006) 265-273.
[16] Q. Jiang, H. Zhong, Generalized Kato decomposition, single-valued extension property and approximate point spectrum, J.

Math. Anal. Appl. 356 (2009) 322–327.
[17] Q. Jiang , H. Zhong, Components of generalized Kato resolvent set and single-valued extension property, Front. Math. China. 7

(4) (2012) 695–702.
[18] T. Kaczynski, Multivalued maps as tool in modeling and rigorous numerics, J. Fixed Point Theory Appl. 4 (2008) 151–176.
[19] T. Kato, Perturbation theory for nullity, deficiency and other quantities of linear operators, J. Anal. Math. 6 (1958) 261–322.
[20] T. Kato, Perturbation theory for linear operators, Springer-Verlag, New York, (1966).
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525–543.
[30] J. von Neumann, Functional Operators, Vol. 2, The Geometry of Orthogonal Spaces, Ann. of Math. Stud., Princeton University

Press, Princeton, 1950.
[31] A. Sandovici, H. S. V. de Snoo, H. Winker, Ascent, descent, nullity, defect and related notions of linear relations in linear spaces,

Lin. Alg. Appl. 423 (2007) 456–497.


