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Abstract. In this paper we consider cyclic $(s – q)$-Dass-Gupta-Jaggi type contractive mapping in $b$-metric like spaces. By using our new approach for the proof that one Picard’s sequence is Cauchy in the context of $b$-metric-like space, our results generalize, improve and complement several results in the existing literature. Moreover, we showed that the cyclic type results of Kirk et al. are equivalent with the corresponding usual fixed point ones for Dass-Gupta-Jaggi type contractive mappings. Finally, some examples are presented here to illustrate the usability of the obtained theoretical results.

1. Introduction and preliminaries

Let $X$ be a nonempty set and $f : X \to X$ a self-mapping of it. A solution to an equation $fx = x$ is called a fixed point of $f$. Results dealing with the existence and construction of a solution to an operator equation $fx = x$ form the part of so-called Fixed Point Theory. It is well known that the Banach contraction principle [9] is one of the most important and attractive results in nonlinear analysis and in mathematical analysis in general. Also, the whole fixed point theory is a significant subject in different fields like geometry, differential equations, informatics, physics, economics, engineering, etc. After the existence of the solutions is guaranteed, the numerical methodology will be established in order to obtain an approximated solution to the fixed point problem.

Fixed point of functions depend heavily on the considered spaces that are defined using intuitive axioms. In particular, generalized variants of standard metric spaces are proposed. This paper is organized as follows. First we present definitions and basic notions of some known generalized metric spaces: partial-metric, metric-like, $b$-metric, partial $b$-metric and $b$-metric-like spaces. Afterwards we give a process diagram, where arrows stand for inclusions, while inverse inclusions do not hold. Eventually we show the proof to the theorem which consists of our main result obtained in this paper.
We shall present now some definitions and basic notions of generalized metric spaces.

**Definition 1.1.** [27] Let $X$ be a nonempty set. A mapping $p : X \times X \to [0, +\infty)$ is said to be a $p$-metric if the following conditions hold for all $u, v, w \in X$:

1. $u = v$ if and only if $p(u, u) = p(u, v) = p(v, v)$;
2. $p(u, u) \leq p(u, v)$;
3. $p(u, v) = p(v, u)$;
4. $p(u, v) \leq p(u, w) + p(w, v) - p(w, w)$.

Then, the pair $(X, p)$ is called a partial metric space.

**Definition 1.2.** [19] Let $X$ be a nonempty set. A mapping $\sigma : X \times X \to [0, +\infty)$ is said to be metric-like if the following conditions hold for all $u, v, w \in X$:

1. $\sigma(u, v) = 0$ implies $u = v$;
2. $\sigma(u, v) = \sigma(v, u)$;
3. $\sigma(u, w) \leq \sigma(u, v) + \sigma(v, w)$.

In this case, the pair $(X, \sigma)$ is called a metric-like space.

**Definition 1.3.** [8, 12] Let $X$ be a nonempty set and $s \geq 1$ a given real number. A mapping $b : X \times X \to [0, +\infty)$ is called a $b$-metric on the set $X$ if the following conditions hold for all $u, v, w \in X$:

1. $b(u, v) = 0$ if and only if $u = v$;
2. $b(u, v) = b(u, v)$;
3. $b(u, w) \leq s \left[ b(u, v) + b(v, w) \right]$.

In this case, the pair $(X, b)$ is called a $b$-metric space (with the constant $s \geq 1$).

**Definition 1.4.** [40, 49] Let $X$ be a nonempty set and $s \geq 1$. A mapping $p_b : X \times X \to [0, +\infty)$ is called a $p_b$-metric on the set $X$ if the following conditions hold for all $u, v, w \in X$:

1. $u = v$ if and only if $p_b(u, u) = p_b(u, v) = p_b(v, v)$;
2. $p_b(u, u) \leq p_b(u, v)$;
3. $p_b(u, v) = p_b(v, u)$;
4. $p_b(u, v) \leq s \left[ p_b(u, w) + p_b(w, v) \right] - p_b(w, w)$.

Then, the pair $(X, p_b)$ is called a partial $b$-metric space.

**Definition 1.5.** [4] Let $X$ be a nonempty set and $s \geq 1$. A mapping $b_\sigma : X \times X \to [0, +\infty)$ is called a $b$-metric-like on the set $X$ if the following conditions hold for all $u, v, w \in X$:

1. $b_\sigma(u, v) = 0$ implies $u = v$;
2. $b_\sigma(u, v) = b_\sigma(v, u)$;
3. $b_\sigma(u, w) \leq s \left[ b_\sigma(u, v) + b_\sigma(v, w) \right]$.

In this case, the pair $(X, b_\sigma)$ is called a $b$-metric-like space with the coefficient $s \geq 1$.

Now, we give the process diagram of the classes of generalized metric spaces which were introduced earlier:

- Metric space $\rightarrow$ Partial metric space $\rightarrow$ Metric-like space
- $b$-Metric space $\rightarrow$ Partial $b$-metric space $\rightarrow$ $b$-Metric-like space

For more details on other generalized metric spaces see [2]-[38].

The next proposition helps us to construct some more examples of $b$-metric (resp. partial $b$-metric, $b$-metric-like) spaces.

**Proposition 1.6.** ([14], Proposition 1.) Let $(X, d)$ (resp. $(X, p)$, $(X, \sigma)$) be a metric (resp. partial metric, metric-like) space and $b(u, v) = d(u, v)^k$ (resp. $p_b(u, v) = (p(u, v))^k$, $b_\sigma(u, v) = (\sigma(u, v))^k$), where $k > 1$ is a real number. Then $b$ (resp. $p_b, b_\sigma$) is $b$-metric (resp. partial $b$-metric, $b$-metric-like) with the coefficient $s = 2^{k-1}$. 
Proof. The proof follows from the fact that
\[ \alpha^k + \beta^k \leq (\alpha + \beta)^k \leq (\gamma + \delta)^k \leq 2^{k-1} (\alpha^k + \delta^k), \]
for all nonnegative \( \alpha, \beta, \gamma, \delta \) with \( \alpha + \beta \leq \gamma + \delta. \]

It is clear that each metric-like space, i.e. each partial b-metric space, is a b-metric-like space, while the converse is not true. For more such examples and details see [4]-[7], [15], [17]-[20], [27], [29]-[37], [40]-[42], [49], [50] and [52].

The definitions of convergent and Cauchy sequences are formally the same in partial metric, metric-like, partial b-metric and b-metric like spaces. Therefore, we give only the definition of convergence and Cauchyness of the sequences in b-metric-like space. Also, these two notions are formally the same in metric and b-metric spaces.

**Definition 1.7.** [4] Let \( \{r_n\} \) be a sequence in a b-metric-like space \((X, b)\) with the coefficient \(s\). Then

(i) The sequence \(\{r_n\}\) is said to be convergent to \(r\) if \(\lim_{n \to \infty} b(r_n, r) = b(r, r)\);

(ii) The sequence \(\{r_n\}\) is said to be \(b\)-Cauchy in \((X, b)\) if \(\lim_{n,m \to \infty} b(r_n, r_m)\) exists and is finite;

(iii) One says that a b-metric-like space \((X, b)\) is \(b\)-complete if for every \(b\)-Cauchy sequence \(\{r_n\}\) in \(X\) there exists an \(r \in X\) such that \(\lim_{n,m \to \infty} b(r_n, r_m) = b(r, r) = \lim_{n \to \infty} b(r_n, r)\).

**Remark 1.8.** ([14], Remark 1.) In a b-metric-like space the limit of a sequence need not be unique and a convergent sequence need not be a \(b\)-Cauchy sequence (see Example 7. in [17]). However, if the sequence \(\{r_n\}\) is \(b\)-Cauchy with \(\lim_{n,m \to \infty} b(r_n, r_m) = 0\) in the \(b\)-complete b-metric-like space \((X, b)\) with the coefficient \(s \geq 1\), then the limit of such a sequence is unique. Indeed, in such a case if \(r_n \to r (b(r_n, r) \to b(r, r))\) as \(n \to \infty\) we get that \(b(r, r) = 0\). Now, if \(r_n \to r_1\) and \(r_n \to r_2\) where \(r_1 \neq r_2\), we obtain that:

\[
\frac{1}{s} b(r_1, r_2) \leq b(r_1, r_n) + b(r_n, r_2) \to b(r_1, r_1) + b(r_2, r_2) = 0 + 0 = 0. \tag{1}
\]

From (b,1) it follows that \(r_1 = r_2\), which is a contradiction. The same is true as well for partial metric, metric like and partial b-metric spaces.

The next definition and the corresponding proposition are important in the context of fixed point theory.

**Definition 1.9.** [11] The self-mappings \(f, g : X \to X\) are weakly compatible if \(f(g(x)) = g(f(x))\), whenever \(f(x) = g(x)\).

**Proposition 1.10.** [11] Let \(f\) and \(g\) be weakly compatible self-maps of a nonempty set \(X\). If they have a unique point of coincidence \(v = f(u) = g(u)\), then \(v\) is the unique common fixed point of \(f\) and \(g\).

In this paper we shall use the following result to prove that certain Picard sequences are Cauchy. The proof is completely identical with the corresponding one in [23] (see also [42]).

**Lemma 1.11.** Let \(\{r_n\}\) be a sequence in a b-metric-like space \((X, b)\) with the coefficient \(s \geq 1\) such that

\[
b(r_n, r_{n+1}) \leq \mu b(r_{n-1}, r_n) \tag{2}
\]

for some \(\mu, 0 \leq \mu < \frac{1}{s}\), and each \(n = 1, 2, \ldots\). Then \(\{r_n\}\) is a \(b\)-Cauchy sequence in \((X, b)\) such that \(\lim_{n,m \to \infty} b(r_n, r_m) = 0\).

**Remark 1.12.** It is worth noticing that the previous lemma holds in the context of b-metric-like spaces for each \(\mu \in [0, 1)\). For more details see [3, 49].

Otherwise, in some papers many authors for the proof that certain Picard sequence is a Cauchy often use one of the next lemmas:
Lemma 1.13. [50] Let \( (r_n) \) be a sequence on a complete \( b \)-metric-like space \( (X, b) \) with the coefficient \( s \geq 1 \) such that
\[
\lim_{n \to \infty} b_\sigma (r_n, r_{n+1}) = 0.
\] (3)
If \( \lim_{n \to \infty} b_\sigma (r_n, r_m) \neq 0 \), there exists \( \varepsilon > 0 \) and two sequences \( \{n_k\}_{k=1}^{\infty}, \{n_i\}_{k=1}^{\infty} \) of positive integers with \( n_k > m_k > k \) such that
\[
b_\sigma (r_m, r_{m_k}) \geq \varepsilon, \quad b_\sigma (r_{m_k}, r_{m_{k-1}}) < \varepsilon, \quad \frac{\varepsilon}{s^2} \leq \limsup_{k \to \infty} b_\sigma (r_{m_{k-1}}, r_{m_{k-1}}) \leq \varepsilon s,
\] (4)
\[
\frac{\varepsilon}{s} \leq \limsup_{k \to \infty} b_\sigma (r_{m_k}, r_{m_{k-1}}) \leq \varepsilon, \quad \frac{\varepsilon}{s} \leq \limsup_{k \to \infty} b_\sigma (r_{m_k}, r_{m_{k-1}}) \leq \varepsilon s^2.
\] (5)

Lemma 1.14. [34] Let \( (X, \sigma) \) be a metric-like space and let \( (r_n) \), \( n \in \mathbb{N} \) be a sequence in \( X \) such that \( \lim_{n \to \infty} \sigma (r_n, r_{n+1}) = 0 \). If \( \lim_{n \to \infty} \sigma (r_n, r_m) \neq 0 \), then there exists \( \varepsilon > 0 \) and two sequences \( \{n_k\} \) and \( \{m_k\} \) of positive integer numbers with \( n_k > m_k > k \) such that the limit of all of the sequences is \( \lim_{n \to \infty} \sigma (r_{n_k}, r_{m_k}) = \varepsilon^* \).

In the sequel we give the definitions of known notions in existing literature as well as some known results.

- First, let \( X \neq \emptyset \). A mapping \( f : X \to X \) is said to be an \( \eta \)-admissible mapping if \( \eta (u, v) \geq 1 \) implies \( \eta (fu, fv) \geq 1 \), for all \( u, v \in X \) and \( \eta : X \times X \to [0, \infty) \).
- Further, let \( \Phi \) refers to the class of all functions \( \phi : [0, +\infty) \to [0, +\infty) \), satisfying the following conditions:
  (1) \( \phi \) is non-decreasing and continuous;
  (2) \( \lim_{t \to \infty} \phi (t) = 0 \) for all \( t > 0 \).

It is clear that (2) implies \( \phi (t) < t \) for each \( t > 0 \).

- Let \( (X, b) \) be a \( b \)-metric-like space, \( l \in \mathbb{N} \), \( A_1, A_2, \ldots, A_l \) are \( b \)-closed subsets of \( X, Y = \bigcup_{i=1}^{l} A_i \) and \( \eta : X \times Y \to [0, +\infty) \) be a given mapping. The mapping \( f : Y \to Y \) is called a cyclic \( \eta^0 \)-rational contractive if

(a) \( f(A_j) \subseteq A_{j+1}, \ j = 1, 2, \ldots, l, \ \text{where} \ A_{l+1} = A_1 \),

(b) for any \( u \in A_i \) and \( v \in A_i+1, i = 1, 2, \ldots, l \), such that \( \eta (u, fu) \cdot \eta (v, fv) \geq 1 \), we get
\[
2s b_\sigma (fu, fv) \leq \phi (N (u, v)),
\] (7)
for all \( q > 1 \) where
\[
N (u, v) = \max \left\{ b_\sigma (u, v), b_\sigma (v, fu), \frac{b_\sigma (u, v) b_\sigma (v, fu)}{1 + b_\sigma (u, fu)}, \frac{b_\sigma (v, fu) b_\sigma (u, v) [1 + b_\sigma (u, fu)] + b_\sigma (u, v) + b_\sigma (v, fu)}{4s} \right\}.
\] (8)

If we take \( X = A_i, i = 1, 2, \ldots, l \), in the above case, then the mapping \( f \) reduces to \( \eta^0 \)-rational contraction mapping of Dass-Gupta-Jaggi type (see [10], [13], [16], [21], [51]).

The next notion is significant enough in the subject of admissible mappings.

Definition 1.15. ([18], Definition 7.) Let \( (X, b) \) be a \( b \)-metric-like space and \( \eta : X \times X \to [0, \infty) \) be an admissible mapping. It is said that \( f : X \to X \) is \( \eta \)-continuous on \( (X, b) \), if \( \lim_{n \to \infty} f r_n = r \), \( \eta (r_n, r_{n+1}) \geq 1 \) implies \( \lim_{n \to \infty} f r_n = f r \).

In [18], Theorem 2) authors proved the next result:

Theorem 1.16. Let \( (X, b) \) be a \( b \)-complete \( b \)-metric-like space, \( l \) be a positive integer, \( A_1, A_2, \ldots, A_l \) be non-empty \( b \)-closed subsets of \( X, Y = \bigcup_{i=1}^{l} A_i \) and \( \eta : X \times Y \to [0, +\infty) \) be a mapping. Assume that \( f : Y \to Y \) is a cyclic \( \eta^0 \)-rational contractive mapping satisfying the following conditions:
2. Main results

In this section we complement, generalize, extend, unify, enrich and improve recent results announced in [20]-[25], [30], [32]. In our first new result we consider $\eta^\Phi$-rational contractive mapping:

**Theorem 2.1.** Let $(X, b_o)$ be a $b_o$-complete $b$-metric-like space, $\eta : X \times X \to [0, \infty)$, $f : X \to X$ given mappings. If for all $u, v \in X$ with $\eta (u, fu) \eta (v, fv) \geq 1$ implies $2s^2b_o (fu, fv) \leq \phi (N (u, v))$ where $q > 1, \phi \in \Phi$ and

$$N (u, v) = \max \left\{ b_o (u, v), b_o (v, fu), \frac{b_o (u, v) b_o (v, fv)}{1 + b_o (u, fu)}, \frac{b_o (v, fv) \left[ 1 + b_o (u, fu) \right]}{1 + b_o (u, v)}, \frac{b_o (u, fu) + b_o (v, fv)}{4s} \right\}.$$  \tag{9}

Assume that $f : X \to X$ satisfies the following conditions:

(i) The mapping $f$ is $\eta$–admissible;

(ii) There exists $r_0 \in X$ such that $\eta (r_0, fr_0) \geq 1$;

(iii) Either mapping $f$ is $\eta$–continuous, or for any sequence $\{ r_n \}$ in $X$ and for all $n \geq 0$, if $\eta (r_n, r_{n+1}) \geq 1$ and $\lim_{n \to \infty} r_n = r$, then $\eta (r, fr) \geq 1$. Furthermore, if

(iv) for all $r \in \mathbb{V} = \{ a \in X : fa = a \}$, we have that $\eta (r, r) \geq 1$,

then $f$ has a unique fixed point in $X$.

**Proof.** Define the sequence $r_n = f^n r_0$. From (i) and (ii) follows by induction that $\eta (r_n, r_{n+1}) \geq 1$ for all $n \in \mathbb{N}$. Now, we can estimate $b_o (r_n, r_{n+1})$. Indeed, since $\eta (r_n, r_{n+1}) \geq 1$ for all $n \in \mathbb{N}$ we get

$$b_o (r_n, r_{n+1}) \leq 2s^2b_o (r_n, r_{n+1}) = 2s^2b_o (fr_{n-1}, fr_n) \leq \phi (N (r_{n-1}, r_n)), \tag{10}$$

where

$$N (r_{n-1}, r_n) = \max \left\{ b_o (r_{n-1}, r_n), b_o (r_n, r_{n+1}), \frac{b_o (r_{n-1}, r_n) b_o (r_n, r_{n+1})}{1 + b_o (r_{n-1}, r_n)}, \frac{b_o (r_n, r_{n+1}) \left[ 1 + b_o (r_{n-1}, r_n) \right]}{1 + b_o (r_{n-1}, r_n)}, \frac{b_o (r_{n-1}, r_{n+1}) + b_o (r_n, r_{n+1})}{4s} \right\}.$$  \tag{11}
If \( r_n = r_{n+1} \) for some \( n \) then \( r_n \) is a fixed point of \( f \). Therefore, suppose that \( r_n \neq r_{n+1} \), that is, \( b_\sigma (r_n, r_{n+1}) > 0 \) for all \( n \in \mathbb{N} \cup \{0\} \). In this case we have

\[
N (r_{n-1}, r_n) \leq \max \left\{ b_\sigma (r_{n-1}, r_n), 2s b_\sigma (r_{n-1}, r_n), b_\sigma (r_n, r_{n+1}) \right\} \leq \max \left\{ 2s b_\sigma (r_{n-1}, r_n), b_\sigma (r_n, r_{n+1}) \right\}.
\]

Further, suppose that for any sequence \( \{r_n\} \), \( 2s b_\sigma (r_{n-1}, r_n) = b_\sigma (r_n, r_{n+1}) \) then (10) implies a contradiction. Hence, we obtain the next estimation:

\[
N (r_{n-1}, r_n) \leq \max \left\{ b_\sigma (r_n, r_{n+1}), 2s b_\sigma (r_{n-1}, r_n) \right\} \quad \text{(13)}
\]

and \( \phi (N (r_{n-1}, r_n)) < N (r_{n-1}, r_n) \). If \( \max \{ b_\sigma (r_n, r_{n+1}), 2s b_\sigma (r_{n-1}, r_n) \} = b_\sigma (r_n, r_{n+1}) \) then (10) implies a contradiction. Hence, we obtain the next estimation:

\[
2s b_\sigma (r_{n-1}, r_n) < 2s b_\sigma (r_{n-1}, r_n), \quad \text{where } s \geq 1 \text{ and } q > 1.
\]

The case \( s > 1 \) implies

\[
b_\sigma (r_n, r_{n+1}) \leq \mu b_\sigma (r_{n-1}, r_n), \quad \mu = \frac{1}{2s^q} \in (0, 1).
\]

According to Lemma 1.10, it follows that the sequence \( \{r_n\} \) is a \( b_\sigma \)-Cauchy and \( \lim_{n \to \infty} b_\sigma (r_n, r_m) = 0 \). This means that there exists a unique point \( r \in X \) such that:

\[
b_\sigma (r, r) = \lim_{n \to \infty} b_\sigma (r_n, r) = \lim_{n \to \infty} b_\sigma (r_n, r_m) = 0.
\]

Now, we will show that \( r \) is a fixed point of \( f \), i.e., \( fr = r \). This is evident in the case that the mapping \( f \) is a \( \eta \)-continuous. Further, suppose that for any sequence \( \{r_n\} \) in \( X \) and for all \( n \geq 0 \), if \( \eta (r_n, r_{n+1}) \geq 1 \) and \( \lim_{n \to \infty} r_n = r \), then \( \eta (r, fr) \geq 1 \).

Let, \( b_\sigma (r, fr) > 0 \). Since \( \eta (r_n, fr_n) \eta (r, fr) \geq 1 \) then according to (13) and the given contractive condition, we have

\[
b_\sigma (r, fr) \leq sb_\sigma (r_n, r_{n+1}) + sb_\sigma (fr, fr) \leq sb_\sigma (r_n, r_{n+1}) + \frac{1}{2s^q} \phi (N (r_n, r)) \leq sb_\sigma (r_n, r_{n+1}) + \frac{1}{2s^q} N (r_n, r),
\]

where

\[
N (r_n, r) = \max \left\{ b_\sigma (r_n, r), b_\sigma (r_n, r_{n+1}) \right\}, \quad \frac{b_\sigma (r_n, r) b_\sigma (r, fr)}{1 + b_\sigma (r_n, r_{n+1})} \leq \frac{b_\sigma (r_n, fr) + b_\sigma (r, r_{n+1})}{4s} \leq \max \left\{ \frac{b_\sigma (r_n, r), b_\sigma (r, r_{n+1})}{1 + b_\sigma (r_n, r_{n+1})}, \frac{b_\sigma (r_n, fr) + b_\sigma (r, r_{n+1})}{4s} \right\} \rightarrow \max \left\{ 0, 0, 0, b_\sigma (r, fr), \frac{1}{4} b_\sigma (r, fr) \right\} \quad \text{as } n \to \infty.
\]
Now, letting in (17) the limit as \( n \to \infty \) we get \( b_\sigma (r, fr) \leq \frac{1}{2\sigma} b_\sigma (r, fr) \). The obtained relation is possible only if \( b_\sigma (r, fr) = 0 \). That is, we proved that the point \( r \) is the fixed point of \( f \).

Finally, we will prove the uniqueness of the fixed point \( f \) satisfying the condition (iv). Let \( r, y \in X \) be two different fixed points of \( f \). Then, we obtain that \( b_\sigma (r, y) > 0, \eta (r, r) \geq 1, \eta (y, y) \geq 1 \). Further, since \( \eta (r, r) \eta (y, y) \geq 1 \) we get that

\[
b_\sigma (r, y) \leq 2\sigma b_\sigma (r, y) \leq \phi (N (r, y)),
\]

which is a contradiction. Hence, uniqueness is proved.

The case \( s = 1 \) means that \((X, b_\sigma)\) is actually a complete metric-like space \((b_\sigma\) become \(\sigma\)). First we show that \(\sigma (r_n, r_{n+1}) \to 0\) as \(n \to \infty\). From (14) it follows that \(\sigma (r_{n+1}, r_n) < \sigma (r_{n+1}, y) \to \sigma \geq 0\) as \(n \to \infty\). Suppose that \(\sigma > 0\). Then, we have that \(2\sigma (r_{n+1}, r_n) \leq \phi \left( 2\sigma (r_{n+1}, r_n) \right) \), obtaining in the limit \(n \to \infty\) : \(2\sigma \leq \phi (2\sigma) < 2\sigma\), that is a contradiction, thus \(\sigma = 0\). Now, we can use Lemma 1.12 in order to prove that the sequences \(r_n = f^nr_0\) is a \(\sigma\)-Cauchy. Indeed, putting \(u = r_n, v = r_m\) in the given contractive condition, we obtain

\[
2\sigma (r_{n+1}, r_{m+1}) \leq \phi \left( \max \left\{ \sigma (r_n, r_m), \sigma (r_m, r_{n+1}), \frac{\sigma (r_n, r_m) \sigma (r_{n+1}, r_{m+1})}{1 + \sigma (r_n, r_{n+1})} \right\} \right).
\]

Now, letting the limit in (22) as \(k \to \infty\) we get:

\[
2\varepsilon \leq \phi \left( \max \left\{ \varepsilon, \varepsilon, 0, 0, \frac{\varepsilon}{2} \right\} \right) = \phi (\varepsilon) < \varepsilon.
\]

A contradiction as \(\varepsilon > 0\). Hence, the sequence \([r_n]\) is a \(\sigma\)-Cauchy. The rest of the proof is the same as the corresponding one in the case \(s > 1\). □

Remark 2.2. It is useful to notice that the third member \(\omega (k, k) \omega (f, f) \omega (\mu, \mu) \) in [18] raises some doubts. Indeed, it follows from the proof of Theorem 2 from [18] as well as from Examples 5 and 6 in the same paper. For the first case see page 9, lines 3- and 4- where we obtain the form \(\frac{1}{2} f\), a division by zero.

Furthermore, in both examples 0 is the unique fixed point of the defined mapping \(f\) (\(\Gamma\) in notation of [18]). However, for the pair \((k, \mu) = (0, 0)\) we get, in example 5:

\[
N (0, 0) = \max \left\{ \omega (0, 0), \omega (0, 0), \frac{\omega (0, 0) \omega (0, 0)}{\omega (0, 0)}, \frac{\omega (0, 0) [1 + \omega (0, 0)]}{1 + \omega (0, 0)}, \frac{\omega (0, 0) + \omega (0, 0)}{4 \cdot 1} \right\} = \max \left\{ 0, 0, 0, 0 \right\} = 0
\]

(24)
Similarly, in Example 6 we get again the same form \( N(0,0) = \max \left\{ \frac{q}{3}, 0 \right\} = \phi \).

The main motivation for our second new result are recent announced papers [33]-[37]. Now, we can prove this significant and important new result which complements and give complete new observations for cyclic type mappings (for more details see [26]).

In the following theorem, we prove the equivalence of the two theorems. We assume that the contractive condition in Theorem 2 in [18] is the same as in the Theorem 2.1 proved above. Otherwise, Theorem 2 in [18] is not correct.

**Theorem 2.3.** Theorem 2.1 and Theorem 2 from [18] are equivalent.

**Proof.** If we take \( X = A_i, i = 1, 2, ..., l \), in Theorem 2 from [18], then the mapping \( f \) reduces to \( \eta^b \)-rational contraction mapping, that is, Theorem 2 from [18] implies our Theorem 2.1. Suppose firstly that \( s > 1 \). If we take \( X = A_i, i = 1, 2, ..., l \), in Theorem 2 from [18], then the mapping \( f \) reduces to \( \eta^b \)-rational contraction mapping, that is, Theorem 2 from [18] implies our Theorem 2.1. Conversely, we shall prove that Theorem 2.1 implies Theorem 2 from [18]. Indeed, following the lines of the proof of Theorem 2 from [18] we obtain that the Picard’s sequence \( r_n = f r_{n-1}, n \in \mathbb{N} \) is \( b_\sigma \)-Cauchy in \( b \)-metric like space \((X,b_\sigma)\) such that \( \lim_{n,m \to \infty} b_\sigma (r_n, r_m) = 0 \). Since \( Y \) is \( b_\sigma \)-closed in \((X,b_\sigma)\) this means that there exists unique \( r \in Y \) such that

\[
b_\sigma (r, r) = \lim_{n \to \infty} b_\sigma (r_n, r) = 0.
\]

Further, because \( f(A_i) \subseteq A_{i+1}, A_{i+1} = A_1 \) it follows that the sequence \( \{r_n\} \) has infinitely many terms in each \( A_i \) for \( i \in \{1, 2, ..., l\} \). Hence, we have the subsequences \( \{r_n\}_{i=1}^{l} \) \( \{r_m\}_{i=1}^{l} \) \( \{r_n\}_{i=1}^{l} \) \( \{r_n\}_{i=1}^{l} \) \( \{r_n\}_{i=1}^{l} \) \( \{r_n\}_{i=1}^{l} \) of \( \{r_n\} \) where \( \{r_n\}_{i=1}^{l} \subseteq A_i, i = 1, 2, ..., l \). It is clear that each \( r_n \) converges to \( r \). From this it follows that \( \bigcap_{i=1}^{l} A_i \neq \emptyset \) because it contains at least the element \( r \).

Obviously, \( \left( \bigcap_{i=1}^{l} A_i, b_\sigma \right) \) is a \( b_\sigma \)-complete \( b \)-metric-like space and since \( f : \bigcap_{i=1}^{l} A_i \to \bigcap_{i=1}^{l} A_i \), it is not hard to check that the restriction \( f \mid \bigcap_{i=1}^{l} A_i \) of \( f \) on \( \bigcap_{i=1}^{l} A_i \) satisfies all conditions of Theorem 2.1. Hence, \( f \) has a unique fixed point in \( \bigcap_{i=1}^{l} A_i \), that is, Theorem 2.1 implies Theorem 2 from [18]. The proof of the case \( s = 1 \) is similar. \( \square \)

**Remark 2.4.** It is not hard to check that all results in our paper hold true if instead of the set \( N \) we take the set \( M \) defined in the following manner:

\[
M(u,v) = \max \left\{ \frac{b_\sigma (u,v)}{1 + b_\sigma (u,v)}, \frac{b_\sigma (u,f u)}{1 + b_\sigma (u,f u)}, \frac{b_\sigma (v,f v)}{1 + b_\sigma (v,f v)} \right\}.
\]

\[
\frac{b_\sigma (v,f v) \left[ 1 + b_\sigma (u,f u) \right]}{1 + b_\sigma (u,v)} - \frac{b_\sigma (u,f u) + b_\sigma (v,f v)}{1 + 2s} = 0.
\]

(26)

3. Examples

Now, we shall consider some examples which support Theorems 2 and 3 from [18] as well as Theorem 2.1.

**Example 3.1.** ([18], Example 5.) Suppose that \( X = \mathbb{R} \) is equipped with the metric like mapping \( \sigma (x, y) = |x| + |y| \) for all \( x, y \in X \) with \( s = 1 \) and \( q > 1 \). Suppose that \( B_1 = (-\infty, 0] \) and \( B_2 = [0, +\infty) \) and \( Y = B_1 \cup B_2 \). Define \( \Gamma : Y \to Y \) and \( \eta : Y \times Y \to [0, +\infty) \) by

\[
\Gamma k = \begin{cases}
-2k, & \text{if } k < -1, \\
\frac{k}{4^s}, & \text{if } k \in [-1, 0], \\
\frac{k^2}{8^s}, & \text{if } k \in [0, 1], \\
-4k, & \text{if } k > 1
\end{cases}
\]

and \( \eta(k, \mu) = \begin{cases}
k^2 + \mu^2 + 2, & \text{if } k, \mu \in [-1, 1] \\
0, & \text{otherwise.}
\end{cases} \)
In addition, define \(\theta : [0, +\infty) \to [0, +\infty)\) by \(\theta(t) = \frac{1}{2}t\).

This example supports Theorem 2 from [18] only if we replace their third member \(\frac{\omega(k,\Gamma)\omega(\mu,\Gamma)}{\omega(k,\mu)}\) in \(N(k, \mu)\) on page 5 in [18] with \(\frac{\omega(k,\mu)\omega(\mu,\Gamma)}{1+\omega(k,\mu)}\).

Instead of verification found in [18] we give a much shorter one by using Theorem 2.3. That is, we shall check that this example satisfies all conditions of Theorem 2.1 where \(X = A_1 \cap A_2 = \{0\}, f = \Gamma_{|A_1 \cap A_2} = \Gamma_{|0}\). Since \(\eta(0, f) \eta(0, f) = 2 \cdot 2 = 4 \geq 1\) as well as \(2 \cdot \max b_\sigma(f(0), f(0)) \leq \phi(N(0, 0))\) that is, \(2 \cdot b_\sigma(0, 0) \leq \frac{1}{4} \cdot N(0, 0)\) where

\[
N(0, 0) = \max \left\{ b_\sigma(0, 0), b_\sigma(0, f(0)), \frac{b_\sigma(0, 0) \cdot b_\sigma(0, f(0))}{1 + b_\sigma(0, f(0))}, \frac{b_\sigma(0, f(0))[1 + b_\sigma(0, f(0))]}{1 + b_\sigma(0, 0)}, \frac{b_\sigma(0, f(0)) + b_\sigma(0, f(0))}{4 \cdot 1} \right\} = \max \left\{ 0, 0, 0, 0, 0, 0 \right\} = 0. \tag{28}
\]

Hence, we get that \(2 \cdot 0 \leq \frac{1}{4} \cdot 0\) what is true, that is, all conditions of Theorem 2.1 are satisfied and \(f = \Gamma_{|0}\) has a fixed point \(r = 0 \in A_1 \cap A_2\), where \(A_1 = B_1, A_2 = B_2\). \(\Box\)

One can check that also Example 6 from [18] is correct only if we take \(\frac{\omega(k,\mu)\omega(\mu,\Gamma)}{1+\omega(k,\mu)}\) instead of the third member \(\frac{\omega(k,\Gamma)\omega(\mu,\Gamma)}{\omega(k,\mu)}\) in \(N(k, \mu)\) on page 12 in [18].

In the sequel follows two examples which support Theorem 2.1.

**Example 3.2.** Suppose that \(X = [0, 1]\) is endowed with the b-metric-like mapping \(b_\sigma(u, v) = (u + v)^2\) for all \(u, v \in X\) with \(s = 2\) and \(q > 1\). Define \(f : X \to X\) and \(\eta : X \times X \to [0, +\infty)\) by

\[
f u = \frac{u}{s}, \quad \eta(u, v) = \begin{cases} 1, & \text{if } u = v = 0 \\ 0, & \text{otherwise} \end{cases}
\]

for all \(u, v \in X\).

In addition, define \(\phi : [0, +\infty) \to [0, +\infty)\) by \(\phi(t) = \frac{t}{4}\).

We have that \(\eta(u, f(u)) \eta(v, f(v)) \geq 1\) if and only if \((u, v) = (0, 0)\). Now, for this pair \((0, 0)\) we get

\[2 \cdot s^q \cdot b_\sigma(f(0), f(0)) = 0, \quad \text{while}
\]

\[
\phi \left( \max \left\{ b_\sigma(0, 0), b_\sigma(0, f(0)), \frac{b_\sigma(0, 0) \cdot b_\sigma(0, f(0))}{1 + b_\sigma(0, f(0))}, \frac{b_\sigma(0, f(0))[1 + b_\sigma(0, f(0))]}{1 + b_\sigma(0, 0)}, \frac{b_\sigma(0, f(0)) + b_\sigma(0, f(0))}{4 \cdot 2} \right\} \right)
\]

\[= \frac{1}{2} \cdot \max \left\{ b_\sigma(0, 0), b_\sigma(0, f(0)), \frac{b_\sigma(0, 0) \cdot b_\sigma(0, f(0))}{1 + b_\sigma(0, f(0))}, \frac{b_\sigma(0, f(0))[1 + b_\sigma(0, f(0))]}{1 + b_\sigma(0, 0)}, \frac{b_\sigma(0, f(0)) + b_\sigma(0, f(0))}{8} \right\}
\]

\[= \frac{1}{2} \cdot \max \left\{ 0, 0, 0, 0, 0, 0 \right\} = 0. \tag{30}
\]

Hence, we obtained that this example supports Theorem 2.1. This means that \(r = 0\) is a unique fixed point of \(f\).

For some other functions \(\eta : X \times X \to [0, +\infty)\) on can obtain the same conclusion. \(\Box\)

**Example 3.3.** Let \(X = [0, +\infty)\) and \(b_\sigma(u, v) = u^2 + v^2 + |u - v|^2\) for all \(u, v \in X\). It is clear that \(b_\sigma\) is a b-metric-like on \(X\) with coefficient \(s = 2\) and \((X, b_\sigma)\) is \(b_\sigma\)-complete. Also, \(b_\sigma\) is not a metric-like or a b-metric (nor it is a metric on \(X\)). Define \(f : X \to X\) and \(\eta : X \times X \to [0, +\infty)\) by \(f u = \frac{\ln(1 + u)}{4}\) and \(\eta(u, v) = u^2 + v^2 + 1\). In addition define

\[
\frac{\omega(k,\Gamma)\omega(\mu,\Gamma)}{\omega(k,\mu)}
\]
\( \phi : [0, \infty) \rightarrow [0, \infty] \) by \( \phi(t) = \frac{t}{2} \). Since the function \( f \) is \( \eta \)-admissible and \( \eta(u, fu) \eta(v, fv) \geq 1 \) for all \( (u, v) \in X \times X \) then for all \( u, v \in X \) with \( q = 2 \), we have

\[
2s^2b_\phi(fu, fv) = 2 \cdot 2^2((fu)^2 + (fv)^2 + |fu - fv|^2)
\]

\[
= 8 \left( \left( \frac{\ln(1 + u)}{4} \right)^2 + \left( \frac{\ln(1 + v)}{4} \right)^2 + \frac{1}{16} \left| \ln(1 + u) - \ln(1 + v) \right|^2 \right)
\]

\[
= 8 \left( \left( \frac{\ln(1 + u)}{4} \right)^2 + \left( \frac{\ln(1 + v)}{4} \right)^2 + \frac{1}{16} \left| \ln(1 + u) - \ln(1 + v) \right|^2 \right)
\]

Suppose first that \( u > v \). Then we have the following:

\[
2s^2b_\phi(fu, fv) = 8 \left( \left( \frac{\ln(1 + u)}{4} \right)^2 + \left( \frac{\ln(1 + v)}{4} \right)^2 + \frac{1}{16} \left| \ln(1 + u) - \ln(1 + v) \right|^2 \right) \leq 8 \left( \frac{u^2}{16} + \frac{v^2}{16} + \frac{1}{16} |u - v|^2 \right)
\]

\[
= \frac{1}{2} \left( u^2 + v^2 + |u - v|^2 \right) = \frac{1}{2} b_\phi(u, v)
\]

\[
\leq \frac{1}{2} \max \left\{ b_\phi(u, v), b_\phi(v, fu), b_\phi(u, v) \left[ 1 + b_\phi(u, fu) \right], b_\phi(v, fv) \left[ 1 + b_\phi(u, fu) \right], b_\phi(u, v) \left[ 1 + b_\phi(u, fu) \right], b_\phi(v, fv) \left[ 1 + b_\phi(u, fu) \right], b_\phi(u, v) \left[ 1 + b_\phi(u, fu) \right], b_\phi(v, fv) \left[ 1 + b_\phi(u, fu) \right] \right\}
\]

\[
= \phi \left( \max \left\{ b_\phi(u, v), b_\phi(v, fu), b_\phi(u, v) \left[ 1 + b_\phi(u, fu) \right], b_\phi(v, fv) \left[ 1 + b_\phi(u, fu) \right], b_\phi(u, v) \left[ 1 + b_\phi(u, fu) \right], b_\phi(v, fv) \left[ 1 + b_\phi(u, fu) \right] \right\} \right)
\]

(31)

Therefore, we obtain that for \( u > v \) the next condition is satisfied:

\[
2s^2b_\phi(fu, fv) \leq \phi(N(u, v)).
\]

We also make an analogous conclusion when \( u < v \).

Suppose now that \( u = v \). Then

\[
2s^2b_\phi(fu, fv) = 16 \left( \frac{\ln(1 + u)}{4} \right)^2 \leq \frac{1}{2} \cdot 2u^2 = \frac{1}{2} b_\phi(u, v) \leq \phi(N(u, v)).
\]

Therefore, we obtain that

\[
2s^2b_\phi(fu, fv) \leq \phi(N(u, v)),
\]

(32)

is satisfied for all \( u, v \in X \) for which hold: \( \eta(u, fu) \eta(v, fv) \geq 1 \).

Hence, all conditions of our Theorem 2.1 are satisfied and therefore \( f \) has a unique fixed point \( r = 0 \in X. \square \)

References


An extension of Banach contraction principle through rational expression

B. K. Daas, S. Gupta, S. Czerwik, Lj. Ćirić, M. De la Sen, N. Nikolić, T. Đorđević, M. Pavlović and S. Radenović,


S. Banach, Sur les opérations dans les ensembles abstraits et leur application aux équations intégrales, Fundam. Math. 3 (1922) 133–181.

Lj. Ćirić, Some Recent Results in Metrical Fixed Point Theory, University of Belgrade: Belgrade, Serbia (2003).


S. Czerwik, A solution of Fredholm integral equation by using the cyclic α-contractive mappings in b-metric-like spaces, Mathematics 7 (2019) 1190.


V. Gupta, Ramandeep, N. Mani, A.K. Tripathi, Some fixed point results involving generalized altering distance function, Procedia Computer Science 79 (2016) 112–117.


S. Shukla, Partial b-metric spaces and fixed point theorems, Mediterranean J. Math. 11(2) (2014) 703–711.


[47] F. Vetro, Points of coincidence that are zeros of a given function, Results Math. 74(159) (2019).