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Abstract. The aim of this paper is twofold: On the one hand, we suggest a characterization for the left
(right) condition pseudospectrum of bounded linear operators. On the other hand, we give an analogue of
the spectral mapping theorem for left (right) condition pseudospectrum.

1. Introduction

We assume throughout the present work that X is complex infinite-dimensional Banach spaces. Denote
by L(X) the collection of all bounded linear operators acting on a Banach space X.

The identity operator on X is denoted by IX and simply by I if the underlying space is clear from the
context. Then D(T),N(T),R(T) and T′ are, respectively, used to denote the domain, the kernel, the range
and the adjoint (if exists) of T.

Recall that an operator T with domain D(T) ⊂ X, is said to be invertible if there exists an everywhere
defined B ∈ L(X) such that

TB = I and BT ⊂ I.

We say that T is right invertible if there exists an everywhere defined B ∈ L(X) such that

TB = I,

which equivalent to the fact that T is surjective andN(T) admits a topological supplement.
We say that T is left invertible if there is an everywhere defined C ∈ L(X) such that

CT ⊂ I,

which is equivalent to the fact that T is bounded from below and R(T) admits a topological supplement
(see for example [8], Sec. 2.4]. Then, the left spectrum and the right spectrum of T ∈ L(X) are defined
respectively as follow:

σl(T) :=
{
λ ∈ C : λ − T is not left invertible

}
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and
σr(T) :=

{
λ ∈ C : λ − T is not right invertible

}
.

The pseudospectrum of T ∈ L(X) is denoted by σε(T) and is defined to be the set

σε(T) := σ(T)
⋃{
λ ∈ C : ∥(λ − T)−1

∥ >
1
ε

}
with the convention ∥(λ − T)−1

∥ = ∞ if λ − T is not invertible.
For more information about the pseudospectrum, we refer the reader to [11] and [2, 3]. The condition

spectrum of T ∈ L(X) is denoted by Σε(T) and is defined by

Σε(T) := σ(T)
⋃{
λ ∈ C : ∥λ − T∥∥(λ − T)−1

∥ >
1
ε

}
,

with the convention ∥(λ − T)∥∥(λ − T)−1
∥ = ∞ if λ − T is not invertible. The condition pseudospectrum

decomposes into two disjoint subsets as follows

(i) The left condition pseudospectrum:

Σl
ε(T) := σl(T)

⋃{
λ ∈ C : inf

{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
>

1
ε

}
,

with the convention inf
{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
= ∞, if λ − T is not left invertible.

(ii)The right condition pseudospectrum:

Σr
ε(T) := σr(T)

⋃{
λ ∈ C : inf

{
∥λ − T∥∥Sr∥ : Sr a right inverse of λ − T

}
>

1
ε

}
,

with the convention inf
{
∥λ − T∥∥Sl∥ : Sl a right inverse of λ − T

}
= ∞,, if λ − T is not right invertible.

The pseudospectrum decomposes into two disjoint subsets as

(i) The left pseudospectrum:

σl
ε(T) := σl(T)

⋃{
λ ∈ C : inf

{
∥Sl∥ : Sl a left inverse of λ − T

}
>

1
ε

}
,

with the convention inf
{
∥Sl∥ : Sl a left inverse of λ − T

}
= ∞, if λ − T is not left invertible.

(ii)The right pseudospectrum:

σr
ε(T) := σr(T)

⋃{
λ ∈ C : inf

{
∥Sr∥ : Sr a right inverse of λ − T

}
>

1
ε

}
,

with the convention inf
{
∥Sl∥ : Sl a right inverse of λ − T

}
= ∞,, if λ − T is not right invertible.

They can be ordered as

Σε(T) = Σl
ε(T) ∪ Σr

ε(T) and σε(T) = σl
ε(T) ∪ σr

ε(T).

It is clear that for all T ∈ L(X), we have

σl(T) ⊆ Σl
ε(T) ⊆ Σε(T), σr(T) ⊆ Σr

ε(T) ⊆ Σε(T),

σl(T) ⊆ σl
ε(T) ⊆ σε(T) and σr(T) ⊆ σr

ε(T) ⊆ σε(T).

In particular σl(T), σr(T), Σl(T) and Σr(T) are non empty sets.
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The condition pseudospectra of linear operators play a crucial role in many branches of mathematics
and in numerous applications. Analytic information on the condition pseudospectrum is, in general, hard
to obtain and numerical approximations may not be reliable, in particular, if the operator is not self-adjoint
or normal. For more material about the condition pseudospectrum and other information on the basic
theory of algebraic condition pseudospectrum, we refer the reader to [1, 2, 4–6] and [7]. Some other related
topics can be found in [3, 14], the interested reader may consult the remarkable books of Jeribi [9, 10, 15].
Besides the recent works [1, 9, 12, 13] on the spectral analysis, we are motivated by several papers where the
main interest is focused on the spectral mapping theorem. The spectral mapping theorem is a fundamental
result in functional analysis of great importance. The spectral mapping theorem says that if f is an analytic
function on an open set containing σ(T), then

f (σ(T)) = σ( f (T)).

In [12, 13], the author described the analogue of the spectral mapping Theorem for pseudospectrum.
An analogue of the spectral mapping theorem for condition spectrum is done in [11]. Then, it is natural to
ask whether similiar results can be proven for the left(right) condition pseudospectrum.

The present work is organized as follow: After this introduction where several basic definitions and
facts are recalled, in the second section, we devote ourselves to characterize the left (right) condition
pseudospectrum of linear operators on a Banach space. Finally, we prove an analogue of the spectral
mapping theorem for the left (right) condition pseudospectrum of linear operators on a Banach space.

2. Left (Right) condition pseudospectrum

The following proposition provides some elementary properties of the left (right) condition pseudospec-
trum. For more details, see [14].

Proposition 2.1. Let T ∈ L(X) and 0 < ε < 1.

(i) σl(T) =
⋂

0<ε<1

Σl
ε(T) and σr(T) =

⋂
0<ε<1

Σr
ε(T).

(ii) If 0 < ε1 < ε2 < 1, then Σl
ε1

(T) ⊂ Σl
ε2

(T) and Σr
ε1

(T) ⊂ Σr
ε2

(T).

(iii) Σl
ε(T) and Σr

ε(T) are non-empty compact subsets of C.

(iv) If α ∈ C, then Σl
ε(T + αI) = α + Σl

ε(T) and Σr
ε(T + αI) = α + Σr

ε(T).

(v) If α ∈ C\{0}, then Σl
ε(αT) = αΣl

ε(T) and Σr
ε(αT) = αΣr

ε(T).

The following theorem establishes a the relationship between left (right) condition pseudospectrum and
left (right) pseudospectrum of an bounded linear operator T ∈ L(X).

Theorem 2.2. Let T ∈ L(X) such that T , λI for all 0 < ε < 1. Then,

Σl
ε(T) ⊆ σl

γε (T) ⊆ Σl
υε (T)

where,

γε =
2ε∥T∥
1 − ε

and

0 < υε =
2ε∥T∥

(1 − ε)δT
< 1. ♢

Proof. Let λ ∈ Σl
ε(T), then for all Sl a left inverse of λ − T we have that

∥λ − T∥∥Sl∥ >
1
ε
.
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Thus
∥Sl∥ >

1
ε∥λ − T∥

>
1

ε(|λ| + ∥T∥)
.

Since λ ∈ Σε(T), using Lemma 2.1 in [2], we obtain that

∥Sl∥ ≥
1 − ε
2ε∥T∥

.

Hence
λ ∈ σl

γε (T).

For the second inclusion, let λ ∈ σl
γε (T). Then, for all Sl a left inverse of λ − T we have that

∥Sl∥ ≥
1 − ε
2ε∥T∥

.

Also, we have ∥λ − T∥ ≥ inf
{
∥λ − T∥ : λ ∈ C

}
:= δT > 0, hence for all Sl a left inverse of λ − T

∥λ − T∥∥Sl∥ > δT
1 − ε
2ε∥T∥

.

Therefore, λ ∈ Σl
υε (T).

Remark 2.3. The Theorem 2.2 remain true if we replace Σl
ε(T) with Σr

ε(T), σl
γε (T) with σr

γε (T) and Σl
υε (T) with

Σr
υε (T).

Lemma 2.4. Let T ∈ L(X), 0 < ε < 1 and λ < σl(T) Then, λ ∈ Σl
ε(T) if, and only if, there exists x ∈ X, such that

∥(λ − T)x∥ < ε∥λ − T∥∥x∥. ♢

Proof. Let λ ∈ Σl
ε(T) \ σl(T), then for all Sl a left inverse of λ − T we have

∥Sl∥ >
1

ε∥λ − T∥
.

In other words,

sup
y∈X\{0}

∥Sly∥
∥y∥

>
1

ε∥λ − T∥
.

Then, there exists a nonzero y ∈ X, such that

∥Sly∥ >
∥y∥

ε∥λ − T∥
.

Putting y = (λ − T)x,we have the result. Conversely, we assume there exists x ∈ X such that

∥(λ − T)x∥ < ε∥λ − T∥∥x∥.

Let λ < σl(T), then λ − T is left invertible. Let Sl be any left inverse, then x = Sl(λ − T)x, Therefore,

∥x∥ ≤ ∥Sl∥∥(λ − T)x∥.

Moreover,
1 < ε∥λ − T∥∥Sl∥.

So, λ ∈ Σl
ε(T) \ σl(T).
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In the following theorem, we investigate the relation between the left condition pseudospectrum and
the usual left spectrum in a complex Banach space.

Theorem 2.5. Let T ∈ L(X), λ ∈ C, and 0 < ε < 1. If there is D ∈ L(X) such that ∥D∥ < ε∥λ−T∥ andλ ∈ σl(T+D).
Then, λ ∈ Σl

ε(T).

Proof. We assume that there exists D such that ∥D∥ < ε∥λ − T∥ and λ ∈ σl(T +D). Let λ < Σl
ε(T), then for all

Sl a left inverse of λ − T we have

∥λ − T∥∥Sl∥ ≤
1
ε
.

Now, we define the operator S : X −→ X by

S :=
∞∑

n=0

Sl

(
DSl

)n
.

Since,
∥DSl∥ < 1,

we can write
S = Sl

(
I −DSl

)−1
.

Then, for all y ∈ X we have.
S
(
I −DSl

)
y = Sly.

Let y = (λ − T)x. Then,
S(λ − T −D)x = x

for every x ∈ X. Hence, λ − T −D is left invertible, so

λ ∈ Σl
ε(T).

Theorem 2.6. Suppose X is a complex Banach space with the following property:

For all left invertible operator T ∈ L(X) there exists a non-left-invertible B ∈ L(X) and a left inverse Sl such that

∥T −D∥ =
1
∥Sl∥

.

Then, if λ ∈ Σl
ε(T) there exists D ∈ L(X) such that ∥D∥ < ε∥λ − T∥ and λ ∈ σl(T +D).

Proof. Suppose λ ∈ Σl
ε(T).We will discuss these two cases:

1st case : If λ ∈ σl(T), then it is sufficient to take D = 0.
2nd case : If λ ∈ Σl

ε(T)\σl(T). Then,

inf
{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
>

1
ε
.

Hence there exists Sl a left inverse of λ − T such that

∥λ − T∥∥Sl∥ >
1
ε
.

By assumption, there exists B ∈ L(X) such that

∥λ − T − B∥ =
1
∥Sl∥
.

Let D = λ − T − B. Then
∥D∥ =

1
∥Sl∥

< ε∥λ − T∥.

Also B = λ − (T +D), is not left invertible. So, λ ∈ σl(T +D).
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Remark 2.7. The Lemma 2.4 and Theorems 2.5 and 2.6 remain true if we replace Σl
ε(T) with Σr

ε(T).

Theorem 2.8. Let T ∈ L(X), λ ∈ C, and 0 < ε < 1. Then,

(i) Let λn < Σl
ε(T)and let λ ∈ Σl

ε(T) be such that λn → λ. Then

inf
{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
= ∞.

(ii) Let λn < Σr
ε(T)and let λ ∈ Σr

ε(T) be such that λn → λ. Then

inf
{
∥λ − T∥∥Sr∥ : Sr a right inverse of λ − T

}
= ∞. ♢

Proof. (i) Suppose inf
{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
≤ c for some c ∈ R and λ ∈ Σl

ε(T) be such that
λn → λ, then there exists n0 ∈N such that

|λn − λ| <
1

c + 1
<

1
c
≤

1

inf
{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

} for all n ≥ n0.

Hence, λ < Σl
ε(T). This is a contradiction.

(ii) The proof of (ii) may be achieved in the same way as the proof of (i).

Theorem 2.9. Let T ∈ L(X) such that T , λI for every λ ∈ C and 0 < ε < 1. Then,

(i) Σl
ε(T) has no isolated points.

(ii) Σr
ε(T) has no isolated points.

Proof. (i) Suppose Σl
ε(T) has an isolated point µ. Then there exists an δ > 0 such that for all λ ∈ C with

0 < |λ − µ| < δ and inf
{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
≤

1
ε
. Let µ ∈ Σl

ε(T)\σl(T). Then, using the
Hahn-Banach theorem, there exist x′ ∈ X′ and y′ ∈ X′ such that

x′(µ − T) = ∥µ − T∥ with ∥x′∥ = 1

and
y′(Sl) = ∥Sl∥ with ∥y′∥ = 1.

Now, we define f : C\Σl(T) −→ C,
λ −→ f (λ) = inf

{
x′(λ − T)y′(Sl) : Sl a left inverse of λ − T

}
.

It is clear that f is analytic in B(µ, δ) and for all λ ∈ Cwith 0 < |λ − µ| < δ,we have

| f (λ)| =
∣∣∣∣ inf
{
x′(λ − T)y′(Sl) : Sl a left inverse of λ − T

}∣∣∣∣
≤ inf

{
∥λ − T∥∥Sl∥ : Sl a left inverse of λ − T

}
≤

1
ε
.

But, f (µ) = inf
{
∥µ − T∥∥Sl∥ : Sl a left inverse of µ − T

}
>

1
ε
. This contradicts the maximum modulus

principle.

(ii) The proof of (ii) may be checked in the same way as in the proof of (i).
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3. Left (Right) pseudospectral mapping Theorem

The following is a left (right) pseudospectral mapping theorem for complex analytic functions. It is
sharp in the sense that the functions φ and ϕmeasure the sizes of the left (right) pseudospectra are optimal.
Actually, the theorem is an easy consequence of the definitions of these functions. Let T ∈ L(X) and let f be
an analytic function defined on D, an open set containing Σl

ε(T) (resp. Σr
ε(T)). For every 0 < ε < 1,we define

φ(ε) = sup
λ∈Σl

ε(T)

{ 1

inf
{
∥ f (λ) − f (T)∥∥S1,l∥ : S1,l a left inverse of f (λ) − f (T)

}}.
Assuming the existence of a 0 < ε0 < 1 such that Σl

ε0
( f (T)) ⊆ f (D). it is also possible to define

ϕ(ε) = sup
µ ∈ f−1(Σl

ε(T)) ∩D

{ 1

inf
{
∥µ − T∥∥Sl∥ : Sl a left inverse of µ − T

}}.
Lemma 3.1. Let T ∈ L(X) and 0 < ε < 1. Then

(i) If f (λ)I , f (T), then φ(ε) is well defined , lim
ε→0
φ(ε) = 0 and 0 ≤ φ(ε) ≤ 1.

(ii) If µI , T, then ϕ(ε) is well defined , lim
ε→0
ϕ(ε) = 0 and 0 ≤ ϕ(ε) ≤ 1.

Proof. The proof is a straightforward adaption of the proof of Theorem 2.1 in [11].

Theorem 3.2. Let T ∈ L(X) such that f (λ) , f (T), for every λ ∈ C, and for 0 < ε < 1 satisfying φ(ε) < 1. Then,
we have

f (Σl
ε(T)) ⊆ Σl

φ(ε)( f (T)).

Proof. In the order to prove that φ(ε) is well defined, we define h : C→ R

h(λ) =
1

inf
{
∥ f (λ) − f (T)∥∥S1,l∥ : S1,l a left inverse of f (λ) − f (T)

} .
Since h(λ) is continuous and Σl

ε(T) is a compact subset of C, then it is clear that

φ(ε) = sup
{
h(λ) : λ ∈ Σl

ε(T)
}
.

We obtain that, φ(ε) is well defined. Using the fact that φ(ε) is a monotonically non-decreasing function
and φ(ε) goes to zero as ε goes to zero. Now, let ε be sufficiently small so that 0 < φ(ε) < 1 and let λ ∈ Σl

ε(T).
Then h(λ) ≤ φ(ε). Hence

inf
{
∥ f (λ) − f (T)∥∥S1,l∥ : S1,l a left inverse of f (λ) − f (T)

}
=

1
h(λ)

≥
1
φ(ε)
.

Thus, f (λ) ∈ Σl
φ(ε)( f (T)). This means that

f (Σl
ε(T)) ⊆ Σl

φ(ε)( f (T)).

Theorem 3.3. Let T ∈ L(X) such that T , I for every λ ∈ C, and for 0 < ε < 1 satisfying ϕ(ε) < 1. Then, we have

Σl
ε( f (T)) ⊆ f (Σl

ϕ(ε)(T)).
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Proof. We assume that there exists ε0 with 0 < ε0 < 1 such that

Σl
ε0

( f (T)) ⊆ f (D).

We show that for 0 < ε < ε0, ϕ(ε) is well defined. Define 1 : C→ R,

1(µ) =
1

inf
{
∥µ − T∥∥Sl∥ : Sl a left inverse of µ − T

} .
Since 1 is continuous and 1(µ) ≤ 1 for all µ ∈ C, ϕ(ε) is well defined and 0 ≤ ϕ(ε) ≤ 1. It is also clear that
ϕ(ε) is a monotonically non-decreasing function and ϕ(ε) goes to zero as ε goes to zero. Now, if we take ε
sufficiently small so we obtain that 0 < ϕ(ε) < 1. Let λ ∈ Σl

ε( f (T)) ⊆ Σl
ε0

( f (T)) ⊆ f (D). Consider µ ∈ D such
that λ = f (µ). Then µ ∈ f−1(Σl

ε( f (T))), hence 1(µ) ≤ ϕ(ε) . Therefore,

inf
{
∥µ − T∥∥Sl∥ : Sl a left inverse of µ − T

}
=

1
1(µ)

≥
1
ϕ(ε)
.

Thus, µ ∈ Σl
ϕ(ε)(T). Then, λ = f (µ) ∈ f (Σl

ϕ(ε)(T)). This means that

Σl
ε( f (T)) ⊆ f (Σl

ϕ(ε)(T)).

Corollary 3.4. Combining the two inclusions in Theorems 3.2 and 3.3, we get

f (Σl
ε(T)) ⊆ Σl

φ(ε)( f (T)) ⊆ f (Σl
ϕ(φ(ε))(T)

and
Σl
ε( f (T)) ⊆ f (Σl

ϕ(ε)(T)) ⊆ Σl
φ(ϕ(ε))( f (T)).

Theorem 3.5.
f (Σr

ε(T)) ⊆ Σr
φ(ε)( f (T)) ⊆ f (Σr

ϕ(φ(ε))(T)

and
Σr
ε( f (T)) ⊆ f (Σr

ϕ(ε)(T)) ⊆ Σr
φ(ϕ(ε))( f (T)).

Proof. Proof of the following Theorem goes similar to the proof of the Theorem 3.2 and 3.3.
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References

[1] A. Ammar, A. Jeribi and K. Mahfoudhi, A characterization of the essential approximation pseudospectrum on a Banach space, Filomat
31, (11), 3599–3610 (2017).

[2] A. Ammar, A. Jeribi and K. Mahfoudhi, A characterization of the condition pseudospectrum on Banach space, Funct. Anal. Approx.
Comput. 10(2), 13–21 (2018)

[3] A. Ammar, A. Jeribi and K. Mahfoudhi, The condition pseudospectrum subset and related results. J. Pseudo-Differ. Oper.
Appl.(2018)https : //doi.or1/10.1007/s11868 − 018 − 0265 − 9

[4] A. Ammar, A. Jeribi, K. Mahfoudhi, The essential approximate pseudospectrum and related results, Filomat, 32, 6, (2018), 2139–2151.
[5] A. Ammar, A. Jeribi, K. Mahfoudhi, Global bifurcation from the real leading eigenvalue of the transport operator, J. Comput. Theor.

Transp., 46(4), 229–241.
[6] A. Ammar, A. Jeribi, K. Mahfoudhi, A characterization of Browder’s essential approximation and his essential defect pseudospectrum on

a Banach space, Extracta Math., 34, (1), (2019), 29–40.
[7] A. Ammar, A. Jeribi, K. Mahfoudhi, Generalized trace pseudo-spectrum of matrix pencils, Cubo Journal of Mathematics, 21, (02),

(2019) 65–76.



A. Ammar et al. / Filomat 36:10 (2022), 3207–3215 3215

[8] H. Brezis, Functional Analysis, Sobolev Spaces and Partial Difierential Equations. Springer (2010).
[9] A. Jeribi, Spectral theory and applications of linear operators and block operator matrices, Springer-Verlag, New-York, (2015).

[10] A. Jeribi, Linear operators and their essential pseudospectra. Apple Academic Press, Oakville, ON, (2018).
[11] G. Karishna Kumar and S. H. Kulkarni, An Analogue of the Spectral Mapping Theorem for Condition Spectrum, Operator Theory:

Advances and Applications, Vol. 236, 299–316.
[12] S. H. Lui, A pseudospectral mapping theorem, Math. Comp. 72 , 244, 1841–1854 (electronic) (2003).
[13] S. H. Lui, Pseudospectral mapping theorem II, Electron. Trans. Numer. Anal. 38, 168–183 (2011).
[14] S. Ragoubi, On linear maps preserving certain pseudospectrum and condtion spectrum subsets, Adv. Oper. Theory 3 2, 98–107 (2018).
[15] L. N. Trefethen and M. Embree, Spectra and pseudospectra: The behavior of nonnormal matrices and operators. Prin. Univ. Press,

Princeton and Oxford, (2005).


