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#### Abstract

In this paper, we investigate additive properties of generalized Drazin inverse for bounded linear operators. As an application we present new conditions under which a $2 \times 2$ operator matrix has g-Drazin inverse. These extend the main results of Dana and Yousefi (Int. J. Appl. Comput. Math., 4(2018), page 9), Yang and Liu (J. Comput. Appl. Math., 235(2011), 1412-1417) and Sun et al. (Filomat, 30(2016), 3377-3388).


## 1. Introduction

Let $X$ be an arbitrary complex Banach space and $\mathcal{A}$ denote the Banach algebra $\mathcal{L}(X)$ of all bounded linear operators on $X$. An element $a$ in $\mathcal{A}$ has g-Drazin inverse, i.e., generalized Drazin inverse, provided that there exists $b \in R$ such that

$$
b=b a b, a b=b a, a-a^{2} b \in \mathcal{A}^{q n i l} .
$$

Here, $\mathcal{A}^{\text {qnil }}=\{a \in \mathcal{A} \mid 1+\lambda a \in \mathcal{A}$ is invertible for every $\lambda \in \mathbb{C}\}$. As is well known, $a \in \mathcal{A}^{\text {qnil }} \Leftrightarrow \lim _{n \rightarrow \infty}\left\|a^{n}\right\|^{\frac{1}{n}}=0$. Such $b$, if exists, is unique, and is called the g-Drazin inverse of $a$, and denote it by $a^{d}$. We always use $\mathcal{A}^{d}$ to stand for the set of all g-Drazin invertible $a \in \mathcal{A}$. The g-Drazin inverse of operator matrix has various applications in singular differential equations, Markov chains and iterative methods (see [1-4,6$8,10,12,13])$. The motivation of this paper is to explore wider conditions under which the sum of two generalized Drazin invertible operators on Banach spaces has generalized Drazin inverse. As an application we establish new conditions for the g-Drazin inverse of a $2 \times 2$ partitioned operator matrix.

In Section 2, we present wider conditions on generalized Drazin invertible operators $a$ and $b$ under which the sum $a+b$ has generalized Drazin inverse. These extend the main results of Dana and Yousefi [5, Theorem 4], Yang and Liu [17, Theorem 2.1] and Sun et al. [14, Theorem 3.1]. They are also the main tool in our following development.

In Section 3, we investigate the generalized Drazin inverse of a $2 \times 2$ operator matrix

$$
M=\left(\begin{array}{ll}
A & B  \tag{1}\\
C & D
\end{array}\right)
$$

[^0]where $A \in \mathcal{L}(X), B \in \mathcal{L}(X, Y), C \in \mathcal{L}(Y, X)$ and $D \in \mathcal{L}(Y)$. Here, $M$ is a bounded linear operator on $X \oplus Y$. This problem is quite complicated and was expensively studied by many authors. Our results contain many known results, e.g., [6] and [12].

If $a \in \mathcal{A}$ has $g$-Drazin inverse $a^{d}$, the element $a^{\pi}:=1-a a^{d} \in \mathcal{A}$ is called the spectral idempotent of a. Finally, in Section 4, we present new conditions with the perturbation under which $M$ has generalized Drazin inverse. These also extend [5, Theorem 8] to the g-Drazin inverse of an operator matrix.

## 2. Additive results

The purpose of this section is to establish new conditions under which the sum of two g-Drazin invertible operators has g-Drazin inverse. We begin with

Lemma 2.1. Let $a, b \in \mathcal{A}$ and $a b=0$. If $a, b \in \mathcal{A}^{d}$, then $a+b \in \mathcal{A}^{d}$ and

$$
(a+b)^{d}=\left(1-b b^{d}\right)\left(\sum_{n=0}^{\infty} b^{n}\left(a^{d}\right)^{n}\right) a^{d}+b^{d}\left(\sum_{n=0}^{\infty}\left(b^{d}\right)^{n} a^{n}\right)\left(1-a a^{d}\right)
$$

Proof. See [8, Theorem 2.3].
Lemma 2.2. Let $a, b \in \mathcal{A}$ have $g$-Drazin inverses. If $a b a=0$ and $a b^{2}=0$ and $b^{3}=0$, then $a+b \in \mathcal{A}^{d}$. In this case,

$$
(a+b)^{d}=a^{d}+b\left(a^{d}\right)^{2}+b^{2}\left(a^{d}\right)^{3}+\left(a^{d}\right)^{2} b+b\left(a^{d}\right)^{3} b+b^{2}\left(a^{d}\right)^{4} b
$$

Proof. Let $p=a^{2}+a b$ and $q=b a+b^{2}$. Since $(a b)^{2}=0$, we see that $a b \in \mathcal{A}^{d}$. By Cline's formula, $b a \in \mathcal{A}^{d}$. Clearly, $(a b) a^{2}=(a b) b^{2}=0$, it follows by Lemma 2.1 that $p, q \in \mathcal{A}^{d}$. Furthermore, we check that

$$
p q=\left(a^{2}+a b\right)\left(b a+b^{2}\right)=a^{2} b a+a^{2} b^{2}+a b^{2}(a+b)=0
$$

and then $(a+b)^{2}=p+q \in \mathcal{A}^{d}$ by Lemma 2.1. According to [11, Corollary 2.2], $a+b \in \mathcal{F}^{d}$. The detailed formula of the g -Drazin inverse $(a+b)^{d}$ can be derived by the straightforward computation according to the preceding discussion.

In [5], Dana and Yousefi considered the Drazin inverse of $P+Q$ under the conditions that $P Q P=$ $0, Q P Q=0, P^{2} Q^{2}=0$ and $P Q^{3}=0$ for complex matrices $P$ and $Q$. We note that every complex matrix has Drazin inverse which coincides with its g-Drazin inverse. We now extend this result to g-Drazin inverse of bounded linear operators as follows.

Theorem 2.3. Let $a, b \in \mathcal{A}^{d}$. If $a b a=0, b a b=0, a^{2} b^{2}=0$ and $a b^{3}=0$, then $a+b \in \mathcal{A}^{d}$ and

$$
(a+b)^{d}=\left(a+b, a b+b^{2}\right) M^{d}\binom{a}{1}, M^{d}=F^{d}+G\left(F^{d}\right)^{2}+G^{2}\left(F^{d}\right)^{3}+\left(F^{d}\right)^{2} G+G\left(F^{d}\right)^{3} G+G^{2}\left(F^{d}\right)^{4} G
$$

where

$$
\begin{gathered}
F^{d}=\left(I-K K^{d}\right)\left[\sum_{n=0}^{\infty} K^{n}\left(H^{d}\right)^{n}\right] H^{d}+K^{d}\left[\sum_{n=0}^{\infty}\left(K^{d}\right)^{n} H^{n}\right]\left(I-H H^{d}\right) ; \\
H^{d}=\left(\begin{array}{cc}
\left(a^{d}\right)^{2} & 0 \\
\left(a^{d}\right)^{3} & 0
\end{array}\right), K^{d}=\left(\begin{array}{cc}
0 & 0 \\
\left(b^{d}\right)^{3} & \left(b^{d}\right)^{2}
\end{array}\right), G^{3}=0 .
\end{gathered}
$$

Proof. Set

$$
M=\left(\begin{array}{cc}
a^{3}+a^{2} b+a b^{2} & a^{3} b \\
a^{2}+a b+b a+b^{2} & a^{2} b+a b^{2}+b^{3}
\end{array}\right)
$$

Then

$$
\begin{aligned}
M & =\left(\begin{array}{cc}
a^{2} b+a b^{2} & a^{3} b \\
0 & a^{2} b+a b^{2}
\end{array}\right)+\left(\begin{array}{cc}
a^{3} & 0 \\
a^{2}+a b+b a+b^{2} & b^{3}
\end{array}\right) \\
& :=G+F .
\end{aligned}
$$

We see that $G^{3}=0, F G^{2}=$ and $F G F=0$. Moreover, we have

$$
\begin{aligned}
F & =\left(\begin{array}{cc}
a^{3} & 0 \\
a^{2}+a b+b a+b^{2} & b^{3}
\end{array}\right) \\
& =\left(\begin{array}{cc}
a^{3} & 0 \\
a^{2}+b a & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
b^{2}+a b & b^{3}
\end{array}\right) \\
& :=H+K .
\end{aligned}
$$

One easily checks that

$$
H=\left(\begin{array}{cc}
a^{3} & 0 \\
a^{2}+b a & 0
\end{array}\right)=\binom{a^{2}}{a+b}(a, 0) .
$$

Since $(a, 0)\binom{a^{2}}{a+b}=a^{3} \in \mathcal{F}^{d}$, it follows by Cline's formula (see [9, Theorem 2.1]), we see that

$$
\begin{aligned}
H^{d} & =\binom{a^{2}}{a+b}\left(\left(a^{3}\right)^{d}\right)^{2}(a, 0)=\binom{a^{2}}{a+b}\left(a^{d}\right)^{6}(a, 0) \\
& =\left(\begin{array}{cc}
\left(a^{d}\right)^{3} & 0 \\
\left(a^{d}\right)^{4}+b\left(a^{d}\right)^{5} & 0
\end{array}\right) .
\end{aligned}
$$

Likewise, We have

$$
K^{d}=\binom{0}{b}\left(b^{d}\right)^{4}(1, b)=\left(\begin{array}{cc}
0 & 0 \\
\left(b^{d}\right)^{3} & \left(b^{d}\right)^{2}
\end{array}\right)
$$

Clearly, $H K=0$. In light of Lemma 2.1,

$$
F^{d}=\left(I-K K^{d}\right)\left[\sum_{n=0}^{\infty} K^{n}\left(H^{d}\right)^{n}\right] H^{d}+K^{d}\left[\sum_{n=0}^{\infty}\left(K^{d}\right)^{n} H^{n}\right]\left(I-H H^{d}\right) .
$$

As $G^{d}=0$, by Lemma 2.2, we have

$$
M^{d}=F^{d}+G\left(F^{d}\right)^{2}+G^{2}\left(F^{d}\right)^{3}+\left(F^{d}\right)^{2} G+G\left(F^{d}\right)^{3} G+G^{2}\left(F^{d}\right)^{4} G
$$

Clearly, $M=\left(\binom{a}{1}(1, b)\right)^{3}$. By using Cline's formula,

$$
(a+b)^{d}=\left((1, b)\binom{a}{1}\right)^{d}=\left(a+b, a b+b^{2}\right) M^{d}\binom{a}{1} .
$$

as asserted.
Corollary 2.4. Let $a, b, a b \in \mathcal{A}^{d}$ have $g$-Drazin inverses. If $a^{2} b=0$ and $a b^{2}=0$, then $a+b \in \mathcal{A}^{d}$.
Proof. Since $a b \in \mathcal{A}^{d}$, we see that $b a \in \mathcal{A}^{d}$ by Cline's formula. As $a^{2}(a b)=0$, it follows by Lemma 2.1 that $p:=a^{2}+a b \in \mathcal{A}^{d}$. Likewise, $q:=b a+b^{2} \in \mathcal{A}^{d}$. One easily checks that

$$
p q p=0, q p q=0, p^{2} q^{2}=0 \text { and } p q^{3}=0
$$

In light of Theorem 2.2, $(a+b)^{2}=p+q \in \mathcal{A}^{d}$. According to [11, Corollary 2.2], $a+b \in \mathcal{F}^{d}$, as asserted.
Let $a, b \in \mathcal{A}^{d}$. If $a b a=0, b a b=0, a^{2} b^{2}=0$ and $a^{3} b=0$, then $a+b \in \mathcal{A}^{d}$. This is a symmetrical result of Theorem 2.1, and can be proved by a similar route.

In [17], Sun et al. considered the Drazin inverse of $P+Q$ in the case of $P Q^{2}=0, P^{2} Q P=0,(Q P)^{2}=0$ for two square matrices over a skew field. As is well known, every square matrix over skew fields has Drazin inverse. We are now ready to extend [17, Theorem 3.1] to g-Drazin inverses of bounded linear operators and prove:

Theorem 2.5. Let $a, b \in \mathcal{A}^{d}$. If $a b^{2}=0, a^{2} b a=0$ and $(b a)^{2}=0$, then $a+b \in \mathcal{F}^{d}$ and

$$
(a+b)^{d}=\left(a+b, a b+b^{2}\right) M^{d}\binom{a}{1}, M^{d}=F^{d}+G\left(F^{d}\right)^{2}+G^{2}\left(F^{d}\right)^{3}+\left(F^{d}\right)^{2} G+G\left(F^{d}\right)^{3} G+G^{2}\left(F^{d}\right)^{4} G
$$

where

$$
\begin{aligned}
& F^{d}=\left(I-K K^{d}\right)\left[\sum_{n=0}^{\infty} K^{n}\left(H^{d}\right)^{n}\right] H^{d}+K^{d}\left[\sum_{n=0}^{\infty}\left(K^{d}\right)^{n} H^{n}\right]\left(I-H H^{d}\right) ; \\
& H^{d}=\left(\begin{array}{cc}
\left(a^{d}\right)^{2} & 0 \\
\left(a^{d}\right)^{3} & 0
\end{array}\right), K^{d}=\left(\begin{array}{cc}
0 & 0 \\
\left(b^{d}\right)^{3} & \left(b^{d}\right)^{2}
\end{array}\right), G^{4}=0 .
\end{aligned}
$$

Proof. Set

$$
M=\left(\begin{array}{cc}
a^{3}+a^{2} b+a b a & a^{3} b+a b a b \\
a^{2}+a b+b a+b^{2} & a^{2} b+b a b+b^{3}
\end{array}\right) .
$$

Then

$$
\begin{aligned}
M & =\left(\begin{array}{cc}
a^{2} b+a b a & a^{3} b+a b a b \\
0 & a^{2} b+b a b
\end{array}\right)+\left(\begin{array}{cc}
a^{3} & 0 \\
a^{2}+a b+b a+b^{2} & b^{3}
\end{array}\right) \\
& :=G+F .
\end{aligned}
$$

We see that $G^{3}=0, F G F=0$ and $F G^{2}=0$. Moreover, we have

$$
\begin{aligned}
F & =\left(\begin{array}{cc}
a^{3} & 0 \\
a^{2}+b a & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
b^{2}+a b & b^{3}
\end{array}\right) \\
& :=H+K .
\end{aligned}
$$

As in the proof of Theorem 2.2, One easily checks that

$$
H^{d}=\left(\begin{array}{cc}
\left(a^{d}\right)^{3} & 0 \\
\left(a^{d}\right)^{4}+b\left(a^{d}\right)^{5} & 0
\end{array}\right), K^{d}=\left(\begin{array}{cc}
0 & 0 \\
\left(b^{d}\right)^{3} & \left(b^{d}\right)^{2}
\end{array}\right)
$$

Further,

$$
F^{d}=\left(I-K K^{d}\right)\left[\sum_{n=0}^{\infty} K^{n}\left(H^{d}\right)^{n}\right] H^{d}+K^{d}\left[\sum_{n=0}^{\infty}\left(K^{d}\right)^{n} H^{n}\right]\left(I-H H^{d}\right)
$$

In light of Lemma 2.2,

$$
M^{d}=F^{d}+G\left(F^{d}\right)^{2}+G^{2}\left(F^{d}\right)^{3}+\left(F^{d}\right)^{2} G+G\left(F^{d}\right)^{3} G+G^{2}\left(F^{d}\right)^{4} G
$$

Obviously, $M=\left(\binom{a}{1}(1, b)\right)^{3}$. By virtue of Cline's formula,

$$
(a+b)^{d}=\left((1, b)\binom{a}{1}\right)^{d}=\left(a+b, a b+b^{2}\right) M^{d}\binom{a}{1}
$$

as desired.

Let $a, b \in \mathcal{A}^{d}$. If $a^{2} b=0, a b a^{2}=0$ and $(b a)^{2}=0$, then $a+b \in \mathcal{A}^{d}$. This can be proved in a symmetric way as in Theorem 2.5.

## 3. Block operator matrices

To illustrate the preceding results, we are concerned with the generalized Drazin inverse for a block operator matrix. Throughout this section, the operator matrix $M$ is given by (1.1), i.e.,

$$
M=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

where $A \in \mathcal{L}(X)^{d}, B \in \mathcal{L}(X, Y), C \in \mathcal{L}(Y, X)$ and $D \in \mathcal{L}(Y)^{d}$. Using different splitting approach, we shall obtain various conditions for the $g$-Drazin inverse of $M$. In fact, the explicit $g$-Drazin inverse of $M$ could be computed by the formula in Theorem 2.5.

Theorem 3.1. If $A B C=0, D C A=0, D C B=0, C B C A=0$ and $C B C B=0$, then $M$ has $g$-Drazin inverse.
Proof. Write $M=p+q$, where

$$
p=\left(\begin{array}{cc}
A & B \\
0 & D
\end{array}\right), q=\left(\begin{array}{ll}
0 & 0 \\
C & 0
\end{array}\right) .
$$

It is obvious by [8, Lemma 2.2] that $p$ and $q$ have $g$-Drazin inverses. Clearly, $q^{2}=0$, and so $p q^{2}=0$. As $A B C=0, D C A=0$ and $D C B=0$, then $p^{2} q p=0$. It follows from $C B C A=0$ and $C B C B=0$ that $(q p)^{2}=0$. Then by applying Theorem 2.5, $p+q=M$ has $g$-Drazin inverse.

Corollary 3.2. ( $[6$, Theorem 3]) If $B C=0$ and $D C=0$, then $M$ has $g$-Drazin inverse.
Proof. It is obvious by Theorem 3.1.
Theorem 3.3. If $A B C=0, A B D=0, D C B=0, B C B C=0$ and $B C B D=0$, then $M$ has $g$-Drazin inverse.
Proof. Write $M=p+q$, where

$$
p=\left(\begin{array}{cc}
A & 0 \\
C & D
\end{array}\right), q=\left(\begin{array}{ll}
0 & B \\
0 & 0
\end{array}\right) .
$$

By using [8, Lemma 2.2] it is clear that $p, q$ have $g$-Drazin inverses. Obviously, $p q^{2}=0$. Also by the assumptions $A B C=0, A B D=0, D C B=0$ we have $p^{2} q p=0$. By using $B C B C=0$ and $B C B D=0$, we have $(q p)^{2}=0$. Then we get the result by Theorem 2.5.

Corollary 3.4. If $A B C=0, A B D=0, B C B=0$ and $D C B=0$, then $M$ has $g$-Drazin inverse.
Proof. It is special case of Theorem 3.3.
If $A B=0$ and $C B=0$, we claim that $M$ has $g$-Drazin inverse (see [6, Theorem 2]). This is a direct consequence of Corollary 3.4.

Example 3.5. Let $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$, where

$$
A=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 1
\end{array}\right), B=\left(\begin{array}{c}
1 \\
1 \\
-1
\end{array}\right), C=\left(\begin{array}{lll}
1 & 0 & 1
\end{array}\right) \text { and } D=0
$$

are complex matrices. Then $A B C=0, A B D=0, B C B=0$ and $D C B=0$. In this case, $A B, C B \neq 0$.
Lemma 3.6. If $C B C B=0$, then $\left(\begin{array}{cc}0 & B \\ C & 0\end{array}\right)$ has $g$-Drazin inverse.

Proof. Write

$$
\left(\begin{array}{ll}
0 & B \\
C & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
C & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & B \\
0 & 0
\end{array}\right) .
$$

Let $p=\left(\begin{array}{ll}0 & 0 \\ C & 0\end{array}\right)$ and $q=\left(\begin{array}{ll}0 & B \\ 0 & 0\end{array}\right)$. In view of [8, Lemma 2.2], $p$ has $g$-Drazin inverse. By virtue of Lemma 3.6, $q$ has $g$-Drazin inverse. It is obvious that $p q^{2}=0, p^{2} q p=0$ and $(q p)^{2}=0$. Then by Theorem $2.5, M$ has g-Drazin inverse.
Lemma 3.7. If $A B C=0$ and $C B C B=0$, then $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ has $g$-Drazin inverse.
Proof. Write

$$
\left(\begin{array}{ll}
A & B \\
C & 0
\end{array}\right)=\left(\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & B \\
C & 0
\end{array}\right)
$$

Let $p=\left(\begin{array}{cc}A & 0 \\ 0 & 0\end{array}\right)$ and $q=\left(\begin{array}{cc}0 & B \\ C & 0\end{array}\right)$. It is obvious that $p q^{2}=0, p^{2} q p=0$ and $(q p)^{2}=0$. Then by Theorem 2.5, it has $g$-Drazin inverse.
Theorem 3.8. If $A B C=0, D C A=0, D C B=0$ and $C B C B=0$, then $M$ has $g$-Drazin inverse.
Proof. Write

$$
M=\left(\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right)+\left(\begin{array}{ll}
A & B \\
C & 0
\end{array}\right)
$$

Let $p=\left(\begin{array}{cc}0 & 0 \\ 0 & D\end{array}\right)$ and $q=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$. Then $p$ has $g$-Drazin inverse as $p^{2}=0$. In light of Lemma 3.7, $q$ has $g$-Drazin inverse. Also $p q^{2}=0, p^{2} q p=0$ and $(q p)^{2}=0$. Then by Theorem 2.5, $M$ has g-Drazin inverse.

Corollary 3.9. If $A B C=0, C B C=0, D C A=0$ and $D C B=0$, then $M$ has $g$-Drazin inverse.
Proof. it is clear by Theorem 3.8
Lemma 3.10. If $D C B=0$ and $C B C B=0$, then $\left(\begin{array}{cc}0 & B \\ C & D\end{array}\right)$ has $g$-Drazin inverse.
Proof. Write

$$
\left(\begin{array}{ll}
0 & B \\
C & D
\end{array}\right)=p+q
$$

where $p=\left(\begin{array}{cc}0 & 0 \\ 0 & D\end{array}\right)$ and $q=\left(\begin{array}{cc}0 & B \\ C & 0\end{array}\right)$. In view of [8, Lemma 2.2], $p$ has g-Drazin inverse. According to Lemma 3.6, $q$ has $g$-Drazin inverse. Also $p q^{2}=0, p^{2} q p=0$ and $(q p)^{2}=0$. Then by Theorem 2.5, it has g-Drazin inverse.

Theorem 3.11. If $A B C=0, A B D=0, D C B=0$ and $C B C B=0$, then $M$ has $g$-Drazin inverse.
Proof. Write

$$
M=\left(\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & B \\
C & D
\end{array}\right)
$$

Clearly, $p$ has g-Drazin inverse. By Lemma 3.10, $q$ has $g$-Drazin inverse. From $A B C=0$ and $A B D=0$ we have $p q^{2}=0, p^{2} q p=0$ and $(q p)^{2}=0$. Therefore we complete the proof by Theorem 2.5.

As an immediate consequence, we derive
Corollary 3.12. If $A B C=0, A B D=0, B C B=0$ and $D C B=0$, then $M$ has $g$-Drazin inverse.

## 4. Multiplicative perturbation

Let $M$ be an operator matrix $M$ given by (1.1). It is of interest to consider the $g$-Drazin inverse of $M$ under generalized Schur condition $D=C A^{d} B$ (see [14]). We now investigate various perturbation conditions with spectral idempotents under which $M$ has g-Drazin inverse. We now extend [5, Theorem 8] to the g-Drazin inverse of block operator matrices.

Theorem 4.1. Let $A \in \mathcal{L}(X)^{d}, D \in \mathcal{L}(Y)^{d}$ and $M$ be given by (1.1). If $C A^{\pi} A B=0, A^{\pi} A^{2} B C=0, A^{\pi} B C A^{2}=$ $0, A^{\pi} B C B=0, A B C A^{d}=B C A A^{d}$ and $D=C A^{d} B$, then $M \in \mathcal{L}(X \oplus Y)^{d}$.

Proof. Clearly, we have

$$
M=\left(\begin{array}{cc}
A & B \\
C & C A^{d} B
\end{array}\right)=P+Q
$$

where

$$
P=\left(\begin{array}{cc}
A A^{\pi} & 0 \\
0 & 0
\end{array}\right), Q=\left(\begin{array}{cc}
A^{2} A^{d} & B \\
C & C A^{d} B
\end{array}\right) .
$$

By assumption, we verify that $P Q P=0, Q P Q=0, P^{2} Q^{2}=0$ and $P Q^{3}=0$. Since $A A^{\pi} \in \mathcal{L}(X)^{\text {quil }}$, we easily see that $P$ is quasinilpotent, and then it has g-Drazin inverse. Furthermore, we have

$$
Q=Q_{1}+Q_{2}, Q_{1}=\left(\begin{array}{cc}
A^{2} A^{d} & A A^{d} B \\
C A A^{d} & C A^{d} B
\end{array}\right), Q_{2}=\left(\begin{array}{cc}
0 & A^{\pi} B \\
C A^{\pi} & 0
\end{array}\right)
$$

and $Q_{2} Q_{1}=0$. Since $A^{\pi} B C A^{2}=0, A^{\pi} B C B=0$, we see that $\left(A^{\pi} B C A^{\pi}\right)^{2}=A^{\pi} B C B C A^{\pi}-A^{\pi} B C A^{2}\left(A^{d}\right)^{2}=0$ and $\left(C A^{\pi} B\right)^{2}=C A^{\pi} B C\left(I-A A^{d}\right) B=C A^{\pi} B C B-C A^{\pi} B C A^{2}\left(A^{d}\right)^{2} B=0$. Therefore $Q_{2}^{4}=0$. Moreover, we have

$$
Q_{1}=\binom{A A^{d}}{C A^{d}}\left(\begin{array}{ll}
A & A A^{d} B
\end{array}\right)
$$

By hypothesis, we see that

$$
\left(\begin{array}{ll}
A & A A^{d} B
\end{array}\right)\binom{A A^{d}}{C A^{d}}=A^{2} A^{d}+A A^{d} B C A^{d}
$$

Since $A^{\pi} B C A^{2}=0$, we have $\left(I-A A^{d}\right) B C A^{2}=0$, and so $B C A^{2}=A A^{d} B C A^{2}$. This implies that $B C A^{d}=$ $A A^{d} B C A^{d}$, and then

$$
A^{2} A^{d}+A A^{d} B C A^{d}=A^{2} A^{d}+B C A^{d} .
$$

Since $D=C A^{d} B$ has $g$-Drazin inverse, by Cline's formula, $B C A^{d}$ has $g$-Drazin inverse. In view of [8, Theorem 2.1], $A^{2} A^{d}=A\left(A A^{d}\right)$ has $g$-Drazin inverse.

Since $A B C A^{d}=B C A A^{d}$, we check that

$$
\begin{aligned}
\left(A^{2} A^{d}\right)\left(B C A^{d}\right) & =A\left(A A^{d} B C A^{d}\right) \\
& =A B C A^{d} \\
& =B C A A^{d} \\
& =\left(B C A^{d}\right)\left(A^{2} A^{d}\right)
\end{aligned}
$$

By virtue of [8, Theorem 2.1], $A^{2} A^{d}+B C A^{d}$ has g-Drazin inverse. By using Cline's formula again, $Q_{1}$ has g-Drazin inverse. Therefore $Q$ has g-Drazin inverse. According to Theorem 2.2, $M$ has $g$-Drazin inverse, as asserted.

Corollary 4.2. Let $A \in \mathcal{L}(X)^{d}, D \in \mathcal{L}(Y)^{d}$ and $M$ be given by (1.1). If $C A^{\pi} A B=0, A^{\pi} A^{2} B C=0, A^{\pi} B C A^{2}=$ $0, A^{\pi} B C B=0, A^{2} B C A=A B C A^{2}$ and $D=C A^{d} B$, then $M \in \mathcal{L}(X \oplus Y)^{d}$.

Proof. As in the proof of Theorem 4.1, $B C A^{d}=A A^{d} B C A^{d}$. Since $A^{2} B C A=A B C A^{2}$, we have

$$
\begin{aligned}
A B C A^{d} & =A\left(A A^{d} B C A^{d}\right) \\
& =A^{d}\left(A^{2} B C A\right)\left(A^{d}\right)^{2} \\
& =A^{d}\left(A B C A^{d}\right)\left(A^{2} A^{d}\right) \\
& =B C A^{d}\left(A^{2} A^{d}\right) \\
& =B C A A^{d} .
\end{aligned}
$$

Therefore we complete the proof by Theorem 4.1.
Regarding a complex matrix as the operator matrix on $\mathbb{C} \times \cdots \times \mathbb{C}$, we now present a numerical example to demonstrate Theorem 4.1.

Example 4.3. Let

$$
\begin{aligned}
& A=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0
\end{array}\right), B=\left(\begin{array}{cc}
1 & 0 \\
1 & -1 \\
-1 & 1 \\
1 & -1
\end{array}\right), \\
& C=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right) D=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)
\end{aligned}
$$

be complex matrices and set

$$
M=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)
$$

Then

$$
A^{d}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), A^{\pi}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

We easily check that

$$
\begin{gathered}
C A^{\pi} A B=0, A^{\pi} A^{2} B C=0, A^{\pi} B C A^{2}=0, \\
A^{\pi} B C B=0, A B C A^{d}=B C A A^{d}, D=C A^{d} B .
\end{gathered}
$$

In this case, $A, D$ and $M$ have Drazin inverses, and so they have $g$-Drazin inverses.
By the other splitting approach, we derive
Theorem 4.4. Let $A \in \mathcal{L}(X)^{d}, D \in \mathcal{L}(Y)^{d}$ and $M$ be given by (1.1). If $A^{\pi} A^{2} B C=0, A^{\pi} B C B C=0, A^{\pi} C A B C=$ $0, A B C A^{d}=B C A A^{d}$ and $D=C A^{d} B$, then $M \in \mathcal{L}(X \oplus Y)^{d}$.

Proof. We easily see that

$$
M=\left(\begin{array}{cc}
A & B \\
C & C A^{d} B
\end{array}\right)=P+Q
$$

where

$$
P=\left(\begin{array}{cc}
A & A A^{d} B \\
C & C A^{d} B
\end{array}\right), Q=\left(\begin{array}{cc}
0 & A^{\pi} B \\
0 & 0
\end{array}\right)
$$

Then we check that $P^{2} Q P=0,(Q P)^{2}=0, Q^{2}=0$. Clearly, $Q$ has $g$-Drazin inverse. Moreover, we have

$$
P=P_{1}+P_{2}, P_{1}=\left(\begin{array}{cc}
A^{2} A^{d} & A A^{d} B \\
C A A^{d} & C A^{d} B
\end{array}\right), P_{2}=\left(\begin{array}{cc}
A A^{\pi} & 0 \\
C A^{\pi} & 0
\end{array}\right)
$$

$P_{2} P_{1}=0$ and $P_{2}$ is quasinilpotent. Since $A^{d}=A\left(A^{d}\right)^{2}$, we have

$$
P_{1}=\binom{A A^{d}}{C A^{d}}\left(\begin{array}{ll}
A & A A^{d} B
\end{array}\right)
$$

By hypothesis, we see that

$$
\left(\begin{array}{ll}
A & A A^{d} B
\end{array}\right)\binom{A A^{d}}{C A^{d}}=A^{2} A^{d}+A A^{d} B C A^{d}
$$

As in the proof of Theorem 4.1, we easily check that $A^{2} A^{d}+A A^{d} B C A^{d}$ has g-Drazin inverse. Therefore $P_{1}$ has g-Drazin inverse. By Lemma 2.1, $P$ has g-Drazin inverse. According to Theorem 2.5, $M$ has g-Drazin inverse.

Corollary 4.5. Let $A \in \mathcal{L}(X)^{d}, D \in \mathcal{L}(Y)^{d}$ and $M$ be given by (1.1). If $A^{\pi} A^{2} B C=0, A^{\pi} B C B C=0, A^{\pi} C A B C=$ $0, A^{2} B C A=A B C A^{2}$ and $D=C A^{d} B$, then $M \in \mathcal{L}(X \oplus Y)^{d}$.

Proof. As in the proof of Corollary 4.2, we prove that $A B C A^{d}=B C A A^{d}$. This completes the proof by Theorem 4.4.

Corollary 4.6. Let $A \in \mathcal{L}(X)^{d}, D \in \mathcal{L}(Y)^{d}$ and $M$ be given by (1.1). If $A^{\pi} B C=0, A^{2} B C A=A B C A^{2}$ and $D=C A^{d} B$, then $M \in \mathcal{L}(X \oplus Y)^{d}$.

Proof. This is obvious by Corollary 4.5.

## References

[1] M. Boumazgour, Generalized Drazin inverse of restrictions of bounded linear operators, Linear Multilinear Algebra, 66(2018), 894-901.
[2] H. Chen and M. Sheibani, The g-Hirano inverse in Banach algebras, Linear and Multilinear Algebra 67(2019), DOI:10.1080/03081087.2019.1627278.
[3] D.S. Cvetkovic-Ilic; D.S. Djordjevic and Y. Wei, Additive results for the generalized Drazin inverse in a Banach algebra, Linear Algebra Appl., 418(2006), 53-61.
[4] D.S. Cvetkovic-Ilic; X. Liu and Y. Wei, Some additive results for the generalized Drazin inverse in a Banach algebra, Electronic J. Linear Algebra, 22(2011), DOI: https://doi.org/10.13001/1081-3810.1490.
[5] M. Dana and R. Yousefi, Formulas for the Drazin inverse of matrices with new conditions and its applications, Int. J. Appl. Comput. Math., 4(2018), DOI: https://doi.org/10.1007/s40819-017-0459-5.
[6] C. Deng; D. S. Cvetcovic-Ilic and Y. Wei, Some results on the genrealized Derazin inverse of operator matrices, Linear and Multilinear Algebra 58(2010), 503-521.
[7] C. Deng and Y. Wei, New additive results for the generalized Drazin inverse, J. Math. Analysis Appl., 379(2010), 313-321.
[8] D.S. Djordjevic and Y. Wei, Additive results for the generalized Drazin inverse, J. Austral. Math. Soc., 73(2002), 115-125.
[9] Y. Liao; J. Chen and J. Cui, Cline's formula for the generalized Drazin inverse, Bull. Malays. Math. Sci. Soc., 37(2014), 37-42.
[10] X. Liu; X. Qin and J. Benitez, New additive results for the generalized Drazin inverse in a Banach Algebra, Filomat, bf 30(2016), DOI: 10.2298/FIL1608289L.
[11] D. Mosic, A note on Cline's formula for the generalized Drazin inverse, Linear Multilinear Algebra, 2014, http://dx.doi.org /10.1080/03081087. 2014.922965.
[12] D. Mosic and D.S, Djordjevic, Block representations of generalized Drazin inverse, Appl. Math. Comput., 331(2018), $200-209$.
$[13]$ D. Mosic; H. Zou and J. Chen, The generalized Drazin inverse of the sum in a Banach algebra, Ann. Funct. Anal., 8(2017), 90-105.
[14] L. Sun; B. Zheng; S. Bai and C. Bu, Formulas for the Drazin inverse of matrices over skew fields, Filomat, 30(2016), $3377-3388$.
[15] J. Visnjic, On additive properties of the Drazin inverse of block matrices and representations, Appl. Math. Comput., 250(2015), 444-450.
[16] H. Wang; J. Huang and A. Chen, The Drazin inverse of the sum of two bounded linear operators and it's applications, Filomat, 31(2017), 2391-2402.
[17] H. Yang and X. Liu, The Drazin inverse of the sum of two matrices and its applications, J. Comput. Appl. Math., 235(2011), 1412-1417.


[^0]:    2020 Mathematics Subject Classification. Primary 15A09; Secondary 47A05.
    Keywords. generalized Drazin inverse; additive property; operator matrix; Banach algebra.
    Received: 03 April 2020; Accepted: 04 June 2022
    Communicated by Dragan S. Djordjević
    Corresponding author: Marjan Sheibani Abdolyousefi
    Research supported by the Natural Science Foundation of Zhejiang Province, China (No. LY21A010018).
    Email addresses: huanyinchen@aliyun.com (Huanyin Chen), m.sheibani@semnan.ac.ir (Marjan Sheibani Abdolyousefi)

