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#### Abstract

We consider a Sturm-Liouville problem defined on two disjoint intervals together with additional jump conditions across the common endpoint of these intervals. Based on Finite Difference Method (FDM) we have developed a new tecnique for solving such type nonstandard boundary value problems (BVP). To show applicability and effectiveness of the proposed generalization of FDM, we solved a simple but illustrative example. The obtained numerical solutions are graphically compared with the corresponding exact solutions.


## 1. Introduction

The advent of finite difference techniques in numerical applications began in the early 1950s and their development was stimulated by the emergence of computers that offered a convenient framework for dealing with complex problems of science and technology.

Many important theoretical and numerical results have been obtained during the last seven decades regarding the stability, accuracy and convergence of the FDM for different type initial and/or BVPs (see, [7, 15] ).

The standard FDM is intended for solving one-interval initial and/or boundary value problems without jump conditions (see, for example, $[1,3,6]$ and references cited therein).

Based on FDM, we have developed a new technique for solving two-interval Sturm-Liouville problems (SLPs), that included additional jump conditions across the common endpoint of these intervals (see, [4, 5, 9-12]).

Two-interval SLPs arise in solving many important problems of physics and engineering, such as heat and mass transfer problems, Earth's free oscillation problems, thermal conduction problems for a thin laminated plate when the plate composed by materials with different physical and chemical characteristics, vibrating string problems when the string loaded with additional point masses etc (see, for example, [2, 8, 13, 14]).
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## 2. Analysis of the Method

A finite difference method proceeds by replacing the derivatives in the differential equations by finite difference approximations. This gives an algebraic system of equations to be solved in place of the differential equation, something that is easily solved on a computer.

Let us consider a linear boundary-value problem for Sturm-Liouville equation

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=f(x), \quad x \in[a, c) \cup(c, b] \tag{1}
\end{equation*}
$$

subject to the boundary conditions at the endpoints $x=a$ and $x=b$, given by

$$
\begin{equation*}
y(a)=\alpha, \quad y(b)=\beta \tag{2}
\end{equation*}
$$

and with additional jump conditions at the interior point of singularity $x=c$, given by

$$
\begin{equation*}
y(0-c)=m y(0+c), y^{\prime}(0-c)=n y^{\prime}(0+c) \tag{3}
\end{equation*}
$$

where $p(x), q(x)$ and $f(x)$ are continuous functions on $[a, c) \cup(c, b]$ having finite limit values $p(c \pm 0), q(c \pm 0)$ and $f(c \pm 0)$ respectively $\alpha, \beta m, n$ are real constants. To discretize the problem (1), (3) the definition range $[a, b]$ is divided into $N$ equal ranges $\left[x_{0}, x_{1}\right],\left[x_{1}, x_{2}\right], \ldots,\left[x_{N-1}, x_{N}\right]$, where

$$
\begin{equation*}
a=x_{0}<x_{1}<\ldots<x_{N}=b, \quad x_{i}=a+i h, \quad h=\frac{b-a}{N} . \tag{4}
\end{equation*}
$$

By using the Taylor expansion

$$
y\left(x_{i}+h\right)=y\left(x_{i}\right) \mp y^{\prime}\left(x_{i}\right) \mp \frac{h^{2}}{2} y^{\prime \prime}\left(x_{i}\right) \mp \ldots
$$

We can express first and second derivative expressions in the boundary value problem as

$$
\begin{equation*}
y^{\prime}(x) \approx \frac{1}{2}\left(D_{+} y(x)+D_{-} y(x)\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{\prime \prime}(x) \approx \frac{1}{h}\left(D_{+} y(x)-D_{-} y(x)\right) \tag{6}
\end{equation*}
$$

where $D_{+} y(x)$ and $D_{-} y(x)$ denotes the forward finite difference and backward finite difference of the unknown solution $y(x)$.

Let us define the finite difference solution for $y(x)$ at all grid points $x_{0}, x_{1}, \cdots, x_{N}$ by $y_{i}=y\left(x_{i}\right)$ and substituting (4) and (5) in the boundary value problem (1)-(2) we have the following linear system of algebraic equations

$$
\begin{aligned}
& \left(1-\frac{1}{2} h p_{i}\right) y_{i-1}+\left(-2+h^{2} q_{i}\right) y_{i}+\left(1+\frac{1}{2} h p_{i}\right) y_{i+1}=h^{2} f\left(x_{i}\right) \\
& 1 \leq i \leq N-1, \quad i=1,2,3, \ldots, N-1 \ldots
\end{aligned}
$$

where

$$
y_{0}=\alpha, \quad y_{N}=\beta
$$

Note that each equation of this system involves solution values at three nodal points $x_{i-1}, x_{i}$ and $x_{i+1}$. The linear system of algebraic equations can be written in the matrix and vector form

$$
\begin{equation*}
M y=B \tag{7}
\end{equation*}
$$

where M is a tridioganal matrix given by

$$
\begin{aligned}
& M=\left(\begin{array}{ccccccc}
-2+h^{2} q_{1} & 1+\frac{1}{2} h p_{1} & 0 & \cdots & 0 & 0 & 0 \\
1-\frac{1}{2} h p_{2} & -2+h^{2} q_{2} & 1+\frac{1}{2} h p_{2} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \cdots & \cdots & \cdots \\
0 & 0 & 1 & \cdots & -2+h^{2} q_{N-2} & 1+\frac{1}{2} h p_{N-2} & 0 \\
0 & 0 & 0 & . & 0 & 1-\frac{1}{2} h p_{N-1} & -2+h^{2} q_{N-1}
\end{array}\right) \\
& y=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{N-2} \\
y_{N-1}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{N-2} \\
b_{N-1}
\end{array}\right) .
\end{aligned}
$$

where

$$
b_{i}=\left\{\begin{array}{cc}
h^{2} f_{1}-\left(1-\frac{1}{2} h p_{1}\right), & i=1 \\
h^{2} f_{i}, & i=2,3, \ldots, N-2 \\
h^{2} f_{N-1}-\left(1+\frac{1}{2} h p_{N-1}\right) \beta, & i=N-1
\end{array}\right.
$$

The linear system of algebraic equations (7) is tridiagonal and can be solved efficiently by the Crout or Cholesky algoritm [3].

## 3. Convergence and Error Estimates of Finite Difference Method

When the FDM is applied to solve a boundary value problem, it is very important to know how accurate the numerical solution is compared to the exact solution.

Let $\tilde{Y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ denote the finite difference solution and $\tilde{y}=\left(y\left(x_{1}\right), y\left(x_{2}\right), \ldots, y\left(x_{n}\right)\right)$ is the exact solution at the grid points $x_{1}, x_{2}, \ldots, x_{n}$. Then the vector

$$
\begin{equation*}
\tilde{e}=\left(y_{1}-y\left(x_{1}\right), y_{2}-y\left(x_{2}\right), \ldots, y_{n}-y\left(x_{n}\right)\right)=\tilde{Y}-\tilde{y} \tag{8}
\end{equation*}
$$

is said to be the global error vector. You usually want to find an admissible upper bound for this error with respect to the infinite norm (so-called maximum norm ), defined by $\|\tilde{e}\|=\max _{1 \leqslant i \leqslant n}\left|y_{i}-y\left(x_{i}\right)\right|$ or p-norm ( $p \geq 1$ ), defined by

$$
\|\tilde{e}\|_{p}=\left(\sum_{i=1}^{n}\left|y_{i}-y\left(x_{i}\right)\right|^{p}\left(x_{i+1}-x_{i}\right)\right)^{1 / 2}
$$

Denote $h_{i}:=\max _{1 \leqslant i \leqslant n}\left(x_{i+1}-x_{i}\right)$.

If $\|\tilde{e}\|_{p}$ converges to zero as $h \rightarrow \infty$, then a finite difference method is called convergent. Moreover, if there is $c \geq 0$ such that $\|\tilde{e}\|_{p} \leq C h^{q}, q>0$, the finite difference method is called q-th order accurate.

We shall show that the FDM solution converges to the exact solution of the BVP (1)- (2) when $h$ converges to zero. Using formulas (5) and (6), one can show that the exact solution $\tilde{y}=\left(y\left(x_{1}\right), y\left(x_{2}\right), \ldots, y\left(x_{n}\right)\right)$ satisfies the following linear system of equation

$$
\begin{equation*}
\frac{y\left(x_{i+1}\right)-2 y\left(x_{i}\right)+y\left(x_{i-1}\right)}{h^{2}}-\frac{h^{2}}{12} y^{(4)}\left(\xi_{i}\right)+p_{i} \frac{y\left(x_{i+1}\right)-y\left(x_{i-1}\right)}{2 h}-\frac{h^{2}}{6} y^{(3)}\left(\eta_{i}\right)+q_{i} y\left(x_{i}\right)=f\left(x_{i}\right), \quad 1 \leqslant i \leqslant n \tag{9}
\end{equation*}
$$

On the other hand, the FDM solution $\tilde{Y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ satisfies the linear system of equation

$$
\begin{equation*}
\frac{y_{i+1}-2 y_{i}+y_{i-1}}{h^{2}}+p_{i} \frac{y_{i+1}-y_{i-1}}{2 h}+q_{i} y_{i}=f_{i}, \quad 1 \leqslant i \leqslant n . \tag{10}
\end{equation*}
$$

Substracting these equation one from the other, we get

$$
\begin{equation*}
\frac{e_{i+1}-2 e_{i}+e_{i-1}}{h^{2}}+p_{i} \frac{e_{i+1}-e_{i-1}}{2 h}+q_{i} e_{i}=h^{2} f_{i}, \quad 1 \leqslant i \leqslant n \tag{11}
\end{equation*}
$$

where $e_{i}$ is the global error $e_{i}:=y\left(x_{i}\right)-y_{i} . h^{2} f_{i}$ is the local truncation error at the grid point $x=x_{i}$ and

$$
f_{i}=\frac{1}{12} y^{(4)}\left(\xi_{i}\right)-\frac{1}{6} y^{(3)}\left(\eta_{i}\right)
$$

After multiplying both sides of (11) by $h^{2}$ and then collecting the corresponding terms, we have

$$
\begin{equation*}
\left(1-\frac{h}{2} p_{i}\right) e_{i-1}+\left(-2+h^{2} q_{i}\right) e_{i}+\left(1+\frac{h}{2} p_{i}\right) e_{i+1}=h^{4} f_{i} \tag{12}
\end{equation*}
$$

To estimate the magnitude of the error vector $\tilde{e}$, it is necessary to use an infinite norm $\|\tilde{e}\|_{p}, p \geq 1$ for some spesific value $p$.

We will apply the infinite norm $\|\tilde{e}\|_{\infty}$, because it is used to measure grid functions and is easily estimated.

The equation (12) can be written as

$$
\left(2+h^{2} q_{i}\right) e_{i}=\left(1-\frac{h}{2} p_{i}\right) e_{i+1}-\left(1+\frac{h}{2} p_{i}\right) e_{i}+h^{4} f_{i}
$$

Consequently,

$$
\begin{aligned}
\left|2+h^{2} q_{i} \| e_{i}\right| & \leq 1-\frac{h}{2} p_{i}\left\|e_{i+1}\left|+\operatorname{mid} 1+\frac{h}{2} p_{i} \| e_{i}\right|+h^{4}\left|f_{i}\right|\right. \\
& \leq 1-\frac{h}{2} p_{i}\| \| \tilde{e}\left\|_{\infty}+\left\lvert\, 1+\frac{h}{2} p_{i}\right.\right\|\|\tilde{e}\|_{\infty}+h^{4}\|\tilde{f}\|_{\infty},
\end{aligned}
$$

where $\|\tilde{f}\|_{\infty}=\max _{1 \leqslant i \leqslant n}\left|f_{i}\right|$.
From this inequality it follows immediately that

$$
\begin{equation*}
\left\lvert\, 2+h^{2} q_{i}\|\tilde{e}\|_{\infty} \leq\left(\left|1-\frac{h}{2} p_{i}\right|+\left|1+\frac{h}{2} p_{i}\right|\right)\|\tilde{e}\|_{\infty}+h^{4}\|\tilde{f}\|_{\infty} .\right. \tag{13}
\end{equation*}
$$

Since $q(x)<0$, one can choose $h>0$ small enough to satisfy

$$
\left|1-\frac{h}{2} p_{i}\right|+\left|1+\frac{h}{2} p_{i}\right|=2
$$

and

$$
\left|2+h^{2} q_{i}\right|=2+h^{2}\left|q_{i}\right|
$$

for all $i=1,2, \ldots, n$.
Consequently, for sufficiently small $h>0$ we have from (13) that

$$
\begin{equation*}
\mid q_{i}\| \| \tilde{e}\left\|_{\infty} \leq h^{2}\right\| \tilde{f} \|_{\infty} . \tag{14}
\end{equation*}
$$

Denoting $C=\frac{\|\tilde{f}\|_{\infty}^{\infty}}{\substack{\text { min } \\ 1 \leq i \in i l}}$, we obtain

$$
\begin{equation*}
\|\tilde{e}\|_{\infty} \leq C h^{2} \tag{15}
\end{equation*}
$$

Hence, the FDM is convergent and 2-order accurate [7, 15].

## 4. The Generalized Finite Difference Method for Solving Two-Interval SLP with Jump Problems

Consider the following two-interval SLP, consisting of the differential equation

$$
\begin{equation*}
y^{\prime \prime}+2 y^{\prime}+4 e^{4 x} y=0, \quad x \in[-1,0) \cup(0,1] \tag{16}
\end{equation*}
$$

subject to the boundary conditions at the endpoints $x=-1$ and $x=1$, given by

$$
\begin{equation*}
y(-1)=2, \quad y(1)=0 \tag{17}
\end{equation*}
$$

together with jump conditions across the common endpoint $x=0$, given by

$$
\begin{equation*}
y\left(0^{-}\right)=2 y\left(0^{+}\right), \quad y^{\prime}\left(0^{-}\right)=3 y^{\prime}\left(0^{+}\right) \tag{18}
\end{equation*}
$$

At first we consider the problem (16)-(18) without jump conditions (18). It is easy to verify that the function

$$
\begin{equation*}
y=\frac{2 \sin \left(e^{2 x}-e^{2}\right)}{\csc \left(\frac{1-e^{2}}{e^{2}}\right) e^{2 x+2}} \tag{19}
\end{equation*}
$$

satisfies the equation (16) on whole $[-1,0) \cup(0,1]$ and both boundary conditions (17). For simplicity we will use the uniform cartesian grid $x_{i}=-1+i h, i=0,1, \ldots, 50$ for $h=0,04$. In particular we have $x_{0}=-1, x_{50}=1$.

The central finite difference (CFD) approximation of the derivatives $y^{\prime}$ and $y^{\prime \prime}$ are defined by

$$
\begin{equation*}
y^{\prime}(x) \approx \frac{1}{2}\left(D_{+} y(x)+D_{-} y(x)\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{\prime \prime}(x) \approx \frac{1}{h}\left(D_{+} y(x)-D_{-} y(x)\right), \tag{21}
\end{equation*}
$$

where $D_{+} y(x)$ and $D_{-} y(x)$ denotes the forward finite difference and backward finite difference of $y(x)$.
By applying the CFD to the differential equation (16) at a typical grid point $x=x_{i}$ and denoting $y_{i}=y\left(x_{i}\right)$, we have the following finite difference equations

$$
\begin{equation*}
(1-h) y_{i-1}+\left(-2+4 h^{2} e 4 x_{i}\right) y_{i}+(1+h) y_{i+1}=0, \quad i=1,2, \ldots, 49 . \tag{22}
\end{equation*}
$$

That is we have the linear algebraic system of equations with respect to the variables $y_{1}, y_{2}, \ldots, y_{49}$. The system of linear algebraic equations (22) can be written in a tridiagonal matrix-vector form

$$
\begin{equation*}
A y=b \tag{23}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\left(\begin{array}{ccccccc}
-2+4 h^{2} e^{4 x_{1}} & 1+h & 0 & \cdots & 0 & 0 & 0 \\
1-h & -2+4 h^{2} e^{4 x_{2}} & 1+h & \cdots & 0 & 0 & 0 \\
0 & 1-h & -2+4 h^{2} e^{4 x_{3}} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1-h & -2+4 h^{2} e^{4 x_{48}} & 1+h \\
0 & 0 & \cdots & 0 & 1-h & -2+4 h^{2} e^{4 x_{49}}
\end{array}\right) \\
& y=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
y_{3} \\
\vdots \\
y_{48} \\
y_{49}
\end{array}\right), \\
& b=\left(\begin{array}{c}
-2-h \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right)
\end{aligned}
$$

The solution of this system can be found by using MATLAB-Octave. The obtained numerical FDM solutions are graphically compared with the exact solution (19) (see, Figures 1,2,3 and 4).


Figure 1: Graph of the FDM-solution and exact solution for the problem (16)-(17) for $\mathrm{N}=10$


Figure 2: Graph of the FDM-solution and exact solution for the problem (16)-(17) for $\mathrm{N}=50$


Figure 3: Graph of the FDM-solution and exact solution for the problem (16)-(17) for $\mathrm{N}=100$


Figure 4: Graph of the FDM-solution and exact solution for the problem (16)-(17) for $\mathrm{N}=500$

### 4.1. Remark

In figures $1,2,3$ and 4 the exact solution (19) is compared with the numerical FDM solutions for $N=$ $10,50,100,500$ respectively. It can be seen from these graphical illustrations that, the error between the FDM solutions and the exact solution decreases as the number of grid points $N$ increases.

Now we will investigate the problem (16)-(18). If we select $N=49$ and apply the jump conditions (18), then we have two additional algebraic equations

$$
\begin{equation*}
y_{24}-2 y_{25}=0 \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{22}-y_{24}-3 y_{25}+3 y_{27}=0 . \tag{25}
\end{equation*}
$$

The solution of the algebraic system of linear equations (22), (24), (25) can be found by using MATLAB/Octave. The graphical illustration of the obtained results are given in the following figure.

## 5. Error Analysis

From equation (20) we have

$$
\begin{equation*}
h^{2}\|f\|_{\infty} \geq\|e\|_{\infty} \min \left|q\left(x_{i}\right)\right| \tag{26}
\end{equation*}
$$

It is well-known that maximum absolute error of truncation error is related to $\|e\|_{\infty} \min \left|q\left(x_{i}\right)\right|$. Table-1 shows that

$$
\|e\|_{\infty}=0.0027852
$$

and

$$
\min \left|q\left(x_{i}\right)\right|=4 e^{4 \min \left(x_{i}\right)}=0.00023945
$$

Consequently

$$
\|e\|_{\infty} \min \left|q\left(x_{i}\right)\right|=0.00023946
$$

Naturally, the error decreases as the step length decreases.


Figure 5: Graph of the FDM-solution for the problem (1)-(3)

Table 1: Maximum absolute error (MAE)

| N | h | $\\|e\\|_{\infty}$ |
| :---: | :---: | :---: |
| 10 | 0.2 | 0.10745 |
| 50 | 0.04 | 0.011064 |
| 100 | 0.02 | 0.0027852 |
| 500 | 0.004 | 0.00011167 |
| 1000 | 0.002 | 0.000027918 |

## References

[1] U.M. Ascher, R.M.M. Mattheij, D.R. Robert, Numerical Solution of Bundary Value Problems for Ordinary Differential Equations, Vol. 13. Siam, 1994.
[2] I. Beroš, N. Hlupic, D. Basch, Modification of the finite-difference method for solving a special class of nonlinear two-point boundary value problems, Computer Sci. 16 (2021) 487-502.
[3] R.L. Burden, J.D. Faires, Numerical Analysis, Brooks, Cole Pub. Co., Pacific Grove, California, 609 (1997).
[4] S. Çavuşoğlu, O. Mukhtarov, H. Olǧar, Finite difference method for approximate solution of a boundary value problem with interior singular point, Konuralp J. Math. 9 (2021) 40-48.
[5] S. Çavuşoğlu, O.Sh. Mukhtarov, A new finite difference method for computing approximate solutions of boundary value problems including transition conditions, Bull. Karaganda Univ. Ser. Math. 2 (2021) 54-61.
[6] M.M. Chawla, C.P. Katti, Finite difference methods and their convergence for a class of singular two point boundary value problems, Numer. Math. 39 (1982) 341-350.
[7] D. Kincaid, D.R. Kincaid, E.W. Cheney, Numerical Analysis: Mathematics of Scientific Computing (Vol. 2). Amer. Math. Soc., 2009.
[8] R.J. LeVeque, Finite difference methods for ordinary and partial differential equations: steady-state and time-dependent problems, Society for Industrial and Applied Mathematics, 2007.
[9] O.S. Mukhtarov, K. Aydemir, The eigenvalue problem with interaction conditions at one interior singular point, Filomat 31 (2017) 5411-5420.
[10] O. Mukhtarov, S. Çavuşoğlu, H. Olğar, Numerical solution of one boundary value problem using finite difference method, Turk. J. Math. Comput. Sci. 11 (2019) 85-89.
[11] O. Muhtarov, S. Yakubov, Problems for ordinary differential equations with transmission conditions, Appl. Anal. 81 (2002) 1033-1064.
[12] H. Olǧar, O.Sh. Mukhtarov, Weak eigenfunctions of two-interval Sturm-Liouville problems together with interaction conditions, J. Math. Physics 58 (2017) 042201.
[13] P. Roul, V.P. Goura, Numerical solution of doubly singular boundary value problems by finite difference method, Comput. Appl. Math. 39(4) (2020) 1-25.
[14] L.F. Shampine, Numerical Solution of Ordinary Differential Equations, CRC Press, 1994.
[15] N. Yizengaw, Convergence analysis of finite dfference method for differential equation, J. Phys. Math. 8(3) (2017) 1-3.


[^0]:    2020 Mathematics Subject Classification. Primary 34A36; Secondary 34B09, 65L10, 65L12
    Keywords. Finite Difference Method, jump conditions, transmission conditions, two-interval Sturm-Liouville differential equation Received: 28 June 2021; Revised: 11 March 2022; Accepted: 12 March 2022
    Communicated by Ljubiša D.R. Kočinac
    Email addresses: semihcavusoglu@gmail. com (Semih Çavuşoğlu), omukhtarov@yahoo.com (Oktay Sh. Mukhtarov)

