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Abstract. The aim of this paper to investigate a weak Galerkin finite element method (WG-FEM) for
solving a system of coupled singularly perturbed reaction-diffusion equations. Each equation in the system
has perturbation parameter of different magnitude and thus, the solutions will exhibit two distinct but
overlapping boundary layers near each boundary of the domain. The proposed method is applied to the
coupled system on Shishkin mesh to solve the problem theoretically and numerically. Elimination of the
interior unknowns efficiently from the discrete solution system reduces the degrees of freedom and, thus
the number of unknown in the discrete solution is comparable with the standard finite element scheme. The
stability and error analysis of the proposed method on the Shishkin mesh are presented. We show that the
method convergences of order O(N−k lnk N) in the energy norm, uniformly with respect to the perturbation
parameter. Moreover, the optimal convergence rate of O(N−(k+1)) in the L2-norm and the superconvergence
rate ofO((N−2k ln2k N) in the discrete L∞-norm is observed numerically. Finally, some numerical experiments
are carried out to verify numerically theory.

1. Introduction

This paper deals with the following system of singularly perturbed reaction-diffusion equations: Find
u = (u1,u2)T

∈ (C2(0, 1) ∩ C[0, 1])2 such that

Lu := −Eu′′ +Au = g in (0, 1),
u = 0 on {0, 1},

(1)

where the diffusion coefficients E = diag(ε2
1, ε

2
2) with 0 < ε1, ε2 << 1 are small parameters, the vector-valued

function g = (11, 12)T and the matrix-valued function A = (akl)2
k,l=1 are twice continuously differentiable

functions on [0, 1]. We assume that A : [0, 1] → R2×2 and the vector-valued function g : [0, 1] → R2 are
independent of E and the reaction matrix A has the following conditions

akk > 0, akl ≤ 0, k , l, (2)

0 < β2 < min{a11 + a12, a21 + a22}. (3)
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In fact, the conditions (2) and (3) imply that A is an M-matrix and its inverse is positive definite and
bounded by β−2 in the maximum norm (see e.g., [22]). Therefore, the problem (1) has a unique solution
u = (u1,u2)T

∈ (C2(0, 1) ∩ C[0, 1])2. In general, if g and A have continuous second derivatives, the stability
ofL and the standard arguments [15], although it does not hold a maximum principle, guarantee a unique
solution u ∈ (C4[0, 1])2. We assume the most general case in the rest of the paper

0 < ε1 ≤ ε2 ≤ 1. (4)

The solution u = (u1,u2)T to (1) has overlapping boundary layers both at x = 0 and x = 1 of widthO(ε1| ln ε1|)
and O(ε2| ln ε2|). We refer the reader to [16], [8] for further details.

Singularly perturbed problems (SPPs) are challenging differential equations to solve efficiently when the
diffusion coefficient contains a very small parameter. In this case, the solution will have boundary/interior
layers which are narrow regions near the endpoints of the domain. In these regions, the solution and its
derivatives change very suddenly. The classical numerical schemes such as finite difference and finite
element methods on uniform meshes produce spurious oscillation when boundary/interior layers are
present, and they are inefficient and inaccurate. To overcome these inefficiencies and inaccuracies, some
layer-adapted meshes have been employed for solving these type of problems. Examples of these layer-
adapted meshes include Bakhvalov-type mesh [2] and Shishkin mesh [12] and they are still popular. For
more discussions on layer-adapted meshes, the interested reader is referred to [22], [12], [18] and references
therein.

The solution of a coupled system of singularly perturbed reaction-diffusion problems may have a
sublayer when each perturbation parameter is small and of different magnitude. This renders the numerical
analyses more complicated. To overcome these difficulties, a layer adapted mesh can be used in constructing
a parameter-uniform numerical method for a system of coupled SPPs of reaction-diffusion type. Shishkin
[23] considered a system of coupled reaction-diffusion problems on an infinite strip and it is proved that the
finite difference method is robust method and has the rate of convergence O(N−1/4) on piecewise uniform
meshes when the perturbation parameters are different from each other. The standard finite difference
methods with higher order convergence have been presented in [16], [14], [13] and [15] using piecewise
uniform Shishkin mesh. The finite element method has been studied for SPPs in [11], [31] and [14].
Moreover, error analysis of a finite element method in a balanced norm using a quadratic splines for a
linear system of coupled SPPs of reaction-diffusion type has been presented in [9]. Numerical schemes for
a coupled system of SPPs of reaction-diffusion type have been presented in [3], [4], [6], [21], [7], [9] and
references therein.

The WG finite element method is recently initiated and analyzed for solving partial differential equa-
tions in [32]. The main ingredient in this method is the introduction of weak derivatives defined on the
weak function spaces and replacing the classical derivatives in the corresponding variational formulation
by these weak derivatives. This replacement allows one to use completely discontinuous functions in the
numerical scheme, as commonly used in discontinuous Galerkin and hybridized discontinuous Galerkin
methods. However, choosing problem dependent stabilization parameters is a main concern of DG meth-
ods. Compared to DG methods, the WG-FEM is a parameter-free method in the sense that there is no
need for choosing stabilization parameters and contains less unknowns. Moreover, WG-FEM is easier to
implement and it has continuous normal flux across element interfaces which leads to better results with
reduced degrees of freedom. By static condensation, one can eliminate the element basis functions on each
local interval and results in a coupled linear system which involves only the degrees of freedom on the
skeleton of the mesh. Thus, the degrees of freedom in the WG-FEM is comparable with the standard finite
element method. On the other hand, the classical FEMs lack “local mass conservation” and “continuity of
normal fluxes” which are two important properties of fluid dynamics. Moreover, compared with the stan-
dard FEM, the WG-FEM is flexibility in approximation scheme formulation and numerical implementation
and it has possible definition on unstructured meshes and mesh adaptation, etc. The WG-FEM has been
developed and employed to different types of problems such as Stokes equations [33], interface problem
[20], Maxwell equation [19], time fractional convection-dominated problem [25], [28] and singularly per-
turbed elliptic equations in one dimension [29], [27], [26], [30] and higher dimension in [10]. Moreover, it
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has been shown that the method is stable and can captures accurately the boundary/interior layers for solv-
ing convection-dominated problems [10] and reaction-diffusion problems [1] while the standard Galerkin
method on uniform meshes are inadequate and inefficient [22].

Motivated by the above mentioned works, we study and analyze a uniform convergence of WG-FEM for
the coupled system of singularly perturbed reaction-diffusion problems (1) on piecewise uniform Shishkin
mesh. The obtained result in this paper is the first uniform convergence of WG-FEM for the coupled system
of singularly perturbed two-point elliptic problems in one dimension. We have proved that the proposed
method is uniformly convergence of O(N−1 ln N)k accurate in the discrete energy norm, where k is the
order of piecewise polynomials in the weak Galerkin finite element space. Furthermore, when ε2 = 1, the
coupled system (1) represents the scalar fourth-order singularly perturbed problems studied in [5], thus the
proposed method covers this problem as a particular case. We support numerically the theoretical results
by carrying out some numerical examples.

We organize the rest of the paper as follows. A decomposition of the solution, bounds on the smooth
and layer components of the solution and a piecewise uniform Shishkin mesh are given in Section 2.
Section 3 introduces the WG-FEM scheme for the problem (1). The stability of the proposed method and
the error estimates are analyzed in Section 4 ans Section 5, respectively. Numerous numerical examples
are presented to confirm theoretical error estimates in Section 6. We remark conclusion and some future
directions in the final section.

Notation. The standard Sobolev is denoted by Wr,p(S), Hr(S) = Wr,2(S), H1
0(S), Lp(S) = W0,p(S) for

integers r ≥ 0 and p ∈ [1,∞], and L2(Ω) denotes the space of square integrable functions on S with the inner
product

(
·, ·
)

S
for a measurable subset S ⊂ Ω. Then, the norm ∥ · ∥k,S and semi-norm | · |k,S on Hk(S) are given

by ∥u∥2k,S =
∑k

j=0 ∥u
( j)
∥

2
L2(S), |u|

2
k,S = ∥u

(k)
∥

2
L2(S). If S = Ω, we drop the subscript S.

Throughout the paper C will represent a generic positive constant which may be different but a fixed
value at each location and is independent of N and the perturbation parameters ε1, and ε2.

2. Preliminaries

This section provides a decomposition of the solution and a priori estimates for the solution of (1) and
its derivatives. This section also introduces the piecewise-uniform Shishkin mesh which is needed for a
parameter uniform error analysis.

2.1. A solution decomposition
We will need the following lemma in deriving a decomposition of the solution u.

Lemma 2.1. [2] Let J := [χ, χ + µ] be an arbitrary interval with µ > 0 and r ∈ C2(J). Then, one has

∥r′∥L∞(J) ⩽
2
µ
∥r∥L∞(J) +

µ

2
∥r′′∥L∞(J) .

Lemma 2.2. Let p be a given positive integer. The solution decomposition of the solution u of the problem (1) is
defined by u = R + L where R = (R1,R2)T and L = (L1,L2)T are the solutions of the following BVPs:

LR = g on Ω and R = A−1g on ∂Ω, (5)
LL = 0 on Ω and L = u − R on ∂Ω. (6)

Moreover, the solutions R and L satisfy

|(Ri)(k)(x)| ≤ C, for i = 1, 2, k = 0, 1, 2, . . . , p, (7)

|(L1)(k)(x)| ≤ C(ε−k
1 B

β
ε1

(x) + ε−k
2 B

β
ε2

(x)), for k = 0, 1, 2, . . . , p, (8)

|(L2)(k)(x)| ≤ Cε−k
2 B

β
ε2

(x), for k = 0, 1, 2, (9)

|(L2)(k)(x)| ≤ C(ε−k
1 B

β
ε1

(x) + ε−k
2 B

β
ε2

(x)), for k = 3, . . . , p, (10)

where Bβµ(x) = e−βx/µ + e−β(1−x)/µ and the integer p is determined by the regularity of the solution.
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Proof. The results for k = 0, 1, 2 are proved in [16] and [15]. We will drive the estimates for k ≥ 3. In [16],
[15], it is shown that a decomposition u = v +w satisfies the following bounds

|(vi)(k)(x)| ≤ C, for i = 1, 2, k = 0, 1, 2, (11)

|(w1)(k)(x)| ≤ C(ε−k
1 B

β
ε1

(x) + ε−k
2 B

β
ε2

(x)), for k = 0, 1, 2 (12)

|(w2)(k)(x)| ≤ Cε−k
2 B

β
ε2

(x), for k = 0, 1, 2, (13)

where v = (v1, v2)T and w = (w1,w2)T.
We differentiate Lv = g twice and find that

Lv′′ = h := g′′ −A′′v − 2A′v′ in Ω and v′′(0) = v′′(1) = 0, (14)

We further decompose v′′ = z1 + y1 as the solutions of the following boundary-value problems

Lz1 = h on Ω and z1 = A−1h on ∂Ω, (15)
Ly1 = 0 on Ω and y1 = −z1 on ∂Ω. (16)

Applying the results (11)-(13) to above decomposition, we infer that

|(zi
1)(k)(x)| ≤ C, for i = 1, 2, k = 0, 1, 2, (17)

|(y1
1)(k)(x)| ≤ C(ε−k

1 B
β
ε1

(x) + ε−k
2 B

β
ε2

(x)), for k = 0, 1, 2 (18)

|(y2
1)(k)(x)| ≤ Cε−k

2 B
β
ε2

(x), for k = 0, 1, 2, (19)

where z1 = (z1
1, z

2
1)T and y1 = (y1

1, y
2
1)T. Since the operator L is linear, we have

Lu′′ = Lv′′ +Lw′′ = Lz1 +L(y1 +w′′)
= Lz1 +Lw′′,

where we used (16).
Now, differentiating Lw = 0 twice and using (12) and (13) we get

|(w1)(k)(x)| ≤ C(ε−k
1 B

β
ε1

(x) + ε−k
2 B

β
ε2

(x)), for k = 1, 2, 4

|(w2)(k)(x)| ≤ C(ε−k
1 B

β
ε1

(x) + ε−k
2 B

β
ε2

(x)), for k = 2, 4,

The third-order derivatives follow from Lemma 2.1 with µ = εi and the fact that

max
x∈I
B
β
εi

(x) ⩽ C min
x∈I
B
β
εi

(x) for any interval I = [a, a + εi] ⊆ [0, 1].

Combining the above results, we have the following decomposition of the solution u = R + L

R(k) =

v(k), if k = 0, 1, 2, 3, 4
z1

(k−2), if k = 3, 4,
(20)

and

L(k) = w(k) for k = 0, 1, 2, 3, 4. (21)

This proves (7)-(10) for k = 0, 1, 2, 3, 4. Repeating the argument inductively by further decomposing z1, we
get the results for k ≥ 4.
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2.2. A piecewise uniform Shishkin mesh

We first divide the domainΩ = (0, 1) into five sub-intervals asΩ =
∑5

s=1Ωs, whereΩ1 = [0, λ1], Ω2 =
[λ1, λ2], Ω3 = [λ2, 1−λ2], Ω4 = [1−λ2, 1−λ1], Ω5 = [1−λ1, 1], respectively ( see, Figure 1) where the
transition points λ1 and λ2 are defined as

λ1 = min
(1

2
λ2,

(k + 1)ε1

β
ln N
)
, λ2 = min

(1
4
,

(k + 1)ε2

β
ln N
)
.

Here, k is the degree of polynomials in the approximation space and N is an integer divisible by 8. In

practice, we assume
λ2

2
<

(k + 1)ε1

β
ln N; since otherwise N−1

≤ ε2 which can be handled by using the

standard arguments.
Then subdivide [λ2, 1 − λ2] into N/2 mesh intervals and subdivide the rest of four intervals into N/8

mesh intervals. An example of such a mesh with N = 32 is depicted in Figure 1.

0 1

Ω1

N/8
λ1

Ω2

N/8
λ2

Ω3

N/2
1-λ2

Ω4

N/8
1-λ1

Ω5

N/8

Figure 1: Piecewise-uniform Shishkin mesh with N = 32 for the coupled reaction-diffusion equations.

We next define the mesh points as xn = xn−1 + hn with x0 = 0 for n = 1, . . . ,N where the step size hn given
by

hn =


h1, for n = 1, 2, . . . ,N/8, 7N/8 + 1, . . . ,N,
h2, for n = N

8 + 1, . . . , 2N
8 ,

6N
8 + 1, . . . , 7N

8 ,

h3, for n = 2N/8 + 1, . . . , 6N/8,

with

h1 = 8λ1/N, h2 = 8(λ2 − λ1)/N, h3 = 2(1 − 2λ2)/N.

Let In = [xn−1, xn], n = 1, . . . ,N be the mesh and TN = {In : n = 1, . . . ,N} be a partition of the domain Ω.
We denote nIn by the outward unit normal on In ∈ TN and define as nIn (xn) = 1 and nIn (xn−1) = −1; for
simplicity, we write n rather than nIn .

For each element In, we define the broken Sobolev space by

Hk
N(Ω) = {u ∈ L2(Ω) : u|In ∈ Hk(In), ∀In ∈ Th},

with the norm and semi-norm

∥u∥2
Hk

N(Ω)
=

N∑
n=1

∥u1
∥

2
k,In
+

N∑
n=1

∥u2
∥

2
k,In
, |u|2

Hk
N(Ω)
=

N∑
n=1

|u1
|
2
k,In
+

N∑
n=1

|u2
|
2
k,In
.

For the sake of simplicity, we adapt the following notations.

(
u, v
)
=
∑

In∈TN

(
u, v
)

In
=
∑

In∈TN

∫
In

u(x)v(x) dx, ⟨u, v⟩ =
∑

In∈TN

⟨u, v⟩∂In =

N∑
n=1

(u(xn)v(xn) + u(xn−1)v(xn−1)).
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3. The WG-FEM for the coupled system of SPPs of reaction-diffusion type

This section introduces the space of weak functions and weak derivatives on this weak function space.
The space of weak functions F (In) on In is defined as

F (In) = {u = {u0,ub} : u0 ∈ L2(In),ub is the values at the endpoints of In}.

Here, a weak function u = {u0,ub} has two components such that u0 represents the value of u in (xn−1, xn)
and ub is not necessarily the trace of u0. The weak function space F (In) can be embedded into the local
Sobolev space H1(In) by the map

IF (u) = {u0,ub}, ∀u ∈ H1(In), where u0 = u|In ub = u|∂In .

A local WG finite element space SN(In) is defined for an integer k ≥ 1 as follows:

SN(In) = {u = {u0,ub} : u0|In ∈ Pk(In),ub|∂In ∈ P0(∂In) ∀In ∈ TN}, (22)

where Pk(In) is the set of polynomials defined on In of degree no more than k and P0(∂In) denotes constant
polynomials on ∂In. We next define a global WG finite element space SN consisting of weak functions
u = {u0,ub} such that u0|In ∈ Pk(In) and ub is the single value at the mesh points. Let S0

N denote the subspace
of SN defined by

S0
N = {u = {u0,ub} : u ∈ SN,ub(0) = ub(1) = 0}. (23)

Now, the weak derivative dw,In u of a weak function u = {u0,ub} ∈ SN is defined as follows. For any weak
function u ∈ SN(In), the weak derivative dw,In u ∈ Pk−1(In) of u = {u0,ub} is the unique polynomial defined
on In satisfying the following equation

(dw,In u, v)In = −(u0, v′)In + ⟨ub, vn⟩∂In ∀v ∈ Pk−1(In), (24)

where

(w, z)In =

∫
In

w(x)z(x) dx and ⟨w, zn⟩∂In = w(xn)z(xn) − w(xn−1)z(xn−1).

Then the weak derivative dwu of a weak function u on the global WG finite element space SN is given as

(dwu)|In = dw,In (u|In ), ∀u ∈ SN.

We now formulate the WG-FEM scheme for the system of singularly perturbed reaction-diffusion problem
(1).

Algorithm 1 The WG finite element scheme for the system of SPPs of reaction-diffusion problem
1: The WG finite element approximation of the problem (1) is to seek an approximate solution uN =

(u1
N,u

2
N) =

(
{u1

0,u
1
b}, {u

2
0,u

2
b}
)
∈ [S0

N]2 satisfying

a(uN,vN) = L(vN), ∀vN = (v1
N, v

2
N) ∈ [S0

N]2, (25)

where the bilinear form a(uN,vN) = a1(uN,vN) + a2(uN,vN) and the linear form L(vN) are defined as
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follows: for any uN = (u1
N,u

2
N) =

(
{u1

0,u
1
b}, {u

2
0,u

2
b}
)
,vN = (v1

N, v
2
N) =

(
{v1

0, v
1
b}, {v

2
0, v

2
b}
)
∈ [SN]2

a1(uN,vN) = ε2
1(dwu1

N, dwv1
N) + s(u1

N, v
1
N) +

(
a11u1

0 + a12u2
0, v

1
0

)
, (26)

a2(uN,vN) = ε2
2(dwu2

N, dwv2
N) + s(u2

N, v
2
N) +

(
a21u1

0 + a22u2
0, v

2
0

)
, (27)

s(uℓN, v
ℓ
N) =

N∑
n=1

⟨σn(uℓ0 − uℓb), vℓ0 − vℓb⟩∂In , ℓ = 1, 2,

L(vN) = (11, v1
0) + (12, v2

0),

where σn ≥ 0, n = 1, . . .N is the penalization parameter associated with the node xn defined as follows:

σn =


1, for In ⊂ Ω3

N
ln N
, for In ⊂ Ω \Ω3.

(28)

The penalty parameter is crucial in the uniform convergence estimates. Usually, the penalty parameter is
chosen as σn = ε2

2h−1
n in the WG finite element schemes [10, 32, 33]. However, this choice is inappropriate

for our uniform convergence analysis. In [35], Zhang and Liu proposed a WG-FEM for convection-
dominated problem on Bakhvalov-type mesh and they proved the uniform convergence results by defining
two different penalty terms, which are

σn =

1 for n = N/2 − 1,
εh−1

n otherwise
and σn =

1 for n ⩾ N/2 − 1
εh−1

n otherwise
.

The authors presented a uniform convergent WG-FEM on Shishkin mesh for convection-dominated problem
in 2D using the penalty parameter similar to our penalty term (28) in [34].

4. Stability of the numerical scheme

We will use the following trace inequalities in the analysis.

∥v∥2L2(∂In) ≤ C(h−1
n ∥v∥

2
L2(In) + ∥v∥L2(In)∥v′∥L2(In)), ∀v ∈ H1(In), (29)

∥vN∥Lp(∂In) ≤ Ch−1/p
n ∥vN∥Lp(In), ∀1 ≤ p ≤ ∞,∀vN ∈ Pk(In). (30)

We introduce the (ε1, ε2)− weighted energy norm ||| · ||| in [SN]2 as follows: for v = (v1
N, v

2
N) =(

{v1
0, v

1
b}, {v

2
0, v

2
b}
)
∈ [SN]2,

|||v|||2 = ε2
1||dwv1

N∥
2 + ε2

2||dwv2
N∥

2 + β2(∥v1
0∥

2 + ∥v2
0∥

2) + s(v1
N, v

1
N) + s(v2

N, v
2
N). (31)

The discrete H1 energy-like norm ||| · |||ε in [SN]2 + [H1
0(Ω)]2 is given by

|||v|||2ε = ε
2
1||Dv1

0∥
2 + ε2

2||Dv2
0∥

2 + β2(∥v1
0∥

2 + ∥v2
0∥

2) + s(v1
N, v

1
N) + s(v2

N, v
2
N), (32)

where Dw :=
dw
dx

which sometimes denoted by w′ is the ordinary derivative of a function w(x).

We point out that a function w ∈ H1
0(Ω) can be interpreted as a weak function w = {w0,wb}with w0 = w|In

and wb = w|∂In for In.
We show that the norms ||| · ||| and ||| · |||ε defined by (31) and (32), respectively are equivalent in the WG

finite element space [S0
N]2 in the next lemma.
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Lemma 4.1. Let vN = (v1
N, v

2
N) ∈ [S0

N]2. Then there exists a constant C such that

C|||vN ||| ≤ |||vN |||ε ≤ C|||vN |||. (33)

Proof. For v1
N = {v

1
0, v

1
b} ∈ S0

N, it follows from the definition of weak derivative (24) and integration by parts
that (

dwv1
N,w
)

In
=
(
Dv1

0,w
)

In
+ ⟨v1

b − v1
0,wn⟩∂In , ∀w ∈ Pk−1(In). (34)

Choosing w = dwv1
N in the above equation (34) yields

∥dwv1
N∥

2
In
=
(
Dv1

0, dwv1
N

)
In
+ ⟨v1

b − v1
0, dwv1

Nn⟩∂In .

Using the Cauchy-Schwarz inequality and the trace inequality (30) reveals that

∥dwv1
N∥

2
In
= ∥Dv1

0∥In∥dwv1
N∥In + ∥v

1
b − v1

0∥∂In∥dwv1
N∥∂In

≤

(
∥Dv1

0∥In + Ch−1/2
n ∥v1

b − v1
0∥∂In

)
∥dwv1

N∥In .

Therefore, we have

∥dwv1
N∥In ≤ ∥Dv1

0∥In + Ch−1/2
n ∥v1

b − v1
0∥∂In .

Squaring and then summing over the mesh In ∈ Th gives that

ε2
1∥dwv1

N∥
2
≤ 2
(
ε2

1∥Dv1
0∥

2 + C
N∑

n=1

ε2
1h−1

n ∥v
1
b − v1

0∥
2
∂In

)
. (35)

From the penalty parameter (28), we have

ε2
ℓh
−1
n

σn
≤ C, ℓ = 1, 2, for n = 1, . . . ,N. (36)

Hence using (36), we obtain

N∑
n=1

ε2
1h−1

n ∥v
1
b − v1

0∥
2
∂In
=

N∑
n=1

ε2
1h−1

n

σn
σn∥v1

b − v1
0∥

2
∂In
≤ Cs(v1

N, v
1
N)

which together with (35) implies that

ε2
1∥dwv1

N∥
2
≤ 2
(
ε2

1∥Dv1
0∥

2 + s(v1
N, v

1
N)
)
. (37)

Using again (36), one can drive the same result for v2
N ∈ S0

N as follows

ε2
2∥dwv2

N∥
2
≤ 2
(
ε2

2∥Dv2
0∥

2 + Cs(v2
N, v

2
N)
)
. (38)

On the other hand, taking w = Dv1
0 in the equation (34) yields

∥Dv1
0∥

2
In
=
(
Dv1

0, dwv1
N

)
In
− ⟨v1

b − v1
0,Dv1

0n⟩∂In .

Using the Cauchy-Schwarz inequality and the trace inequality (30), we arrive at

∥Dv1
0∥

2
In
≤ ∥dwv1

N ||In∥Dv1
0∥In + ∥v

1
b − v1

0||∂In ||Dv1
0||∂In

≤

(
∥dwv1

N ||In + Ch−1/2
n ∥v1

b − v1
0||∂In

)
∥Dv1

0∥In .
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Therefore, we obtain

∥Dv1
0∥In ≤ ∥dwv1

N ||In + Ch−1/2
n ∥v1

b − v1
0||∂In .

With the help of (36) we result in

ε2
1∥Dv1

0∥
2
In
≤ 2
(
ε2

1∥dwv1
N∥

2 + Cs(v1
N, v

1
N)
)
. (39)

One can show the same result for v2
N as follows

ε2
2∥Dv2

0∥
2
In
≤ 2
(
ε2

2∥dwv2
N∥

2 + Cs(v2
N, v

2
N)
)
. (40)

Using the inequalities (37)-(38) and (39)-(40) and considering the definition of the norms ||| · ||| and ||| · |||ε,
the desired result (33) follows immediately. This completes the proof.

The bilinear form a(·, ·) given by (25) is coercive as shown in the next lemma.

Lemma 4.2. Let vN =
(
{v1

0, v
1
b}, {v

2
0, v

2
b}
)
∈ [S0

N]2. Then there exists a constant C such that

a(vN,vN) ≥ |||vN |||
2. (41)

Proof. The assumption (3) on the reaction matrix A implies that for any x ∈ Ω

zTAz ≥ β2zTz, ∀z ∈ R2.

It follows from the above fact that for any vN = (v1
N, v

2
N) =

(
{v1

0, v
1
b}, {v

2
0, v

2
b}
)

a(vN,vN) = ε2
1∥dwv1

N∥
2 + s(v1

N, v
1
N) +

(
a11v1

0 + a12v2
0, v

1
0

)
+ ε2

2∥dwv2
N∥

2 + s(v2
N, v

2
N) +

(
a21v1

0 + a22v2
0, v

2
0

)
≥ ε2

1∥dwv1
N∥

2 + s(v1
N, v

1
N) + ε2

2∥dwv2
N∥

2 + s(v2
N, v

2
N) + β2(∥v1

0∥
2 + ∥v2

0∥
2)

= |||vN |||
2,

where β is given by (3). The proof is completed.

In light of Lemma 4.2, we deduce that

|||uN ||| ≤ ||g||.

This stability estimate shows that the problem (1) has a unique solution which implies the existence of the
solution. As a result of Lemma 4.1 and Lemma 4.2, we conclude that the bilinear form a(·, ·) is also coercive
in the energy like norm ||| · |||ε defined by (32).

Lemma 4.3. Let vN =
(
{v1

0, v
1
b}, {v

2
0, v

2
b}
)
∈ [S0

N]2. Then there exists a constant C such that

a(vN,vN) ≥ C|||vN |||
2
ε. (42)
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5. Error estimates

This section aims to present an error analysis of the WG-FEM for solving the problem (1). Robust uniform
convergent WG-FEM on the piecewise Shishkin mesh is developed. We will use a special interpolation
operator introduced in [31] in the following analyses. On each interval In, we introduce the set of k + 1
nodal functional Nm defined as follows: for any v ∈ C(In)

N0(v) = v(xn−1), Nk(v) = v(xn),

Nm(v) =
1

hm
n

∫ xn

xn−1

(x − xn−1)m−1v(x) dx, m = 1, . . . , k − 1.

A local interpolation I : H1(In)→ Pk(In) is now defined by

Nm(Iv − v) = 0, m = 0, 1, . . . , k. (43)

A continuous global interpolation can be constructed from the local interpolation operator I.
For simplicity, we denote Iv|∂In again by Iv|In since Iv|In is continuous on In. Note that for any v ∈ H1(In)

we have

dw(Iv) = (Iv)′. (44)

Lemma 5.1. [31] For any w ∈ Hk+1(In), In ∈ TN, the interpolation Iw defined by (43) has the following estimates:

|w − Iw|l,In ≤ Chk+1−l
n |w|k+1,In , l = 0, 1, . . . , k + 1, (45)

∥w − Iw∥L∞(In) ≤ Chk+1
n |w|k+1,∞,In , (46)

where hn is the length of element In and C is independent of hn, ε1 and ε2.

Lemma 5.2. Let IR and IL be the interpolations of the regular part R and the layer part L of the solution on the
piecewise-uniform Shishkin mesh, respectively. Assume that ε2 ln N ≤ β/4(k + 1). Then, we have Iu = IR + IL
and the following interpolation estimates are satisfied for ℓ = 1, 2:

∥uℓ − Iuℓ∥L∞(Ωs) ≤ C(N−1 ln N)k+1, s = 1, 2, 4, 5, (47)

∥uℓ − Iuℓ∥L∞(Ω3) ≤ CN−(k+1), (48)

∥(Rℓ − IRℓ)(p)
∥L2(Ω) ≤ CNl−(k+1), p = 0, . . . , k, (49)

∥Lℓ − ILℓ∥L2(Ωs) ≤ Cε1/2
2 (N−1 ln N)k+1, s = 1, 2, 4, 5, (50)

N−1
∥(ILℓ)′∥L2(Ω3) + ∥ILℓ∥L2(Ω3) ≤ C(ε1/2

2 +N−1/2)N−(k+1), (51)

∥Lℓ∥L∞(Ω3) + ε
−1/2
2 ∥Lℓ∥L2(Ω3) ≤ CN−(k+1), (52)

∥(Lℓ)(l)
∥L2(Ω3) ≤ Cε1/2−l

2 N−(k+1). (53)

If uℓ ∈ Hk+1(Ω) for ℓ = 1, 2, we also have

∥(Lℓ − ILℓ)(l)
∥L2(Ω3) ≤ Cε1/2−l

2 N−(k+1), l = 1, 2, (54)

∥(Lℓ − ILℓ)(l)
∥L2(Ωs) ≤ Cε1/2−l

2 (N−1 ln N)k+1−p, p = 1, 2, s = 1, 2, 4, 5. (55)

Proof. The fact Iu = I(R + L) = IR + IL follows from the linearity of the interpolation. From the estimate
(46), one has

∥uℓ − Iuℓ||L∞(Ωs) ≤ Chk+1
n |(u

ℓ)(k+1)
|L∞(Ωs), ℓ = 1, 2. (56)
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Using the regularity of the solution and the bounds on the regular and the layer parts of the solution given
in Lemma 2.2, one can show that

|(u1)(k+1)
|L∞(Ωs) ≤ |(R

1)(k+1)
|L∞(Ωs) + |(L

1)(k+1)
|L∞(Ωs)

≤ C
(
ε−(k+1)

1 B
β
ε1

(x) + ε−(k+1)
2 B

β
ε2

(x)
)
.

Since hn = h1 = 8λ1/N =
8(k + 1)ε1

β
N−1 ln N on the sub-intervalsΩ1 andΩ5, the estimate (56) implies that

∥u1
− Iu1

||L∞(Ωs) ≤ C(N−1 ln N)k+1, s = 1, 5.

Knowing that hn = h2 = 8(λ2−λ1)/N =
8(k + 1)(ε2 − ε1)

β
N−1 ln N on the sub-intervalsΩ2 andΩ4 we similarly

obtain from (56)

∥u1
− Iu1

||L∞(Ωs) ≤ C(N−1 ln N)k+1, s = 2, 4.

By using Lemma 2.2, one can show that the second component u2 of the solution has the estimate

|(u2)(k+1)
|L∞(Ωs) ≤ Cε−(k+1)

2 |B
β
ε2

(x)|.

This inequality and the estimate (56) conclude that

∥u2
− Iu2

||L∞(Ωs) ≤ C(N−1 ln N)k+1, s = 1, 2, 4, 5.

Thus, the estimate (47) is now proved.
Using the interpolation estimate (45) and Lemma 2.2 on the regular component R of the solution, we

obtain

∥(Rℓ − IRℓ)(l)
∥L2(Ω) ≤ CNl−(k+1)

|Rℓ|k+1,In ≤ CNl−(k+1) l = 0, 1 . . . , k.

This completes the proof of the estimate (49).

Using the fact that Bβε1
(x) ≤ Bβε2

(x) and λ2 =
(k + 1)ε2

β
ln N, we have

∥Lℓ||L∞(Ω3) ≤ C max
[λ2,1−λ2]

(
B
β
ε1

(x) +Bβε2
(x)
)

≤ C max
[λ2,1−λ2]

(
exp(−βx/ε2) + exp(−β(1 − x)/ε2)

)
≤ CN−(k+1).

The L2
− norm estimate of the layer part of the solution on the sub-intervalΩ3 follows from

∥Lℓ||2L2(Ω3) ≤ C
∫ 1−λ2

λ2

(
B
β
ε1

(x) +Bβε2
(x)
)2

dx

≤ C
∫ 1−λ2

λ2

(
exp(−2βx/ε2) + exp(−2β(1 − x)/ε2)

)
dx

≤ Cε2N−2(k+1).

Therefore, we have

∥Lℓ||L∞(Ω3) + ε
−1/2
2 ∥Lℓ||L2(Ω3) ≤ CN−(k+1).
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Thus, we complete the proof of the estimate (52).
Using the fact that

ε−k
1 B

β
ε1

(x) ≤ ε−k
2 B

β
ε2

(x), (57)

we obtain at once

∥(Lℓ)(l)
||

2
L2(Ω3) ≤ C

∫ 1−λ2

λ2

(
(Bβε1

(x) +Bβε2
(x))(l)

)2
dx

≤ Cε−2l
2

∫ 1−λ2

λ2

(
exp(−2βx/ε2) + exp(−2β(1 − x)/ε2)

)
dx

≤ Cε1−2l
2 N−2(k+1).

This proves the estimate (53).
Due to (45) of Lemma 5.1, (8)-(10) and the above fact (57), we obtain

∥Lℓ − ILℓ||2L2(Ωs)
=
∑

In⊂Ωs

∥Lℓ − ILℓ||2L2(In)

≤ Ch2(k+1)
1

( ∫ λ1

0

(
B
β
ε1

(x) +Bβε2
(x)
)2

dx +
∫ 1

1−λ1

(
B
β
ε1

(x) +Bβε2
(x)
)2

dx
)

≤ Cε2(N−1 ln N)2(k+1) for s = 1, 4.

Similarly one can show that the above estimate holds on the sub-intervalsΩs, s = 2, 5. Thus, the estimate
(50) is proved.

For the proof of (51) we follow [31]. An inverse estimate yields that

N−1
||(ILℓ)′||L2(Ω3) ≤ C||ILℓ||L2(Ω3).

We will derive a bound for ||ILℓ||L2(Ω3). For the interval In = (xn−1, xn), we have the estimate for the local
nodal functional Nm(Lℓ) as

|Nm(Lℓ)| ≤ C
(

exp(−βxn−1/ε2) + exp(−β(1 − xn)/ε2)
)
.

The local representation

ILℓ|In =

k∑
m=0

Nm(Lℓ)ϕm

implies that

||ILℓ||2L2(In) ≤

k∑
m=0

|Nm(Lℓ)|2||ϕm||
2
L2(In)

≤ CN−1
(

exp(−2βxn−1/ε2) + exp(−2β(1 − xn)/ε2)
)
,

(58)

where we use the fact ||ϕm||L2(In) ≤ CN−1. Summing up over all In ⊂ Ω3 yields that

6N/8∑
n=2N/8+1

||ILℓ||2L2(In) ≤ CN−1
6N/8∑

n=2N/8+1

(
exp(−2βxn−1/ε2) + exp(−2β(1 − xn)/ε2)

)
.



Ş. Toprakseven, P. Zhu / Filomat 37:13 (2023), 4351–4374 4363

Since the mesh size on Ω3 is h3, the term in the parenthesis on the right hand side of the above inequality
can be written as

exp(−2βxn−1/ε2) + exp(−2β(1 − xn)/ε2)
= exp((−2βxn−1 + 2βxn − 2βxn)/ε2) + exp((−2β(1 − xn) + 2βxn−1 − 2βxn−1)/ε2)

≤ exp(2h3β/ε2)
(

exp(−2βx/ε2) + exp(−2β(1 − x)/ε2)
)
, for xn−1 < x < xn.

Integrating the above inequality on In ⊂ Ω3 and using the fact that 1
N ≤ h3 ≤

2
N , we have

N−1
(

exp(−2βxn−1/ε2) + exp(−2β(1 − xn)/ε2)
)

≤ exp(2h3β/ε2)
∫ xn

xn−1

(
exp(−2βx/ε2) + exp(−2β(1 − x)/ε2)

)
dx.

Summing up the above inequality for n = 2N/8 + 1, . . . , 6N/8 − 1 leads to

N−1
6N/8−1∑

n=2N/8+1

(
exp(−2βxn−1/ε2) + exp(−2β(1 − xn)/ε2)

)
≤ exp(2h3β/ε2)

∫ x6N/8−1

x2N/8

(
exp(−2βx/ε2) + exp(−2β(1 − x)/ε2)

)
dx

≤Cε2N−2(k+1).

It remains to bound on the last interval (x6N/8−1, x6N/8). From the estimate (58), we have

||ILℓ||2L2(I6N/8) ≤ N−1
(

exp(−2βx6N/8−1/ε2) + exp(−2β(1 − x6N/8)/ε2)
)

≤ CN−(1+2(k+1)).

These two last estimates give the desired estimate. Thus the estimate (51) is proved.
We now prove the estimate (48). It follows from the local representation of ILℓ|In that

∥ILℓ∥L∞(In) ≤

k∑
m=0

|Nm(Lℓ)|∥ϕm∥L∞(In) ≤ CN−(k+1), ∀In ⊂ Ω3.

Using Lemma 5.1 and the estimate (52) we have

∥uℓ − Iuℓ∥L∞(Ω3) ≤ ||Rℓ − IRℓ||L∞(Ω3) + ∥Lℓ||L∞(Ω3) + ||ILℓ||L∞(Ω3) ≤ CN−(k+1),

which proves the estimate (48). The proofs of (54) and (55) are similar the ones given in [36]. Thus we
complete the proof of the lemma.

Since the exact solution of problem (1) does not satisfy the WG-FEM scheme (25), the WG-FEM is incon-
sistent. Because of this property of the method, the classical Galerkin orthogonality is lost. Consequently
we will have a consistency error in the error analysis. We first obtain error equations which help to derive
the consistency error in the error analysis.

Lemma 5.3. Let u = (u1,u2) be the solution of the problem (1). Then for any vN = (v1
N, v

2
N) =

(
{v1

0, v
1
b}, {v

2
0, v

2
b}
)
∈

[S0
N]2, we have

− ε2
ℓ

(
(uℓ)′′, vℓ0

)
= ε2

ℓ

(
dw(Iuℓ), dwvℓN

)
− T1(uℓ, vℓN), ℓ = 1, 2, (59)(

a11u1 + a12u2, v1
0

)
+
(
a21u1 + a22u2, v2

0

)
=
(
a11Iu1 + a12Iu2, v1

0

)
+
(
a21Iu1 + a22Iu2, v2

0

)
− T2(u,vN), (60)
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where

T1(uℓ, vℓN) = ε2
ℓ⟨(u

ℓ
− Iuℓ)′,n(vℓ0 − vℓb)⟩, ℓ = 1, 2, (61)

T2(u,vN) =
(
a11(Iu1

− u1) + a12(Iu2
− u2), v1

0

)
+
(
a21(Iu1

− u1) + a22(Iu2
− u2), v2

0

)
. (62)

Proof. For any vN ∈ [S0
N]2, with the aid of the commutative property (44) of the interpolation operator we

have (
dw(Iuℓ), dwvℓN

)
In
=
(
(Iuℓ)′, dwvℓN

)
In
, ℓ = 1, 2, ∀In ∈ Th. (63)

By using the definition of the weak derivative (24) and integration by parts, one has(
dwvℓN, (Iuℓ)′

)
In
= −
(
vℓN, (Iuℓ)′′

)
In
+ ⟨(Iuℓ)′,nvℓb}⟩∂In

=
(
(vℓN)′, (Iuℓ)′

)
In
− ⟨(Iuℓ)′,n(vℓ0 − vℓb)⟩∂In ℓ = 1, 2. (64)

From the definition of the interpolation and integration by parts, we obtain(
(uℓ − Iuℓ)′, (v1

0)′
)

In
= −
(
uℓ − Iuℓ, (vℓ0)′′

)
In
+ ⟨uℓ − Iuℓ,n(vℓ0)′⟩∂In = 0, ℓ = 1, 2,

which implies that(
(Iuℓ)′, (vℓ0)′

)
In
=
(
(uℓ)′, (vℓ0)′

)
In
, ℓ = 1, 2. (65)

We infer from the equations (63),(64) and (65) that(
dw(Iuℓ), dwvℓN

)
In
=
(
(uℓ)′, (vℓ0)′

)
In
− ⟨(Iuℓ)′,n(vℓ0 − vℓb)⟩∂In ℓ = 1, 2. (66)

Summing the equation (66) over all mesh In ∈ Th, we find(
dw(Iuℓ), dwvℓN

)
=
(
(uℓ)′, (vℓ0)′

)
− ⟨(Iuℓ)′,n(vℓ0 − vℓb)⟩ ℓ = 1, 2. (67)

Using again the integration by parts one can show

−

(
(uℓ)′′, vℓ0

)
In
=
(
(uℓ)′, (vℓ0)′

)
In
− ⟨(uℓ)′,nvℓ0⟩∂In ℓ = 1, 2.

Summing the above equation over all mesh In ∈ Th, we get(
((uℓ)′, (vℓ0)′

)
= −
(
(uℓ)′′, vℓ0

)
+ ⟨(uℓ)′,n(vℓ0 − vℓb)⟩, ℓ = 1, 2, (68)

where we used the fact that ⟨(uℓ)′,nvℓb⟩ = 0, ℓ = 1, 2. Finally, by plugging the equation (68) into (67), we
arrive at the desired result (59).

Lastly, the proof of the equation (62) is obvious. We complete the proof.

Lemma 5.4. Let Iu and uN be the interpolation of the exact solution and the numerical solution of problem (1) and
(25), respectively. Let ρ := Iu − uN. Then we have the following error equation for ρ

a(ρ,vN) = T(u,vN), ∀vN ∈ [S0
N]2, (69)

where T(u,vN) := T1(u,vN) + T2(u,vN). Here, T1(u,vN) = T1(u1, v1
N) + T1(u2, v2

N) with T1(uℓ, vℓN) and T2(u,vN)
are defined by (61) and (62), respectively.
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Proof. Multiplying the equation (1) by test functions vN ∈ [S0
N]2 gives

−ε2
1

(
(u1)′′, v1

0

)
+
(
a11u1 + a12u2, v1

0

)
=
(
11, v1

0

)
, (70)

−ε2
2

(
(u2)′′, v2

0

)
+
(
a21u1 + a22u2, v2

0

)
=
(
12, v2

0

)
. (71)

Using the fact that Iu is continuous in Ω such that s(Iuℓ, vℓN) = 0, ℓ = 1, 2, Lemma 5.3 and the above
equations (70) and (71), we have

a(Iu,vN) = a1(Iu,vN) + a2(Iu,vN) =
(
g,vN

)
+ T(u,vN). (72)

The desired equation (69) follows from subtracting (1) from the equation (72). Thus, the proof is now
completed.

Next, we perform the error estimate for the error u − uN in the ||| · |||ε norm defined by (32). We split the
error into two parts as

u − uN = (u − Iu) + (Iu − uN) = θ + ρ.

The following lemma will be useful in the error analysis.

Lemma 5.5. Assume that uℓ ∈ Hk+1(Ω). Then we have the following estimate∑
In⊂Ωs

||(θℓ)′∥2L2(∂In) ≤

Cε−2
2 (N−1 ln N)2k−1, s = 1, 2, 4, 5,

Cε−2
2 N−2(k+1), s = 3,

where θℓ = uℓ − Iuℓ for ℓ = 1, 2.

Proof. From the trace inequality (29), we can write

||(θℓ)′∥2L2(∂In) ≤ h−1
n ||(θ

ℓ)′∥2L2(In) + ||(θ
ℓ)′∥L2(In)||(θℓ)′′∥L2(In).

It remains to estimate ||(θℓ)′∥L2(In) and ||(θℓ)′′∥L2(In), individually. From the estimate (49), one has

||(Rℓ − IRℓ)′||L2(Ω) ≤ CN−k, ℓ = 1, 2,

||(Rℓ − IRℓ)′′||L2(Ω) ≤ CN−k+1, ℓ = 1, 2.
(73)

With the help of the estimate (54) and (55) one can show that

||(Lℓ − ILℓ)′||L2(Ω3) ≤ Cε−1/2
2 N−(k+1), ℓ = 1, 2,

||(Lℓ − ILℓ)′′||L2(Ω3) ≤ Cε−3/2
2 N−(k+1), ℓ = 1, 2,

||(Lℓ − ILℓ)′||L2(Ωs) ≤ Cε−1/2
2 (N−1 ln N)k, ℓ = 1, 2, s = 1, 2, 4, 5,

||(Lℓ − ILℓ)′′||L2(Ω3) ≤ Cε−3/2
2 (N−1 ln N)k−1, ℓ = 1, 2, s = 1, 2, 4, 5.

(74)

where the fact that ε2N ≤ 1 is used. From the above estimate and the triangle inequality, we can arrive at∑
In⊂Ωs

||(θℓ)′∥L2(In) ≤

Cε−1/2
2 (N−1 ln N)k, s = 1, 2, 4, 5,

Cε−1/2
2 N−k(N−1 + ε1/2

2 ), s = 3,
(75)

and ∑
In⊂Ωs

||(θℓ)′′∥L2(In) ≤

Cε−3/2
2 (N−1 ln N)k−1, s = 1, 2, 4, 5,

Cε−3/2
2 N−k+1(N−2 + ε3/2

2 ), s = 3.

The desired result follows from combining the above estimates. Thus, we complete the proof.
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Lemma 5.6. Assume that uℓ ∈ Hk+1(Ω) and the penalization parameter σn is given by (28). Then we have

T(u,vN) ≤ C(N−1 ln N)k
|||vN |||ε, (76)

where C is independent of N and εi, i = 1, 2.

Proof. It follows from the Cauchy-Schwarz inequality and Lemma 5.5 that for ℓ = 1, 2

|T1(uℓ, vℓN)| ≤
N∑

n=1

ε2
ℓ |⟨(u

ℓ
− Iuℓ)′, (vℓ0 − vℓb)n⟩∂In |

≤

N∑
n=1

ε2
ℓ∥(u

ℓ
− Iuℓ)′∥L2(∂In)∥vℓ0 − vℓb∥L2(∂In)

≤

 N∑
n=1

ε2
2

σn
∥(uℓ − Iuℓ)′∥2L2(∂In)


1/2  N∑

n=1

σn∥vℓ0 − vℓb∥
2
L2(∂In)


1/2

≤

 ∑
In∈Ω\Ω3

ε2
2

σn
∥(uℓ − Iuℓ)′∥2L2(∂In) +

∑
In∈Ω3

ε2
2

σn
∥(uℓ − Iuℓ)′∥2L2(∂In)


1/2

s1/2(vℓN, v
ℓ
N)

≤ C(N−1 ln N)ks1/2(vℓN, v
ℓ
N).

As a result

|T1(u,vN)| ≤ |T1(u1, v1
N)| + |T1(u2, v2

N)| ≤ C(N−1 ln N)k
|||vN |||ε. (77)

We next bound the term T2(u,vN). We need to estimate ∥uℓ − Iuℓ∥, ℓ = 1, 2. Using the estimates (49)-(52)
of Lemma 5.2 and the Cauchy-Schwarz inequality, we get for ℓ = 1, 2,

∥uℓ − Iuℓ∥L2(Ω) ≤ ∥Rℓ − IRℓ∥L2(Ω) + ∥Lℓ − ILℓ∥L2(Ω\Ω3)

+ ∥Lℓ∥L2(Ω3) + ∥ILℓ∥L2(Ω3)

≤ CN−(k+1)[1 + ε1/2
2 (ln N)k+1 + ε1/2

2 +N−1/2]

≤ CN−(k+1)[1 + ε1/2
2 (ln N)k+1]

≤ CN−(k+1).

(78)

The above estimate (78) and the Cauchy-Schwarz inequality yield the following estimates(
a11(Iu1

− u1), v1
0

)
≤ C∥u1

− Iu1
∥∥v1

0∥ ≤ CN−(k+1)
∥v1

0∥,(
a21(Iu1

− u1), v2
0

)
≤ C∥u1

− Iu1
∥∥v2

0∥ ≤ CN−(k+1)
∥v2

0∥,(
a12(Iu2

− u2), v1
0

)
≤ C∥u2

− Iu2
∥∥v1

0∥ ≤ CN−(k+1)
∥v1

0∥,(
a22(Iu2

− u2), v1
0

)
≤ C∥u2

− Iu2
∥∥v2

0∥ ≤ CN−(k+1)
∥v2

0∥.

Combining the above estimates gives the bound for T2(u,vN) as

|T2(u,vN)| ≤ CN−(k+1)
|||vN |||ε. (79)

From the estimates (77) and (79), we have the desired result. Thus we complete the proof.

In order to estimate the error between the analytical solution and the numerical solution obtained by the
WG-FEM of the problem (1), we first derive the error estimate for the interpolation error θ in the energy-like
norm ||| · |||ε in the following theorem.
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Theorem 5.7. Let uℓ ∈ Hk+1(Ω), ℓ = 1, 2 and the conditions of Lemma 5.2 hold. Then the following holds true

|||u − Iu|||ε ≤ C(N−1 ln N)k, (80)

where C is independent of N and εi, i = 1, 2.

Proof. Since θℓ = uℓ −Iuℓ is continuous onΩ, we get s(θℓ, θℓ) = 0 for ℓ = 1, 2. Then the energy norm equals

|||u − Iu|||2ε = ε
2
1||(θ

1)′||2 + ε2
2||(θ

2)′||2 + β2(||θ1
||

2 + ||θ2
||

2) (81)

In the light of the error estimate (75), we obtain

ε2
2||(θ

ℓ)′||2 ≤ ε2
2||(θ

ℓ)′||2L2(Ω\Ω3) + ε
2
2||(θ

ℓ)′||2L2(Ω3)

≤ (N−1 ln N)2k +N−2(k+1) + ε2N−2k,
(82)

which together with (78) leads to the estimate (80)

|||u − Iu|||ε ≤ C(N−1 ln N)k,

which completes the proof.

We next prove the error estimate for the discretization error ρ = Iu − uN in the energy-like norm.

Theorem 5.8. Assume that u = (u1,u2),uℓ ∈ Hk+1(Ω), ℓ = 1, 2 is the exact solution and uN ∈ [S0
N]2 is the WG-FEM

solution given by (25) on the uniform Shishkin mesh for the problem (1), respectively. Then the following estimate
holds true

|||Iu − uN |||ε ≤ C(N−1 ln N)k,

where C is independent of N and εi, i = 1, 2.

Proof. With the help of Lemma 4.3, we have

a(ρ, ρ) ≥ C|||ρ|||ε. (83)

Choosing vN = ρ in the error equation (69) yields

a(ρ, ρ) = T(u, ρ).

Using Lemma 5.6, we have

a(ρ, ρ) ≤ C(N−1 ln N)k
|||ρ|||ε,

which together with (83) gives the desired result. Thus we complete the proof.

Theorem 5.9. Assume that u = (u1,u2),uℓ ∈ Hk+1(Ω), ℓ = 1, 2 is the exact solution and uN ∈ [S0
N]2 is the WG-FEM

solution given by (25) on the uniform Shishkin mesh for the problem (1), respectively. Assume that ε2N ≤ C. Then
the following estimate holds true

|||u − uN |||ε ≤ C(N−1 ln N)k,

where C is independent of N and εi, i = 1, 2.

Proof. The triangle inequality and the conclusions of Theorem 5.7 and Theorem 5.8 imply the desired result.
The proof is now completed.
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6. Numerical Experiments

In this section, various numerical examples are presented to verify computationally the theoretical
findings in this paper. Let eN

ε1,ε2
= ||u−uN ||ε denote the error between the exact solution u and the WG-FEM

approximation uN = (u1
N,u

2
N) =

(
{u1

0,u
1
b}, {u

2
0,u

2
b}
)

obtained by (25) on the Shishkin mesh with N number of
interval.

If ε1 = 10−r for r = 3, 4, . . . , 9, we define eN
ε1
= max{eN

ε1,1
, eN
ε1,10−1 , eN

ε1,10−2 , eN
ε1,10−3 , . . . , eN

ε1,10−r }. Then we calcu-
lated the uniform convergence error as eN = max{eN

10−3 , eN
10−4 , . . . , eN

10−9 }. We compute the orders of convergence
(OC) using the formula

rN =
ln(eN/2/eN)

ln(2 ln(N/2)) − ln(ln(N))
. (84)

We start with verifying the OC rate of the errors in the energy norm ||| · |||ε defined by (32). We also
provide the convergence results of the error eN in the discrete L2

− norm defined as

∥u − u0∥L2(TN) :=

 N∑
n=1

(
∥u1
− u1

0∥
2
L2(In) + ∥u

2
− u2

0∥
2
L2(In)

)
1/2

,

and the discrete L∞− norm defined by

∥u − ub∥L∞(TN) := max
0≤n≤N

(
|u1(xn) − u1

b(xn)| + |u2(xn) − u2
b(xn)|

)
.

Example 6.1. Consider the following coupled system of reaction-diffusion problem{
−Eu′′ + Au = g in Ω = (0, 1),
u(0) = 0, u(1) = 0 (85)

where E = dia1(ε2
1, ε

2
2) with 0 < ε1 ≤ ε2 << 1, g = (11, 12)T, A =

[
2 −1
−1 2

]
and 11, 12 are chosen such that

u1(x) =
e−x/ε1 + e−(1−x)/ε1

1 + e−1/ε1
+

e−x/ε2 + e−(1−x)/ε2

1 + e−1/ε2
− 2,

u2(x) =
e−x/ε2 + e−(1−x)/ε2

1 + e−1/ε2
− 1,

is the exact solution u(x) = (u1(x),u2(x)) of the system of reaction-diffusion problem (85). We know that the solution
has exponential layers of width O(ε2| ln ε2|) at x = 0 and x = 1, while only u1(x) has an additional sublayer of width
O(ε1| ln ε1|). The conditions (2) and (3) are satisfied for any β ∈ (0, 1) and we take β = 0.95 in the construction of
Shishkin mesh for this problem.

In Table 1, we report the errors and the OC in the energy norm defined by (32) for N = 16, 32, 64, 128, 256,
512, 1024 and ε1 ∈ {10−3, 10−4, . . . , 10−9

}with ε2 ∈ {1, 10−1, . . . , 10−9
}. We observe from Table 1 that the method

exhibits k−th order convergence and the rate of convergence is O((N−1 ln N)k) in the energy-like norm (32).
Note that the errors do not depend on the perturbation parameters ε1 and ε2. These results are in good
agreement with the theoretical results of Theorem 5.9. Figure 2 has a log-log plot of numerical errors in
|∥u − uN∥|ε, ∥u − uN∥L2(TN) and ∥u − ub∥L∞(TN) with ε1 = 10−8, ε2 = 10−6 for the WG-FEM in Example 6.1. We
observe that the rate of convergence in the |∥ · ∥|ε- norm is O((N−1 ln N)k). Again, these results match the
theory we have developed in Theorem 5.9. Figure 2 shows that the WG-FEM approximation (25) seems to
have the optimal convergence rate of O(N−(k+1)) in the L2- norm and the convergence rate of O((N−1 ln N)2k)
in the discrete L∞-norm.
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ε1/k = 1 N

16 32 64 128 256 512 1024
10−3 1.0674E-01 5.3675E-02 2.7001E-02 1.3617E-02 6.8906E-03 3.4992E-03 1.7730E-03
10−4 1.1218E-01 5.6423E-02 2.7001E-02 1.4144E-02 7.0780E-03 3.5425E-03 1.7735E-03
10−5 1.1127E-01 5.6739E-02 2.8422E-02 1.4219E-02 7.1113E-03 3.5561E-03 1.7783E-03
10−6 1.1284E-01 5.6771E-02 2.8438E-02 1.4227E-02 7.1148E-03 3.5575E-03 1.7788E-03
10−7 1.1284E-01 5.6774E-02 2.8440E-02 1.4228E-02 7.1151E-03 3.5577E-03 1.7788E-03
10−8 1.1284E-01 5.6774E-02 2.8440E-02 1.4228E-02 7.1152E-03 3.5577E-03 1.7788E-03
10−9 1.1284E-01 5.6774E-02 2.8440E-02 1.4228E-02 7.1152E-03 3.5577E-03 1.7788E-03

eN 1.1284E-01 5.6774E-02 2.8440E-02 1.4228E-02 7.1152E-03 3.5577E-03 1.7888E-03
rN - 1.4615 1.3532 1.2849 1.2383 1.2046 1.1792

ε1/k = 2

10−3 2.0122E-02 9.0128E-03 3.4633E-03 1.1885E-03 3.8181E-04 1.1833E-04 3.5893E-05
10−4 3.8917E-02 1.9112E-02 7.7816E-03 2.7863E-03 9.1343E-04 2.8528E-04 8.6407E-05
10−5 4.2500E-02 2.1289E-02 8.8877E-03 3.2331E-03 1.0811E-03 3.4433E-04 1.0633E-04
10−6 4.2881E-02 2.1522E-02 9.0038E-03 3.2821E-03 1.0997E-03 3.5095E-04 1.0859E-04
10−7 4.2919E-02 2.1546E-02 9.0156E-03 3.2870E-03 1.1016E-03 3.5162E-04 1.0882E-04
10−8 4.2923E-02 2.1548E-02 9.0167E-03 3.2875E-03 1.1018E-03 3.5169E-04 1.0884E-04
10−9 4.2924E-02 2.1549E-02 9.0168E-03 3.2876E-03 1.1018E-03 3.5170E-04 1.0885E-04

eN 4.2924E-02 2.1549E-02 9.0168E-03 3.2876E-03 1.1018E-03 3.5170E-04 1.0885E-04
rN - 1.4661 1.7055 1.8718 1.9534 1.9847 1.9952

ε1/k = 3

10−3 8.9467E-03 3.1909E-03 8.8195E-04 1.9720E-04 3.8402E-05 6.8842E-06 1.1803E-06
10−4 1.9784E-02 7.5587E-03 2.1392E-03 4.7806E-04 9.1942E-05 1.4030E-05 1.7289E-06
10−5 2.2213E-02 8.7373E-03 2.5459E-03 5.8507E-04 1.1557E-04 1.8078E-05 2.2691E-06
10−6 2.2475E-02 8.8662E-03 2.5911E-03 5.9716E-04 1.1828E-04 1.8550E-05 2.3340E-06
10−7 2.2501E-02 8.8792E-03 2.5957E-03 5.9838E-04 1.1856E-04 1.8598E-05 2.3406E-06
10−8 2.2504E-02 8.8805E-03 2.5961E-03 5.9851E-04 1.1859E-04 1.8603E-05 2.3413E-06
10−9 2.2504E-02 8.8807E-03 2.5962E-03 5.9852E-04 1.1859E-04 1.8604E-05 2.3415E-06

eN 2.2504E-02 8.8807E-03 2.5962E-03 5.9852E-04 1.1859E-04 1.8604E-05 2.3415E-06
rN - 1.97837 2.4075 2.7223 2.8926 3.2193 3.5261

Table 1: History of convergence of the WG-FEM in the ||| · |||ε norm for Example 6.1
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Figure 2: Convergence curve of error in Example 6.1 with ε1 = 10−8 and ε2 = 10−6 using (2(a)) linear and (2(b)) quadratic element
functions.
Example 6.2. This example is taken from [17]. Consider the following coupled system of variable coefficient reaction-
diffusion problem.{

−Eu′′ + Au = g in Ω = (0, 1),
u(0) = 0, u(1) = 0

where E = dia1(ε2
1, ε

2
2) with 0 < ε1 ≤ ε2 << 1, g = (2ex, 10x + 1)T and

A =
[

2(x + 1)2
−(1 + x3)

−2 cos(πx
4 ) 3e1−x

]
.

The conditions (2) and (3) are satisfied for any β ∈ (0, 1) for this problem. The exact solution to this problem
is not available. Therefore, we estimate the errors by using the following double mesh principle. Let uN
be the solution of the WG finite element scheme (25) on the original Shishkin mesh and u2N = (u1

2N,u
2
2N) =

({u1
20,u

1
2b}, {u

2
20,u

2
20}) be the WG solution on the mesh obtained by combining the mesh points of the original

mesh and its uniformly bisection points, i.e.,

x2n = xn, n = 0, . . . ,N, x2n+1 =
xn + xn+1

2
, n = 0, . . . ,N − 1. (86)

We estimate the uniform error by

eN := max
S
∥|uN − u2N∥|ε,

where the singular perturbation parameters are evaluated on the set S = {(ε1, ε2) : ε2 = 1, 10−1, . . . , 10−9, ε1 =
10−3, . . . , 10−9

}. The rates of convergence rN are computed by the standard formula (84).
In Figure 3, we display the numerical solutions of Example 6.2 obtained by WG-FEM approximation

(25) using linear element functions on Shishkin meshes with N = 32 number of elements for different
perturbation parameters (ε1, ε2) = (10−2, 10−1) and (ε1, ε2) = (10−6, 10−4). We observe that there exist two
boundary layers near x = 0 and x = 1 whereas only u1(x) has an additional sublayer of width O(ε1| ln ε1|).

Table 2 presents the computed numerical values of eN
ε1

for N = 16, 32, 64, 128, 256, 1024 and ε1 ∈

{10−3, . . . , 10−9
} for Example 6.2. We obtain the maximum value in each column and compute the OC

in the last two rows,respectively for each element functions k = 1, 2.3. Figure 4 has a log-log plot of numeri-

cal errors in |∥uN − u2N∥|ε, ∥u0 − u20∥L2(TN) =
{∑N

n=1

(
∥u1

0 − u1
20∥

2
L2(In) + ∥u

2
0 − u2

20∥
2
L2(In)

)}1/2
and ∥ub − u2b∥L∞(TN) :=
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ε1/k = 1 N

16 32 64 128 256 512 1024
10−3 2.3946E+00 1.6284E+00 1.0156E+00 6.0149E-01 3.4556E-01 1.9473E-01 1.0824E-01
10−4 2.3940E+00 1.6281E+00 1.0154E+00 6.0138E-01 3.4550E-01 1.9469E-01 1.0823E-01
10−5 2.3939E+00 1.6280E+00 1.0154E+00 6.0137E-01 3.4550E-01 1.9469E-01 1.0822E-01
10−6 2.3939E+00 1.6280E+00 1.0154E+00 6.0137E-01 3.4550E-01 1.9469E-01 1.0822E-01
10−7 2.3939E+00 1.6280E+00 1.0154E+00 6.0137E-01 3.4550E-01 1.9469E-01 1.0822E-01
10−8 2.3939E+00 1.6280E+00 1.0154E+00 6.0137E-01 3.4550E-01 1.9469E-01 1.0822E-01
10−9 2.3939E+00 1.6280E+00 1.0154E+00 6.0137E-01 3.4550E-01 1.9470E-01 1.0859E-01

eN 2.3946E+00 1.6284E+00 1.0156E+00 6.0149E-01 3.4556E-01 1.9473E-01 1.0859e-01
rN - 0.82 0.92 0.97 0.99 1.00 1.00

ε1/k = 2

10−3 1.1471e+00 5.6576e-01 2.3036e-01 8.2704e-02 2.7558e-02 8.7806e-03 2.7162e-03
10−4 1.1469e+00 5.6574e-01 2.3038e-01 8.2715e-02 2.7562e-02 8.7819e-03 2.7166e-03
10−5 1.1469e+00 5.6573e-01 2.3038e-01 8.2716e-02 2.7563e-02 8.7821e-03 2.7166e-03
10−6 1.1469e+00 5.6573e-01 2.3038e-01 8.2716e-02 2.7563e-02 8.7821e-03 2.7167e-03
10−7 1.1469e+00 5.6573e-01 2.3038e-01 8.2716e-02 2.7563e-02 8.7820e-03 2.7180e-03
10−8 1.1469e+00 5.6573e-01 2.3038e-01 8.2716e-02 2.7563e-02 8.7858e-03 2.7180e-03
10−9 1.1469e+00 5.6573e-01 2.3038e-01 8.2714e-02 2.7600e-02 8.7880e-03 2.7180e-03

eN 1.1471e+00 5.6576e-01 2.3038e-01 8.2716e-02 2.7600e-02 8.7880e-03 2.7180e-03
rN - 1.5039 1.7588 1.9004 1.9613 1.9891 1.9965

ε1/k = 3

10−3 5.2331e-01 3.2797e-01 1.7145e-01 6.4712e-02 1.7388e-02 3.6364e-03 6.6128e-04
10−4 5.2296e-01 3.2782e-01 1.7146e-01 6.4714e-02 1.7386e-02 3.6357e-03 6.6111e-04
10−5 5.2296e-01 3.2780e-01 1.7146e-01 6.4714e-02 1.7386e-02 3.6356e-03 6.6110e-04
10−6 5.2296e-01 3.2780e-01 1.7146e-01 6.4714e-02 1.7386e-02 3.6357e-03 6.6115e-04
10−7 5.2296e-01 3.2780e-01 1.7146e-01 6.4714e-02 1.7386e-02 3.6358e-03 6.6299e-04
10−8 5.2296e-01 3.2780e-01 1.7146e-01 6.4714e-02 1.7386e-02 3.6422e-03 6.7938e-04
10−9 5.2297e-01 3.2781e-01 1.7146e-01 6.4713e-02 1.7406e-02 3.8158e-03 6.8425e-04

eN 5.2331e-01 3.2797e-01 1.7146e-01 6.4714e-02 1.7406e-02 3.8158e-03 6.84250e-04
rN - 0.9941 1.2697 1.8078 2.3465 2.6377 2.9238

Table 2: History of convergence of the WG-FEM in the |||uN − u2N |||ε norm for Example 6.2

max0≤n≤N

(
|u1

b(xn)−u1
2b(xn)|+ |u2

b(xn)−u2
2b(xn)|

)
with ε1 = 10−8, ε2 = 10−6 for the WG-FEM in Example 6.2. We

observe that the rate of convergence in the |∥ · ∥|ε- norm is O((N−1 ln N)k). Again, these results support the
theory in Theorem 5.9. Figure 4 shows that the WG-FEM approximation (25) has the optimal convergence
rate of O(N−(k+1)) in the L2-norm and the convergence rate of O((N−1 ln N)2k) in the discrete L∞-norm as in
Example 6.2.

We compare the numerical errors of the classical FEM, the discontinuous Galerkin finite element method
(DGFEM) and the WG-FEM for Example 6.2 in Table 3. In the computation, we estimate the uniform error
by

eN := max
ε1,ε2=1,10−1,...,10−12

∥∥∥uε1,ε2
N − uε1,ε2

8 N

∥∥∥ ,
where uε1,ε2

N denotes the numerical approximation depends on N, ε1 and ε2, and uε1,ε2
8 N is the approximation

solution of the FEM or the DGFEM or the WG-FEM on a mesh obtained by bisecting the original mesh three
times, i.e., a mesh that is eight times finer. We see that the errors computed by the WG-FEM is very close
to those computed by FEM and superior to the errors computed by DGFEM.
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(a) The WG-FEM solution with (ε1, ε2) = (10−3, 10−1)
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(b) The WG-FEM solution with (ε1, ε2) = (10−6, 10−4)
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(c) The plot (3(a)) zoomed in on the interval (0, 0.1).
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(d) The plot (3(b)) zoomed in on the interval (0, 0.001).

Figure 3: The WG-FEM solution uN =
(
{u1

0,u
1
b}, {u

2
0,u

2
b}
)

in Example 6.2 using P1 element with N = 32 and different perturbation
parameters (ε1, ε2) = (10−3, 10−1) in Figure 3(a) and (ε1, ε2) = (10−6, 10−4) in Figure 3(b). Figure 3(c) and Figure 3(d) demonstrate
zoomed in of the plots on the finer interval near the left boundary.

N FEM [14] DGFEM [24] The WG-FEM
128 4.3421e-01 6.0135e-01 4.3799e-01
256 2.5643e-01 3.4844e-01 2.5931e-01
512 1.4271e-01 1.8062e-01 1.4678e-01
1024 8.1378e-02 8.7835e-02 8.1443e-02

Table 3: Comparison of the numerical errors of FEM, DFEM and the WG-FEM for Example 6.2 using P1 elements.
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Figure 4: Convergence curve of error in Example 6.2 with ε1 = 10−8 and ε2 = 10−6 using (4(a)) linear and (4(b)) quadratic element
functions.
7. Conclusion

In this work, we have developed the WG-FEM for a coupled system of singularly perturbed reaction-
diffusion problems. Theoretically and numerically, we have proved uniformly convergent error estimates
of order O(N−1 ln N)k in the (ε1, ε2)-dependent WG energy norm on Shishkin mesh, where k is the order
of polynomials used in the approximation space. The proposed method in this paper can be extended to
a coupled system of singularly perturbed reaction-diffusion problems in higher dimensional. The main
difficulty is to find a priori bounds on the derivatives of the solutions when each perturbation parameter in
the system has a different magnitude. We will investigate this direction in ongoing work.
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