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Abstract. This paper introduces the idea of deferred statistical convergence of order β via the concept of
regular variations of sequences of fuzzy numbers. The convergence of sequences of fuzzy numbers using
ideas of variations such as regular, O−regular, translational regular and rapid, etc, are discussed in the
context of deferred statistical convergence of order β. Results on generating relations among these different
fuzzy deferred statistical variations are established.

1. Introduction

1.1. Statistical convergence

Due to its remarkable applications in various fields, the study of statistical convergence has attracted the
recent research community, and subsequently been developed by several authors by various definitions.
In 1935, Zygmund provided the idea of statistical convergence in general sense and it was reintroduced by
Steinhaus [43] and Fast [23] independently in the context of sequence spaces. Schoenberg [42] developed
the idea by applying it in operator theory and summability theory. The theory of statistical convergence
was used in the convergence of trigonometric and Fourier series by Zygmund [46] and the theory of matrix
characterization by Fridy and Miller [25]. Its applications were also found in various fields of mathematics
such as in spaces of locally convex sets by Maddox [28], number theory by Erdős and Tenenbaum [21],
integral summability theory by Connor and Swardson [11], measure theory by Miller [30], theory of lacunary
summability by Fridy and Orhan [24], etc. Further, it was reintroduced and applied in approximation theory,
single sequence spaces and different areas of functional analysis by Mursaleen et al. [32], Çakallı et al. [10],
Di Maio and Kočinac [15], Et et al. [22], Salat [41], Baliarsingh et al. [6], Nuray and Aydın [39], Mohiuddine
[31], Baliarsingh [7] and many others.

It is known that the idea of statistical convergence depends on the natural density of subsets of the set
N (the set of all natural numbers). Before we define the statistical convergence, first we need to define the
natural density of a set. The natural density of E, a subset ofN is defined by
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δ(E) = lim
n→∞

1
n

n∑
k=1

χE(k), (1)

provided the limit in (1) exists and χE denotes the characteristic function of the set E. A sequence x = (xk)
is said to be statistically convergent to ξ if, for every ε > 0,we have

δ ({k ∈N : |xk − ξ| ≥ ε}) = 0.

In this case, we say that |xk − ξ| ≥ ε for almost all k and write st − lim xk = ξ. Note that if a sequence
x = (xk) is convergent, then it is statistical convergent, but the converse is not true.

A sequence x = (xk) is said to be statistically Cauchy if, for every ε > 0, there exists a number N
depending on ε, we have

δ ({k ∈N : |xk − xN | ≥ ε}) = 0.

In this case, we also say that |xk − xN | ≥ ε for almost all k. Note that every Cauchy sequence is statistical
Cauchy, but the converse is not true.

Also, a sequence x = (xk) of real numbers is said to be statistically bounded if there exists a number K
such that

δ({k ∈N : |xk| ≥ K}) = 0.

The main objective of this paper is to extend the idea of statistical convergence for fuzzy sequences via
regular variations and deferred Cesàro mean.

1.2. Fuzzy metric spaces
Initially, in the year 1965, the idea of fuzzy number was introduced by Zadeh [45] via its arithmetic

operations. Later on, it was applied in sequence space theory by Matloka [29] in 1986. Further, the idea
was applied in various fields of summability theory including topological properties and other algebraic
properties of sequence spaces of fuzzy numbers by Nanda [33]. The convergence and statistical convergence
of fuzzy sequence was studied by Nuray and Savas [38], and then the idea was further generalized by many
researchers like Altinok and Et [4], Altinok [3], Küçükaslan and Yilmaztürk [27], Nayak et al. [35, 36], etc.
Some definitions related to fuzzy number are given below:

Fuzzy number is a function ϑ : R → [0, 1] which satisfies ϑ(r) = 1 for some r ∈ R (normality),
ϑ(r) ≥ min{ϑ(c), ϑ(d)} where c < r < d (fuzzy convexity), ϑ is upper semi continuous, and the closure of
ϑ0 = {ϑ ∈ R : ϑ(r) > 0} is compact.

The notation L (R) is used for the set of all fuzzy numbers on R. The α−level cut of the fuzzy number
ϑ is defined by

[ϑ]α = {r ∈ R : ϑ(r) ≥ α},

where α ∈ (0, 1]. Suppose [ϑ]+α and [ϑ]−α , denote the upper and lower bounds of the α−level cut of the fuzzy
number ϑ, respectively. Then the distance between two fuzzy numbers ϑ1 and ϑ2 is given by

d(ϑ1, ϑ2) = sup
α∈[0,1]

dH([ϑ1]α, [ϑ2]α)

= sup
α∈[0,1]

max
{∣∣∣[ϑ1]−α − [ϑ1]−α

∣∣∣ , ∣∣∣[ϑ1]+α − [ϑ2]+α
∣∣∣} ,

where the function dH(., .) is the Hausdorffmetric. Let ϑ1, ϑ2 ∈ L (R). Then the fuzzy sum ϑ1⊕ϑ2 and fuzzy
product ϑ1 ⊙ ϑ2 are, respectively defined by

[ϑ1 ⊕ ϑ2]α = [ϑ1]α + [ϑ2]α,
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and
[ϑ1 ⊙ ϑ2]α = [ϑ1]α[ϑ2]α.

The pair (L (R), d) (see, [40]) is called a fuzzy metric space with the metric d and for ϑ1, ϑ2, ϑ3, ϑ4 ∈ L (R),
it satisfies

(i) d(γϑ1, γϑ2) = |γ|d(ϑ1, ϑ2) for γ ∈ C (the set of all complex scalars),

(ii) d(ϑ1 + ϑ2, ϑ3 + ϑ2) = d(ϑ1, ϑ3),

(iii) d(ϑ1 + ϑ3, ϑ2 + ϑ4) ≤ d(ϑ1, ϑ2) + d(ϑ3, ϑ4),

(iv) |d(ϑ1, 0) − d(ϑ2, 0)| ≤ d(ϑ1, ϑ2) ≤ d(ϑ1, 0) + d(ϑ2, 0).

Note that (L (R), d) is a complete metric space with metric d and 0 is the additive identity of L (R).

1.3. Deferred Cesàro mean

Suppose that p = (pn) and q = (qn) are the sequences of non-negative integers(see [1]) satisfying

(i) pn < qn for all n ∈N0,

(ii) limn→∞ qn = ∞,

Then, the deferred Cesàro mean (see [34]) of the sequence u = (un) is defined by

(Dp,qξ)n =
upn+1 + upn+2 + · · · + uqn

qn − pn

=

∞∑
k=0

dnkξk,

where

dnk =

 1
qn−pn
, (pn < k ≤ qn)

0, ( otherwise).

The conditions (i) and (ii) are the regularity conditions for the deferred Cesàro mean Dp,q. In particular, Dp,q
mean generalizes various transforms such as I, the identity transform for pn = n − 1 and qn = n, (C, 1), the
Cesàro transform for pn = 0 and qn = n, and (V, λ∗), de la Vallée Poussin transform pn = n − λ∗n + 1 and
qn = n, etc. Note that λ∗ = (λ∗n) is a non-decreasing sequence of positive numbers tending to ∞ such that
λ∗n ≤ λ

∗
n + 1 and λ∗0 = 1. In this work, we extend the idea of convergence and divergence of fuzzy sequences

in deferred statistical context via regular variations.

1.4. Regular variations

Generally, the theory of regular variations deals with the asymptotic analysis of convergent and diver-
gent processes. The idea is being used to find the rate at which a given sequence or a function converges or
diverges. In 1930, Karamata [26] initially developed the idea while working on the Tauberian theorems of
Hardy and Littlewood, and then de Haan [12] applied it to the weak convergence theory. In 1973, Bojanić
and Seneta [9] redefined the idea in order to use it in the theory of functions. Then the general idea of
O−regular variations was given by Aljančić and Arandjelović [2], and was further extended by Djurčić and
Božin [17], and Djurčić [18], etc. Recently, the idea ofO−regular variations has been applied in the theory of
uniform convergence by Arandjelović [5], function theory by Tasković [44], the theory of sequence spaces
by Djurčić et al. [16, 19], and the theory of statistical convergence by Demirci et al. [13] Di Maio et al. [14],
Dutta and Das [20], Nayak et al. [37] etc. Now, we provide some primary definitions of regular variations
given in [8].



P. Baliarsingh et al. / Filomat 37:16 (2023), 5399–5412 5402

A positive real sequence x = (xk) is said to be regularly varying if it satisfies

lim
k→∞

x[µk]

xk
= k(µ) < ∞, for all µ > 0.

The sequence x = (xk) is called slowly varying if k(µ) = 1, for each µ > 0, and if the function k(α) is of the
form µρ for some ρ ∈ R, then the number ρ is called the index of variability of the sequence x.

A positive real sequence x = (xk) is said to be O−regularly varying if for each µ > 0,

lim sup
k→∞

x[µk]

xk
= o(µ) < ∞.

Note that every regular varying sequence is O−regularly varying but the converse is not true in general.
A positive real sequence x = (xk) is said to be translationally regularly varying if for each µ > 0,

lim
k→∞

x[k+µ]

xk
= r(µ) < ∞,

where the function r(µ), for each µ > 0 is of the form eρ[µ] for some ρ ∈ R, and ρ is the index of variability
of the sequence x.

A sequence x = (xk) (of positive real numbers) is said to be rapidly varying sequence(of index of
variability∞) if for each µ > 1,

lim
k→∞

x[µk]

xk
= ∞,

and for each 0 < µ < 1

lim
k→∞

x[µk]

xk
= 0.

Similarly, it is said to be rapidly varying sequence of index of variability −∞ if for each µ > 1,

lim
k→∞

x[µk]

xk
= 0.

Now, extend the above definitions to the sequence of positive fuzzy numbers in deferred statistical sense
as follows:

Definition 1.1. A sequence of fuzzy numbers (uk) (here and onwards as sequence of positive fuzzy numbers)
is said to be deferred-statistically convergent of order β to ξ0 if, for every ε > 0,we have

lim
n→∞

1
(qn − pn)β

|{pn < k ≤ qn : d(uk, ξ0) ≥ ε}| = 0.

In other words, the natural density with respect to deferred Cesàro mean δβpq(k : d(uk, ξ0)) = 0, and we say
that dst − lim u = ξ0.

Definition 1.2. A sequence of fuzzy numbers (uk) is said to be deferred-statistically regularly varying of
order β if it satisfies

lim
n→∞

1
(qn − pn)β

|{pn < k ≤ qn : d
(u[µk]

uk
, kds(µ)

)
≥ ε}| = 0, for all µ > 0 and kds(µ) < ∞,

or, symbolically

δ
β
pq

(
k : d

(u[µk]

uk
, kds(µ)

))
= 0, for all µ > 0 and kds(µ) < ∞.

By DSRVF,DSSVF, and DSRVF
ρ, we denote the classes of all deferred-statistically regularly, slowly and

regularly with index ρ varying of order β positive fuzzy sequences, respectively.
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Definition 1.3. A sequence of fuzzy numbers (uk) is said to be deferred-statistically O−regularly varying
of order β if for each µ > 0,

δ
β
pq

(
k : d

(
sup

k

u[µk]

uk
,uds(µ)

))
= 0, for all uds(µ) < ∞.

The set DSORVF denotes such class of all deferred-statistically O−regularly varying of order β positive
fuzzy sequences.

Definition 1.4. A sequence of fuzzy numbers (uk) is said to be deferred-statistically translationally regularly
varying of order β if for each µ > 0,

δ
β
pq

(
k : d

(u[k+µ]

uk
, rds(µ)

))
= 0, for all rds(µ) < ∞.

By DSTRVF and DSTRVF
ρ, we denote the classes for all deferred-statistically translationally regularly and

with index ρ varying of order β fuzzy sequences, respectively.

Definition 1.5. A sequence of fuzzy numbers (uk) is said to be deferred-statistically rapidly varying of
order β fuzzy sequence(of index of variability∞) if for each µ > 1,

δ
β
pq

(
k : d

(u[µk]

uk
,∞

))
= 0,

and for each 0 < µ < 1

δ
β
pq

(
k : d

(u[µk]

uk
, 0

))
= 0.

For each 0 < µ < 1 we denote the set DSRVF
∞ for the class of all deferred-statistically rapidly varying of order

β positive fuzzy sequences of index of variability ∞. The sequence (uk) is said to be deferred-statistically
rapidly varying of order β fuzzy sequence of index of variability −∞ if for each µ > 1,

δ
β
pq

(
k : d

(u[µk]

uk
, 0

))
= 0.

and we denote such class of sequences as the set DSRVF
−∞

.

Example 1.6. Let us define the sequence (uk) of fuzzy numbers by

uk(t) =

t, if k is a square,
1 − t, otherwise,

t ∈ [1, 0].

For fixed µ > 0, the sequence
u[µk]

uk
can be given by

u[µk]

uk
=


t

1 − t
(= u(1)), if [µk] is a square and k is a non-square (CASE I),

1 − t
t

(= u(2)), if [µk] is a non-square and k is a square (CASE II),

1, otherwise.

Now, we can calculate

d
(u[µk]

uk
,u(1)

)
=


0, for CASE I,
sup
α∈[0,1]

max{|[u(2)]−α − [u(1)]−α |, |[u
(2)]+α − [u(1)]+α |}, for CASE II,

sup
α∈[0,1]

max{1 − |[u(1)]−α |, |1 − [u(1)]+α |}, otherwise.
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d
(u[µk]

uk
,u(2)

)
=


sup
α∈[0,1]

max{|[u(1)]−α − [u(2)]−α |, |[u
(1)]+α − [u(2)]+α |}, for CASE I,

0, for CASE II,
sup
α∈[0,1]

max{1 − |[u(2)]−α |, |1 − [u(2)]+α |}, otherwise.

d
(u[µk]

uk
, 1

)
=


sup
α∈[0,1]

max{|[u(1)]−α − 1|, |[u(1)]+α − 1|}, for CASE I,

sup
α∈[0,1]

max{|[u(2)]−α − 1|, |[u(2)]+α − 1|}, for CASE II,

0, otherwise.

In order to maintain the uniqueness and existence of the deferred-statistically convergence of order β, we
presume that 1/2 < β ≤ 1 and pn = p, being a fixed positive integer. Then for given ε > 0, we have

δ
β
pq

(
k : d

(u[k+µ]

uk
,u(1)

))

≤ lim
n→∞

(qn − p) −min
{√

(qn − p), (qn − p) −
√

(qn−p)
µ

}
(qn − p)β

= lim
n→∞

(qn − p) − C1
√

(qn − p)

(qn − p)β
, 0,

δ
β
pq

(
k : d

(u[k+µ]

uk
,u(2)

))

≤ lim
n→∞

(qn − p) −min
{

(qn − p) −
√

(qn − p),
√

(qn−p)
µ

}
(qn − p)β

= lim
n→∞

(qn − p) − C2
√

(qn − p)

(qn − p)β
, 0,

and

δ
β
pq

(
k : d

(u[k+µ]

uk
, 1

))
≤ lim

n→∞

(C1 + C2)
√

(qn − p)

(qn − p)β
= 0.

Note that C1 =
min

{
√

(qn−p),(qn−p)−
√

(qn−p)
µ

}
√

(qn−p)
and C2 =

min
{

(qn−p)−
√

(qn−p),
√

(qn−p)
µ

}
√

(qn−p)
. This example illustrates that the

deferred-statistically regularly varying of order β limit of fuzzy sequence is 1.

Example 1.7. Consider the sequence (uk) of fuzzy numbers, defined by

uk(t) =

1, if k is a cube,
t, otherwise,

t ∈ [1, 0].

For fixed µ > 0, the sequence
u[µ+k]

uk
can be given by

u[µ+k]

uk
=


1
t

(= u(3)), if [µ + k] is a cube and k is a non-cube (CASE III),

t (= u(4)), if [µ + k] is a non-cube and k is a cube (CASE IV),
1, otherwise.

Now, we have

d
(u[µ+k]

uk
,u(3)

)
=


0, for CASE III,
sup
α∈[0,1]

max{|[u(4)]−α − [u(3)]−α |, |[u
(4)]+α − [u(3)]+α |}, for CASE IV,

sup
α∈[0,1]

max{1 − |[u(3)]−α |, |1 − [u(3)]+α |}, otherwise.
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d
(u[µ+k]

uk
,u(4)

)
=


sup
α∈[0,1]

max{|[u(3)]−α − [u(4)]−α |, |[u
(3)]+α − [u(4)]+α |}, for CASE III,

0, for CASE IV,
sup
α∈[0,1]

max{1 − |[u(4)]−α |, |1 − [u(4)]+α |}, otherwise.

d
(u[µ+k]

uk
, 1

)
=


sup
α∈[0,1]

max{|[u(3)]−α − 1|, |[u(3)]+α − 1|}, for CASE III,

sup
α∈[0,1]

max{|[u(4)]−α − 1|, |[u(4)]+α − 1|}, for CASE IV,

0, otherwise.

Using the uniqueness and existence of the deferred-statistically convergence of order β, we presume
that 1/3 < β ≤ 1 and pn = 0, q=n. Then for given ε > 0, we have

δ
β
pq

(
k : d

(u[k+µ]

uk
,u(3)

))
≤ lim

n→∞

n −min
{

3
√

n,n − 3
√

n − µ
}

nβ
= lim

n→∞

n − C3
3
√

n
nβ

, 0,

δ
β
pq

(
k : d

(u[k+µ]

uk
,u(4)

))
≤ lim

n→∞

n −min
{
n − 3
√

n, 3
√

n − µ
}

nβ
= lim

n→∞

n − C4
√

n
nβ

, 0,

and

δ
β
pq

(
k : d

(u[k+µ]

uk
, 1

))
≤ lim

n→∞

(C3 + C4) 3
√

n
nβ

= 0,

where C3 =
min{

√
n,n−

√
n−µ}

√
n

and C4 =
min{n−

√
n,
√

n−µ}
√

n
.

This shows that the fuzzy sequence (uk) is deferred-statistically translationally regularly varying of order
β to the limit 1.

2. Main results

In this section, we establish some relationships on different types of deferred-statistically varying positive
fuzzy sequences of order β.

Theorem 2.1. Let u = (uk) be a sequence of positive fuzzy numbers and 0 < β ≤ 1. If

lim
n→∞

1
(qn − pn)β

qn∑
k=pn+1

d
(u[µk]

uk
, r(µ)

)
= 0,

then u ∈ DSORVF or u ∈ DSTRVF and

δ
β
p,q

(
k : d

(u[µk]

uk
, r(µ)

))
= 0.

Proof. We prove the theorem for DSORVF only and for others we use the similar techniques. As the
hypothesis, u = (uk) is a sequence of positive fuzzy numbers which satisfies

lim
n→∞

1
(qn − pn)β

qn∑
k=pn+1

d
(u[µk]

uk
, r(µ)

)
= 0, for µ > 0.
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This leads to

1
(qn − pn)β

qn∑
k=pn+1

d
(u[µk]

uk
, r(µ)

)
≥

1
(qn − pn)β

qn∑
k=pn+1,

d
( u[µk]

uk
,r(µ)

)
≥ε

d
(u[µk]

uk
, r(µ)

)

For the limit as n→∞, we have

lim
n→∞

1
(qn − pn)β

qn∑
k=pn+1,

d
( u[µk]

uk
,r(µ)

)
≥ε

d
(u[µk]

uk
, r(µ)

)
= 0,

as a consequence, we have u ∈ DSORVF and

δ
β
p,q

(
k : d

(u[µk]

uk
, r(µ)

))
= 0.

For the converse of Theorem 2.1, we present the following theorem.

Theorem 2.2. If u = (uk) is a bounded sequence of positive fuzzy numbers, β = 1, and u ∈ DSORVF or u ∈ DSTRVF,
then

lim
n→∞

1
(qn − pn)β

qn∑
k=pn+1

d
(u[µk]

uk
, r(µ)

)
= 0.

Proof. Suppose (uk) is a bounded sequence. Then for µ > 0, there exists a numberK < ∞ such that

sup
k

d
(u[µk]

uk
, r(µ)

)
< K . (2)

Now, for given ε > 0, we have

1
(qn − pn)β

qn∑
k=pn+1

d
(u[µk]

uk
, r(µ)

)
=

1
(qn − pn)β

qn∑
k=pn+1,

d
( u[µk]

uk
,r(µ)

)
<ε

d
(u[µk]

uk
, r(µ)

)

+
1

(qn − pn)β

qn∑
k=pn+1,

d
( u[µk]

uk
,r(µ)

)
≥ε

d
(u[µk]

uk
, r(µ)

)

≤
ε

(qn − pn)β
sup

k
d
(u[µk]

uk
, r(µ)

) qn∑
k=pn+1,

d
( u[µk]

uk
,r(µ)

)
<ε

(1)

+
1

(qn − pn)β

qn∑
k=pn+1,

d
( u[µk]

uk
,r(µ)

)
≥ε

d
(u[µk]

uk
, r(µ)

)

By putting β = 1 and taking the limit as n → ∞ along with the condition (2) in the above inequality, we
have the result as desired.
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A sequence u = (uk) is said to be deferred-statistically regular varying Cauchy sequence if, for every
ε > 0, there exists a number N depending on ε, we have

δ
β
p,q

(
k : d

(u[µk]

uk
,

u[µN]

uN

))
= 0.

We denote such fuzzy sequences by the class DSRVCF.

Theorem 2.3. Suppose u = (uk) is a sequence of positive fuzzy numbers and 0 < β ≤ 1. Then the following
statements are equivalent:

(i) u ∈ DSRVF.

(ii) u ∈ DSRVCF.

(iii) For some v ∈ RVF(the space of all regular varying positive fuzzy sequence) such that

u[µk]

uk
=

v[µk]

vk
, for almost all k.

Proof. Assume that (i) holds and u = (uk) ∈ DSRVF. Then

δ
β
p,q

(
k : d

(u[µk]

uk
, r(µ)

))
= 0, for all µ > 0.

This implies that for every ε > 0,

lim
n→∞

1
(qn − pn)β

∣∣∣∣∣{pn < k ≤ qn : d
(u[µk]

uk
, r(µ)

)
≥
ε
2

}∣∣∣∣∣ = 0.

Choose a number N such that for every ε > 0, we have

lim
n→∞

1
(qn − pn)β

∣∣∣∣∣{pn < N ≤ qn : d
(u[µN]

uN
, r(µ)

)
≥
ε
2

}∣∣∣∣∣ = 0.

By using triangle inequality to the above equations, we have

lim
n→∞

1
(qn − pn)β

∣∣∣∣∣{pn < k ≤ qn : d
(u[µk]

uk
,

u[µN]

uN

)
≥ ε

}∣∣∣∣∣ = 0.

This implies (ii) and completes the first part.
For second part, assume that (ii) holds and choose a number N such that the closed interval I0 =[[ u[µN]

uN

]
α
− 1,

[ u[µN]

uN

]
α
+ 1

]
contains

u[µk]

uk
for almost all k. Similarly, choose another number N1 such that

I′ =
[[

u[µN1]

uN1

]
α
− 1/2,

[
u[µN1]

uN1

]
α
+ 1/2

]
contains

u[µk]

uk
for almost all k. Therefore, the interval I1 = I0 ∩ I′ is of

length less than or equal to 1, contains
u[µ]

uk
for almost all k. By choosing the number N2, construct a closed

interval I′1 =
[[

u[µN2]

uN2

]
α
− 1/4,

[
u[µN2]

uN2

]
α
+ 1/4

]
containing

u[µk]

uk
for almost all k. Proceeding this way, we claim

that the interval I2 = I1 ∩ I′1 is of the length not greater than 1/2 contains
u[µk]

uk
for almost all k. By principle of

induction, for a natural number m, we can construct an interval Im of length not greater than 1
2m−1 contains

u[µk]

uk
for almost all k. Using nested interval theorem, we can able to find a number σ, such that

I =
∞⋂
j=1

I j.
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Since Im contains
u[µk]

uk
for almost all k, we choose an increasing sequence of positive integers σ = (σm) such

that

δ
β
p,q

({
pn < k ≤ qn :

u[µk]

uk
< Im

})
<

1
m

for each n > σm. (3)

Consider a subsequence ϱ = (ϱk) of u = (uk) consisting of all the terms uk such that k > σ1 and if σm < k ≤ σm+1,
then

u[µk]

uk
< Im.

Now, using the subsequence ϱ = (ϱk), define the sequence v = (vk) such that

v[µk]

vk
=

σ, if uk is a term of ϱ,
u[µk]

uk
, otherwise.

It is observed that limk→∞
v[µk]

vk
= I. For k > σm and 0 < 1

m < ε, we have uk is either of the form ϱk or
u[µk]

uk
=

v[µk]

vk
∈ Im and |[

v[µk]

vk
]α − I| is not greater than the length of Im. Using ϱm < n < ϱm+1, in (3) we obtain that

δ
β
p,q

({
pn < k ≤ qn :

u[µk]

uk
,

v[µk]

uk

})
< δ

β
p,q

({
pn < k ≤ qn :

u[µk]

uk
< Im

})
<

1
m
.

Thus it is concluded that
δ
β
p,q

(
k : d

(u[µk]

uk
,

v[µk]

vk

)
≥ ε

)
= 0.

This leads to (iii). Finally, we consider (iii) and show that (i) is true i.e., u ∈ DSRVF or

δ
β
p,q

({
pn < k ≤ qn :

u[µk]

uk
,

v[µk]

vk

})
.

Since v ∈ RVF, for every ε > 0 and µ > 0,

δ
β
p,q

({
pn < k ≤ qn : d

(v[µk]

vk
, kds(µ)

)
≥ ε

})
= 0.

Now, for every ε > 0 and µ > 0, we have

δ
β
p,q

({
pn < k ≤ qn : d

(u[µk]

uk
, kds(µ)

)
≥ ε

})
<δ
β
p,q

(
k : d

(u[µk]

uk
,

v[µk]

vk

)
≥ ε

)
+ δ
β
p,q

({
pn < k ≤ qn : d

(v[µk]

vk
, kds(µ)

)
≥ ε

})
.

Therefore, we have δβp,q
({

k : d
( u[µk]

uk
, kds(µ)

)
≥ ε

})
= 0, i.e., u ∈ DSRVF.

Theorem 2.4. Let sequence u = (uk) is a sequence of positive fuzzy numbers and u ∈ STRVF or u ∈ SORVF. Then
u ∈ DSTRVF or u ∈ DSORVF, respectively provided the sequence

( pn

(qn−pn)β

)
n∈N

is bounded.

Proof. The proof is straightforward, hence omitted.

Theorem 2.5. Suppose u = (uk) is a sequence of positive fuzzy numbers and 0 < β ≤ 1. Then the following
statements are equivalent:

(i) u ∈ DSTRVF.

(ii) u ∈ DSTRVCF.
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(iii) For some v ∈ TRVF(the space of all translationally varying fuzzy sequence) such that

u[µk]

uk
=

v[µk]

vk
, for almost all k.

where the class DSRVCF is the set of all deferred-statistical translationally regular varying Cauchy positive fuzzy
sequence.

Proof. The proof follows the similar lines as described in Theorem 2.3, hence omitted.

Theorem 2.6. Let u = (uk) be a sequence of positive fuzzy numbers. Then u ∈ DSRVF i.e.,

dst − lim
k→∞

u[µk]

uk
= kds(µ), for all µ > 0,

if and only if there exists a subsequence v = (vk) of u such that

lim
k→∞

v[µk]

vk
= kds(µ),

and kds(µ) = µρ for some ρ ∈ R.

Proof. This is an immediate consequence of Theorem 2.3.

Theorem 2.7. Let u = (uk) be a sequence of positive fuzzy numbers. Then u ∈ DSTRVF i.e.,

dst − lim
k→∞

u[µk]

uk
= rds(µ), for all µ > 0,

If and only if there exists a subsequence v = (vk) of u such that

lim
k→∞

v[µk]

vk
= rds(µ),

and rds(µ) = eρ[µ] for some ρ ∈ R.

Proof. This follows from Theorem 2.5.

Theorem 2.8. Let u = (uk) be a sequence of positive fuzzy numbers and u ∈ DSRVF i.e., dst− limk→∞
u[µk]

uk
= kds(µ).

Then u ∈ RVF with the same limit if

d
(u[µk]

uk
,

u[µ(k+1)]

uk+1

)
= O((qk − pk)−1).

Proof. Let u ∈ DSRVF. Then by Theorem 2.3 there exists a sequence v = (vk) such that

lim
k→∞

v[µk]

vk
= kds(µ),

such that
δ
β
p,q

(
k :

u[µk]

uk
,

v[µk]

vk

)
= 0.

Set qk − pk = A1(k) + A2(k),where

A1(k) = max
{
pk < n ≤ qk :

u[µn]

un
=

v[µn]

vn

}
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and
A2(k) = max

{
pk < n ≤ qk :

u[µn]

un
,

v[µn]

vn

}
.

Now, we show that

lim
k→∞

A2(k)
A1(k)

= 0.

This can be proved by induction method. In the contrary, suppose A2(k)
A1(k) ≥ ε > 0, then

1
(qk − pk)β

({
pk < n ≤ qk :

u[µn]

un
=

v[µn]

vn

})
≤

A1(k)
A1(k) + A2(k)

≤
A1(k)

A1(k) + εA1(k)

=
ε

1 + ε
.

This leads to the contradiction that
δ
β
p,q

(
k :

u[µk]

uk
=

v[µk]

vk

)
= 0.

As a result, this concludes that limk→∞
A2(k)
A1(k) = 0.

As per the hypothesis d
( u[µk]

uk
,

u[µ(k+1)]

uk+1

)
= O((qk − pk)−1). Thus, for all k, there exist a constant C such that

d
(u[µk]

uk
,

u[µ(k+1)]

uk+1

)
=

C

qk − pk
.

By using properties (ii) and (iii) of fuzzy metric space (L (R), d), we have

d
(

v[µA1(k)]

vA1(k)
,

u[µ(qk−pk)]

uqk−pk

)
= d

(
u[µA1(k)]

uA1(k)
,

u[µ(A1(k)+A2(k))]

uA1(k)+A2(k)

)
≤

A1(k)+A2(k)−1∑
i=A1(k)

d
(u[µ(i)]

ui
,

u[µ(i+1)]

ui+1

)

≤
C

qk − pk

A1(k)+A2(k)−1∑
i=A1(k)

(1)

=
C(A1(k) + A2(k) − A1(k))

A1(k) + A2(k)

=
C

(
A2(k)
A1(k)

)
1 + A2(k)

A1(k)

.

Using limk→∞
v[µk]

vk
= kds(µ) in the above inequality and taking limit as k→∞on both the sides, limk→∞

u[µA1(k)]

A1(k) =

limk→∞
u[µ(qk−pk )]

uqk−pk
= kds(µ).

Theorem 2.9. Let u = (uk) be a sequence of positive fuzzy numbers and u ∈ DSTRVF i.e., dst− lim→∞
u[k+µ]

uk
= rds(µ).

Then u ∈ TRVF with the same limit if

d
(u[µk]

uk
,

u[µ(k+1)]

uk+1

)
= O((qk − pk)−1).

Proof. Proof is similar to that of Theorem 2.8, hence omitted.
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3. Conclusion

In this paper, we have studied the idea of convergence of fuzzy sequence of positive real numbers
via regular variations in deferred statistical context. Also, some relations among these newly defined
convergence of fuzzy sequence were established. This work provides a new development in the direction
of the convergence of fuzzy sequences and generalizes notion of usual regular variations. As a future scope,
this idea may be studied to the case of different statistical convergence using various types of means for
single and double sequences.
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[13] K. Demirci, D. Djurčić, Lj.D.R. Kočinac, S. Yildiz, A theory of variations via p-statistical convergence, Publ. Inst. Math., Nouvelle

série 110(124) (2021) 11–27.
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[15] G. Di Maio, Lj.D.R. Kočinac, Statistical convergence in topology, Topol. Appl. 156 (2008) 28–45.
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cesàro mean, J. Math. Anal. Appl. 420 (2014) 563–575.
[35] L. Nayak, M. Mursaleen, P. Baliarsingh, On deferred statistical A-convergence of fuzzy sequence and applications, Iranian J.

Fuzzy Syst. 19 (2022) 119–131.
[36] L. Nayak, B.C. Tripathy, P. Baliarsingh, On deferred-statistical convergence of uncertain fuzzysequences, Int. J. General Syst.

(2022) doi:10.1080/03081079.2022.2052062.



P. Baliarsingh et al. / Filomat 37:16 (2023), 5399–5412 5412

[37] L. Nayak, P. Baliarsingh, S. Samantaray, P.K. Das, On deferred statistical convergence through regularvariations, Filomat 36(7)
(2022) 2193–2203.

[38] F. Nuray, E. Savas, Statistical convergence of sequences of fuzzy real numbers, Math. Slovaca 45 (1995) 269–273.
[39] F. Nuray, B. Aydin, Strongly summable and statistically convergent functions, Inf. Technol. Control. 1(30) (2004) 74–76.
[40] M.L. Puri, D.A. Ralescu, Differentials for fuzzy functions, J. Math. Anal. Appl. 91 (1983) 552–558.
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