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Abstract. The aim of this work is to study the existence of solutions for nonlocal fractional differential equations inclusions involving $\Phi$-Caputo fractional derivative in Banach space. The proofs are based on the noncompactness measure method. As application, we give an example is given to illustrate the theoretical results.

1. Introduction

Let $(\Sigma, \| \cdot \|)$ be a Banach space and $\mathcal{A} : \mathcal{D}(\mathcal{A}) \rightarrow \Sigma$ be a densely defined linear operator. The aim of this paper is to study the following semilinear fractional evolution problem with nonlocal conditions

$$
\begin{align*}
\left\{ \begin{array}{ll}
\left( cD_{0}^{\lambda, \Phi} \right) \theta (\tau) &= \mathcal{A}(\mu (\tau)) + \varrho (\mu (\tau)), & \tau \in \Upsilon = ]0, \Lambda] ; \\
\varrho (\mu (\tau)) &\in \Psi (\tau, \mu (\tau)) ; \\
(I_{0}^{1-\lambda, \Phi} \mu)(\tau) &= \rho (\mu (\tau)) (\tau = \mu_{0}).
\end{array} \right.
\end{align*}
$$

(1)

where $cD_{0}^{\lambda, \Phi}$ is the $\Phi$-Caputo fractional derivative of order $\lambda \in ]0, 1[ , \Lambda > 0$, $\Psi$ is the multivalued function and $I_{0}^{1-\lambda, \Phi}$ is the $\Phi$-Riemann-Liouville integral at order $1-\lambda$.

Due to its huge applications in different fields such as physics, chemistry, engineering, finance and other sciences, fractional calculus has become an indispensable branch of mathematics. As an extension of the traditional integer calculus, which has the properties of an infinity memory and is hereditary. The fractional calculus plays a crucial role to give a real modeling for many real-world phenomena, which pushes researchers to study its qualitative aspects, in order to show the exact results. The study of this theory of fractional calculus has developed considerably during the 19th and 20th centuries. To present a common expression for various approaches of the fractional derivative, Almida in [1] tried to introduce a function in the definition of the approach of Caputo and he succeeded in unifying the approaches of Caputo and that of Hadamard, this type of fractional derivative is called $\Phi$-Caputo fractional derivative. In other hand, the mathematical analysis is considered one of the fundamental mathematical domains, it has been developing in recent years by an influx of results and theorems, especially the fixed point theory, which
is considered as the beating heart in the search for solutions in the case of linear or nonlinear problems, for more details see [14–16, 19, 20]. We follow the same strategy as in the case of the ordinary differential equation of the first order, then we seek an equivalent integral equation and we define an operator of a Banach space in itself, then we seek to show the existence of a fixed point under certain conditions see for example[11, 12]. Moreover there are several fixed point theorems, we seek to apply the one that is suitable for each problem. In 1930, Schauder improved and generalized the existence and uniqueness problem of Brower and insists on the continuous map on a convex and compact set unlike Brower who studies only compactness because of their study which is performed on the topology. In recent years, many articles have been devoted to the notion of noncompactness measure. This has been defined in several ways. Where noncompactness measures have also proven very useful in metric fixed point theory, giving existence or stability results for non-expansive and uniformly Lipschitz maps based on certain coefficients defined in terms of such measures. This concept was initiated by the important work of Kuratowski [8]. In 1955, G. Darbo, used the concept of noncompactness measure, to prove a theorem guaranteeing the existence of fixed points of condensing operators [7]. This theorem has found an abundance of applications to prove the existence of solutions for a wide class of differential and integral equations. It is worth mentioning that Darbo’s theorem extends both the classical principle of Banach’s contraction and Schauder’s fixed point theorem extended to noncompact operators [5].

The structure of this document is given in this order. In Section 2, we give some preliminaries, definitions and results that we will need to show our main results. In Section 3, we show the existence of solutions for the semilinear fractional evolution problem with nonlocal conditions (I) by introducing the noncompactness measure. After that, we give a concrete example to illustrate our main results.

2. Preliminaries

This section deals with some preliminaries, definitions and properties of the \( \Phi \)-caputo fractional derivatives and the measure of noncompactness. For more details, we refer the reader to [2, 9].

Let \( \Upsilon = [0, \Lambda] \), \( \Lambda > 0 \). We denote by \( \Theta \) the set of all smooth functions \( \Phi : \Upsilon \rightarrow \mathbb{R} \) satisfying

\[
\Phi \in C^\infty(\Upsilon, \mathbb{R}) \quad \text{and} \quad \Phi'(t) > 0 \quad \text{for all} \ t \in \Upsilon.
\]

**Definition 2.1.** [2] Let \( \Phi \in \Theta, \lambda > 0 \) and \( \varrho \in L^1([\Upsilon, \mathbb{R}] \). The \( \Phi \)-Riemann-Liouville fractional integral at order \( \lambda \) of \( \varrho \) is defined by

\[
\left( I^\lambda_{\cdot} \Phi \right)(\tau) = \frac{1}{\Gamma(\lambda)} \int_{0}^{\tau} \Phi'(s)(\Phi(\tau) - \Phi(s))^{1-\lambda} \varrho(s) ds.
\]  

(2)

**Definition 2.2.** [2] Let \( \Phi \in \Theta, \lambda > 0 \) and \( \varrho \in C^{n-1}(\Upsilon, \mathbb{R}) \). The \( \Phi \)-Caputo fractional derivative at order \( \lambda \) of \( \varrho \) is defined by

\[
\left( C D^\lambda_{0^+} \Phi \right)(\tau) = \frac{1}{\Gamma(n-\lambda)} \int_{0}^{\tau} \Phi'(s)(\Phi(\tau) - \Phi(s))^{n-\lambda-1} \varrho^n[s] ds,
\]  

(3)

where

\[
\varrho^n[s] = \left( \frac{1}{\Phi'(s)} \right)^n \varrho(s) \quad \text{and} \quad n = E(\lambda) + 1,
\]

and \( E(\lambda) \) denotes the integer part of \( \lambda \).

**Remark 2.3.** In particular, note that

1) If \( \Phi(\tau) = \log(\tau) \), then \( C D^\lambda_{0^+} \) is the Caputo-Hadamard fractional derivative.

3) If \( \Phi(\tau) = \tau \), then \( C D^\lambda_{0^+} \) is the Caputo fractional derivative.
Remark 2.4. In particular, if \( \lambda \in [0, 1] \), then we get
\[
C^\lambda D^\lambda_{0^+} \varrho(t) = \frac{1}{\Gamma(\lambda)} \int_0^t (\Phi(t) - \Phi(s))^{\lambda-1} \varrho'(s) ds,
\]
and
\[
C^\lambda D^\lambda_{0^+} \varrho(t) = I^{\lambda-1}_{0^+} \left( \frac{\varrho'(t)}{\Phi'(t)} \right).
\]

Proposition 2.5. [2] Let \( \varrho \in C^{\lambda+1}(\mathbb{R}, \mathbb{R}) \) and \( \lambda > 0 \), then
1) \( C^\lambda D^\lambda_{0^+} \varrho(t) = \varrho(t) \).
2) \( I^\lambda_{0^+} C^\lambda_{0^+} \varrho(t) = \varrho(t) - \sum_{j=0}^{\lambda-1} \frac{j!}{\Gamma(j+1)} (\Phi(t) - \Phi(0))^j \).
3) \( I^\lambda_{0^+} : C \to C \) is linear and bounded.

Remark 2.6. [2] Let \( \varrho \in C^2(\mathbb{Y}, \mathbb{R}) \), then we get
1. \( I^\lambda_{0^+} C^\lambda_{0^+} \varrho(t) = \varrho(t) + c_0 \) for all \( \lambda \in [0, 1] \);
2. \( I^\lambda_{0^+} C^\lambda_{0^+} \varrho(t) = \varrho(t) + c_0 (\Phi(t) - \Phi(0)) \) for all \( \lambda \in [1, 2] \),
   where \( c_0, c_1 \in \mathbb{R} \).

Proposition 2.7. [2] Let \( \tau \in \mathbb{Y} \) and \( \lambda, \eta > 0 \), then
1) \( I^\lambda_{0^+} (\Phi(t) - \Phi(0))^{\eta-1} = \frac{\Gamma(\eta)}{\Gamma(\lambda+\eta)} (\Phi(t) - \Phi(0))^{\lambda+\eta-1} \).
2) \( I^\lambda_{0^+} (\Phi(t) - \Phi(0))^{\eta-1} = \frac{\Gamma(\eta)}{\Gamma(\eta-\lambda)} (\Phi(t) - \Phi(0))^{\eta-\lambda-1} \).
3) \( D^\lambda_{0^+} (\Phi(t) - \Phi(0))^j = 0, \ \forall j < n \in \mathbb{N} \).

We give also the notations and definitions used along this document.
Let \( C(\mathbb{Y}, \Sigma) \) be the space of \( \Sigma \)-valued continuous functions with the uniform norm topology
\[
\| y \|_C = \sup_{\tau \in \mathbb{Y}} | y(\tau) |.
\]
\( L^p(\mathbb{Y}, \Sigma) \) the space of \( \Sigma \)-valued Bochner integrable functions endowed with the norm
\[
\| \varrho \|_L^p = \left[ \int_{\mathbb{Y}} \| \varrho(\tau) \|^p d\tau \right]^{\frac{1}{p}}.
\]
We consider the following set
\[
C_\lambda(\mathbb{Y}, \Sigma) = \{ y \in C(\mathbb{Y}, \Sigma), \ \lim_{\tau \to 0^+} \tau^{1-\lambda} y(\tau) \text{ exists} \}.
\]
It is clear that \( C_\lambda(\mathbb{Y}, \Sigma) \) is a Banach space of continuous functions with the norm is given by
\[
\| y \|_{C_\lambda} = \sup_{\tau \in \mathbb{Y}} \| \tau^{1-\lambda} y(\tau) \|.
\]
Let \( \mathfrak{I} \) a subset of the space \( C_\lambda(\mathbb{Y}, \Sigma) \), we define \( \mathfrak{I}_\lambda \) by
\[
\mathfrak{I}_\lambda = \{ y_\lambda, \ y \in \mathfrak{I} \},
\]
where
\[
y_\lambda(\tau) = \begin{cases} 
\lim_{\tau \to 0^+} \tau^{1-\lambda} y(\tau), & \text{if } \tau = 0; \\
\tau^{1-\lambda} y(\tau), & \text{if } \tau \in \mathbb{Y}^+.
\end{cases}
\]
Remark 2.8. It is clear that \( \mathfrak{F}_\lambda \) is a subset of \( C(\Upsilon, \Sigma) \).

Let
\[
\psi_\lambda : \mathbb{R} \to \mathbb{R}
\]
\[
\tau \mapsto \psi_\lambda(\tau) = \begin{cases} 
\frac{\Phi(\tau) - \Phi(0)}{\Theta(\tau)}, & \text{if } \tau > 0; \\
0, & \text{if } \tau \leq 0.
\end{cases} \tag{10}
\]

Then
\[
I_{\lambda} \Phi(y)(\tau) = (\psi_\lambda * (\Phi' \cdot y)) (\tau); \tag{12}
\]
\[
D_{\lambda} \Phi(y)(\tau) = (\psi_\lambda * (\frac{y}{\Theta \cdot y})) (\tau). \tag{13}
\]

where \( * \) is convolution, \( \rho \ast g(\tau) = \int_0^\tau \rho(\tau - \theta)g(\theta)d\theta \).

The following result is a invariant of the Arzel`a-Ascoli Theorem.

Lemma 2.9. \[ \mathfrak{F}_\lambda \subset C(\Upsilon, \Sigma) \text{ is relatively compact} \iff \mathfrak{F} \subset C(\Upsilon, \Sigma) \text{ is relatively compact} \tag{14} \]

In the rest of the article, we will need some definitions and results. For this we recall the following results and definitions. Denote by \( \mathfrak{B}(\Sigma) \) be the space of all bounded subsets in \( \Sigma \).

Definition 2.10. \[ \text{Let a function } \xi : \mathfrak{B}(\Sigma) \to \mathbb{R}^+. \text{ We say that } \xi \text{ is a measure of noncompactness in } \Sigma \text{ if, for every } \mathcal{K} \in \mathfrak{B}(\Sigma) \text{ we have} \]
\[
\xi(\mathcal{K}) = \xi(\overline{\mathcal{K}}), \tag{15}
\]
where \( \overline{\mathcal{K}} \) is a closed convex hull of \( \mathcal{K} \).

The Hausdorff measure of noncompactness is defined by:
\[
\chi(\mathcal{K}) = \inf \left\{ \zeta > 0 : \mathcal{K} \text{ has a finite number of balls with radius } \leq \zeta \right\}. \tag{16}
\]

Proposition 2.11. \[ \text{[9, 10]} \]
1) if \( \mathcal{K}_0 \subset \mathcal{K}_1 \), then \( \chi(\mathcal{K}_0) \leq \chi(\mathcal{K}_1) \), for all \( \mathcal{K}_0, \mathcal{K}_1 \in \mathfrak{B}(\Sigma) \).
2) \( \chi(\mathcal{K} \cup \{ b \}) = \chi(\mathcal{K}) \) for every \( b \in \Sigma \), \( \mathcal{K} \in \mathfrak{B}(\Sigma) \).
3) \( \chi(\mathcal{K}) = 0 \) is equivalent to the relative compactness of \( \mathcal{K} \).
4) \( \chi(\mathcal{K}_0 \cup \mathcal{K}_1) \leq \chi(\mathcal{K}_0) + \chi(\mathcal{K}_1) \).
5) \( \chi(\mathcal{K} \cup \{ \mathcal{K}_c \}) = \chi(\mathcal{K}) \) for every \( \mathcal{K}_c \in \mathfrak{B}(\Sigma), \mathcal{K} \in \mathfrak{B}(\Sigma) \).

Lemma 2.12. \[ \text{[4]} \]
Let \( \{ \mu_n \}_{n \in \mathbb{N}} \subset L^1(\Upsilon, \mathbb{R}^+) \) such that
\[
\| \mu_n(\tau) \| \leq k(\tau), \quad \text{for all } n \in \mathbb{N}^+ \text{ and } k \in L^1(\Upsilon, \mathbb{R}^+). \tag{17}
\]
Then the function \( \chi(\{ \mu_n \}_{n \in \mathbb{N}}) \in L^1(\Upsilon, \mathbb{R}^+) \) and
\[
\chi \left( \int_0^\tau \mu_n(\theta)d\theta, n \in \mathbb{N}^+ \right) \leq 2 \int_0^\tau \chi(\{ \mu_n, n \in \mathbb{N}^+ \})d\theta. \tag{18}
\]

Definition 2.13. \[ \text{[3]} \]
The one-sided stable probability density is given by
\[
w_\lambda(\tau) = \frac{1}{\pi} \sum_{n=1}^{\infty} (-1)^{n-1} (\Phi(\tau) - \Phi(0))^{-\lambda n - 1} \frac{1 + \lambda n}{n!} \sin(n\pi\lambda), \quad \tau \in (0, \infty). \tag{19}
\]

Definition 2.14. \[ \text{[6]} \]
Let \( X \) be a subset of \( \Sigma \). We say that \( X \) is contractible, if there exists an element \( \bar{x} \in X \) and a continuous function \( \mathcal{P} : [0, 1] \times X \to X \) with
\[
\mathcal{P}(0, x) = \bar{x} \quad \text{and} \quad \mathcal{P}(1, x) = x, \quad \text{for all } x \in X. \tag{20}
\]

Theorem 2.15. \[ \text{[6]} \]
Let \( \Xi \) be a convex compact banach subset of a banach space. If \( \psi : \Xi \to \Xi \) is with closed graph and compact contractive values, then there exists a fixed point \( \bar{\mu} \in \psi(\bar{\mu}) \).
3. Main results

In this section we show the main results. Firstly we recall the lemma of a solution to the problem (I). Let $A$ generate a $C_0$-semigroup equicontinuous $Q(\tau)$, $\tau \in \mathbb{R}$ and $L = \max_{\tau \in \mathbb{R}} \| Q(\tau) \|$.

**Lemma 3.1.** [17] Let $\varphi \in C^1(\mathbb{Y}, \Sigma)$. A function $\mu \in C^1(\mathbb{Y})$ is solution of problem

\[
\begin{aligned}
\left\{
\begin{array}{ll}
D_{\tau}^{\lambda, \Phi}(\mu)(\tau) = A \mu(\tau) + \varphi_{\tau}(\tau), & \tau \in \mathbb{Y}; \\
\varphi_{\tau} \in \mathcal{P}(\tau, \mu(\tau)), & \tau \in \mathbb{Y}; \\
(1_{\tau}, \Phi)(\mu(\tau)) = \rho(\mu(:)= \mu_0).
\end{array}
\right.
\end{aligned}
\]

(21)

if and only if $\mu$ satisfies the following equation

\[
\mu(\tau) = S_{\lambda, \phi}(\tau)\mu_0 + \int_0^{\Phi(\tau)-\Phi(0)} R_{\lambda, \phi}(\Phi(\tau) - \Phi(0))\varphi_{\tau}(\theta)\Phi'(\theta) d\theta,
\]

(22)

where

\[
\begin{aligned}
S_{\lambda, \phi}(\tau) &= I_{\tau}^{1-\lambda, \phi} R_{\lambda, \phi}(\tau), \\
R_{\lambda, \phi}(\tau) &= \tau^{1-\lambda} \int_0^\infty \lambda (\Phi(\theta) - \Phi(0)) \omega_{\lambda}(\theta) Q\left(\tau^{1/((\Phi(\theta) - \Phi(0))}\Phi'(\theta) d\theta.
\end{aligned}
\]

**Proposition 3.2.**

1. For any fixed $\tau > 0$, $(S_{\lambda, \phi}(\tau))_{\tau > 0}$ and $(R_{\lambda, \phi}(\tau))_{\tau > 0}$ are linear operators.
2. For $\mu \in \Sigma$, we have

\[
\begin{aligned}
\| R_{\lambda, \phi}(\tau)\mu \| & \leq \frac{\tau^{1-\lambda}L}{\Gamma(1+\lambda)} \| \mu \|, \\
\| S_{\lambda, \phi}(\tau)\mu \| & \leq \frac{L}{\lambda} \| \mu \|.
\end{aligned}
\]

3. $(S_{\lambda, \phi}(\tau))_{\tau > 0}$ and $(R_{\lambda, \phi}(\tau))_{\tau > 0}$ are strongly continuous for every $\tau > 0$, i.e. for all $0 < \tau_1 < \tau_2 \leq \Lambda$, we get

\[
\begin{aligned}
\lim_{\tau_1 \to \tau_2} \| S_{\lambda, \phi}(\tau_1)\mu - S_{\lambda, \phi}(\tau_2)\mu \| = \lim_{\tau_1 \to \tau_2} \| R_{\lambda, \phi}(\tau_1)\mu - R_{\lambda, \phi}(\tau_2)\mu \| = 0.
\end{aligned}
\]

**Proof.** Let $\tau \in \mathbb{Y}$, we have

\[
R_{\lambda, \phi}(\tau) = \tau^{1-\lambda} \int_0^\infty \lambda (\Phi(\theta) - \Phi(0)) \omega_{\lambda}(\theta) Q\left(\tau^{1/((\Phi(\theta) - \Phi(0))}\Phi'(\theta) d\theta.
\]

Then

\[
\begin{aligned}
\| R_{\lambda, \phi}(\tau)\mu \| = \tau^{1-1} \int_0^\infty \lambda (\Phi(\theta) - \Phi(0)) \omega_{\lambda}(\theta) Q\left(\tau^{1/((\Phi(\theta) - \Phi(0))}\Phi'(\theta) d\theta | \\
\leq \tau^{1-1}L \| \mu \| \int_0^\infty \lambda (\Phi(\theta) - \Phi(0)) \omega_{\lambda}(\theta) \Phi'(\theta) d\theta |.
\end{aligned}
\]

On the other hand, we know that

\[
\int_0^\infty \lambda \theta \omega_{\lambda}(\theta) \Phi'(\theta) d\theta = \frac{1}{\Gamma(1+\lambda)},
\]

so

\[
\| R_{\lambda, \phi}(\tau)\mu \| \leq \frac{\tau^{1-1}L}{\Gamma(1+\lambda)} \| \mu \|.
\]

(23)
From (23) it follows that
\[
| S_{\lambda,\phi}(\Phi(\tau) - \Phi(0))\mu | \leq \frac{L_{1-\lambda,\phi} R_{1,\phi}(\Phi(\tau) - \Phi(0))}{\Gamma(1 + \lambda)} | \mu |.
\]
By Proposition 2.7, we get
\[
| S_{\lambda,\phi}(\Phi(\tau) - \Phi(0))\mu | \leq \frac{L_{1-\lambda,\phi} R_{1,\phi}(\Phi(\tau) - \Phi(0))}{\Gamma(1 + \lambda)} | \mu | \leq \frac{L}{\lambda} | \mu |.
\]
Which implies that
\[
| S_{\lambda,\phi}(\tau)\mu | \leq \frac{L}{\lambda} | \mu |, \quad \text{for all } \tau \in \mathcal{Y}.
\]
\[
\square
\]
Next, we will need the following assumption.
\((H1)\) The multivalued map \( \Psi : \mathcal{Y} \times \Sigma \rightarrow \Sigma \) has nonempty convex compact values, \( \Psi(\tau, .) \) is upper semicontinuous and \( \Psi(., \mu) \) has a strongly measurable selection.

\((H2)\) There exist two constants \( \alpha \) and \( \beta \) such that
\[
\| \psi(\tau, \mu) \| \leq \alpha + \beta | \tau - \lambda | \| \mu \|,
\]
for all \( (\tau, \mu) \in \mathcal{Y} \times \Sigma \).

\((H2')\) There exists a function \( \kappa \in L^q(\mathcal{Y}, \mathbb{R}^+) \), \( q > \frac{1}{\lambda} \) such that
\[
\chi(\Psi(\tau, K)) \leq \kappa(\tau) \chi(K), \quad \text{for all } K \in \mathcal{B}(\Sigma).
\]

\((H3)\) \( \rho : C_{\lambda} \rightarrow \Sigma \) is compact and continuous map such that
\[
\| \rho(\mu) \| \leq \eta \| \mu \| + \gamma, \quad \text{for all } \mu \in C(\mathcal{Y}, \Sigma),
\]
where \( \eta \in [0, \frac{1}{\lambda}] \) and \( \gamma > 0 \).

**Theorem 3.3.** Let the assumptions \((H1)-(H3)\). Moreover if
\[
\left( \frac{L \eta \lambda^{-1}}{\lambda} + \frac{L \lambda(1-\lambda) C_1}{\Gamma(1 + \lambda)} \right) \chi(\Psi(\tau')) < 1, \quad \text{where } C_1 = \int_0^\Phi(\tau') \Phi(\theta)\Phi'(\theta)d\theta,
\]
then the problem (1) has a solution.

**Proof.** Let \( y \in C_{\lambda}(\mathcal{Y}, \Sigma) \) and \( S \Psi(y) \) denote the set of all solutions of the following problem
\[
\begin{cases}
(D_{\lambda,\phi} \phi)(\tau) = \mathcal{A}\mu(\tau) + \mathcal{Q}_\nu(\tau), \quad \tau \in \mathcal{Y}; \\
\phi(\tau) \in \Psi(\tau, y(\tau)); \\
\mu_0 = \rho(y(\lambda)).
\end{cases}
\]
(27)

The proof is divided in several steps.

**Step1:** We will prove \( S \Psi(y) \) is bounded (if it is nonempty). Let \( \mu \in S \Psi(y) \), then from Lemma 3.1 we have
\[
\mu(\tau) = S_{\lambda,\phi}(\tau)\mu_0 + \int_0^{\Phi(\tau) - \Phi(\theta)} R_{1,\phi}(\Phi(\tau) - \Phi(\theta))\phi_\nu(\theta)\Phi'(\theta)d\theta,
\]
(28)
Taking into account the expression of \( \mu_0 \) ab the fact \( \varphi_\mu \in \Psi(\tau, \mu(\tau)) \) together with assumption (H3), we get

\[
\mu_3(\tau) = \tau^{1-\lambda} \mu(\tau)
\]

\[
= \tau^{1-\lambda} S_{\lambda, \Phi}(\tau) \rho(\mu(\tau)) + \tau^{1-\lambda} \int_0^{\Phi(\tau) - \Phi(0)} R_{\lambda, \Phi}(\Phi(\tau) - \Phi(\theta)) \varphi_\mu(\theta) \Phi'(\theta) d\theta.
\]

So,

\[
|\mu_3(\tau)| \leq \tau^{1-\lambda} |S_{\lambda, \Phi}(\tau) \rho(\mu(\tau))| + \tau^{1-\lambda} \int_0^{\Phi(\tau) - \Phi(0)} |R_{\lambda, \Phi}(\Phi(\tau) - \Phi(\theta)) \varphi_\mu(\theta) \Phi'(\theta)| d\theta.
\]

Using Proposition 3.2, we derive

\[
|\mu_3(\tau)| \leq \frac{L \tau^{1-\lambda}}{\lambda} |\rho(\mu(\tau))| + \tau^{1-\lambda} \int_0^{\Phi(\tau) - \Phi(0)} \Phi(\tau) - \Phi(\theta) \bigg|^{\lambda-1} \bigg| \varphi_\mu(\theta) \bigg| \Phi'(\theta) d\theta.
\]

And form (H2), we have

\[
|\mu_3(\tau)| \leq \frac{L \tau^{1-\lambda}}{\lambda} \bigg( \eta \bigg| \mu(\tau) + \gamma \bigg) + \frac{L \tau^{1-\lambda}}{\lambda} \int_0^{\Phi(\tau) - \Phi(0)} \bigg( \Phi(\tau) - \Phi(\theta) \bigg|^{\lambda-1} \bigg( \alpha + \beta \theta^{1-\lambda} \bigg| \mu(\theta) \bigg| \bigg) \Phi'(\theta) d\theta
\]

\[
\leq \frac{L \eta}{\lambda} \tau^{1-\lambda} |\mu(\tau)| + \frac{\gamma L \tau^{1-\lambda}}{\lambda}
\]
So,

\[
|\mu_\lambda(\tau)| \leq \frac{L}{\lambda - L}\left[1 + \frac{\alpha C_1}{\Gamma(1 + \lambda)}\right] \\
+ \frac{\beta}{(\lambda - L)\Gamma(1 + \lambda)} \int_0^{\Phi(\tau) - \Phi(0)} (\Phi(\tau) - \Phi(\theta))^{\lambda-1} |\mu_\lambda(\theta)| \Phi'(\theta) d\theta \\
\leq \frac{L}{\lambda - L}\left[1 + \frac{\alpha C_1}{\Gamma(1 + \lambda)}\right] \\
+ \frac{\beta}{(\lambda - L)\Gamma(1 + \lambda)} \int_0^{\Phi(\tau) - \Phi(0)} (\Phi(\tau) - \Phi(\theta))^{\lambda-1} |\mu_\lambda(\theta)| \Phi'(\theta) d\theta
\]

Set

\[
\xi(\tau) = \frac{L}{\lambda - L}\left[1 + \frac{\alpha C_1}{\Gamma(1 + \lambda)}\right] v
\]

and

\[
\Lambda = \frac{\beta}{(\lambda - L)\Gamma(1 + \lambda)}
\]

By Gronwall’s lemma for singular kernels, there exists \(N_\lambda\) such that

\[
|\mu_\lambda(\tau)| \leq \xi + \Delta N_\lambda \int_0^{\Phi(\tau) - \Phi(0)} \xi(\theta)(\Phi(\tau) - \Phi(\theta))^{\lambda-1} |\Phi'(\theta)| d\theta
\]

\[
\leq \xi + \Delta N_\lambda C_1 \frac{L}{\lambda - L}\left[1 + \frac{\alpha C_1}{\Gamma(1 + \lambda)}\right] v
\]

Finally

\[
\|\mu\| C_\lambda \leq \xi + \Delta N_\lambda C_1 \frac{L}{\lambda - L}\left[1 + \frac{\alpha C_1}{\Gamma(1 + \lambda)}\right] v
\]  \(\text{ (29)}\)

**Set 2:** We have to show that \(S\mathcal{U}(y)\) is compact contractive and closed graph. Let \(y \in C_\lambda(\mathcal{Y}, \Sigma)\) and let \(\mu\) with pseudoderivative \(\rho_\mu\) be a solution of

\[
\left\{
\begin{array}{l}
\left(D^\lambda, \Phi\right)(t) = \mathcal{A} \mu(t) + \varrho_\mu(t), \quad t \in \mathcal{Y}; \\
\varrho_\mu \in \Psi(t, y(t)), \\
I^\lambda_{\phi^0} \mu(t) = \rho(t(y(t))) := \mu_0).
\end{array}
\right.
\]

if \(\nu\) with pseudoderivative \(\varrho_\nu\) be another solution and \(\mu_0 = \nu_0\).

Let \(\delta \in [0, 1]\). We defined the following function

\[
\mathcal{P}(\delta, \nu)(\tau) = \begin{cases} 
\nu_\lambda(\tau), & \tau \in [0, \delta \Lambda]; \\
\delta_\lambda(\tau, \delta \Lambda)(\tau), & \tau \in [\delta \Lambda, \Lambda],
\end{cases}
\]

Where

\[
v_\lambda(\tau) = \tau^{1-\lambda} S_{\lambda, \Phi}(\tau) \mu_0 + \int_0^{\Phi(\tau) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Phi}(\Phi(\tau) - \Phi(\theta)) \varrho_\nu(\theta) \Phi'(\theta) d\theta
\]

and

\[
\delta_\lambda(\tau, \delta \Lambda)(\tau) = \tau^{1-\lambda} S_{\lambda, \Phi}(\tau) \mu_0 \\
+ \int_0^{\Phi(\tau) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Phi}(\Phi(\tau) - \Phi(\theta)) \varrho_\nu(\theta) \Phi'(\theta) d\theta
\]
with
\[
\varphi_{\theta}(\tau), \quad \tau \in [0, \delta \lambda];
\]
\[
\varphi_{\mu}(\tau), \quad \tau \in [\delta \lambda, \Lambda].
\]

Now, we have to prove that \( P(\cdot, \cdot) \) is continuous. Let
\[
v_{\lambda}(\tau + h) = \tau^{1-\lambda} S_{\lambda, \Theta}(\tau) \mu_0 + \int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Theta}(\Phi(\tau + h) - \Phi(\theta)) \varphi_{\Theta}(\theta) \Phi'(\theta) d\theta + \int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Theta}(\Phi(\tau + h) - \Phi(\theta)) \varphi_{\Theta}(\theta) \Phi'(\theta) d\theta
\]
and
\[
\varphi_{\lambda}(\tau + h) = \tau^{1-\lambda} S_{\lambda, \Theta}(\tau) \mu_0 + \int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Theta}(\Phi(\tau + h) - \Phi(\theta)) \varphi_{\Theta}(\theta) \Phi'(\theta) d\theta.
\]

Then
\[
v_{\lambda}(\tau + h) - \varphi_{\lambda}(\tau + h) = \int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Theta}(\Phi(\tau + h) - \Phi(\theta)) \varphi_{\Theta}(\theta) \Phi'(\theta) d\theta + \int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} \tau^{1-\lambda} R_{\lambda, \Theta}(\Phi(\tau + h) - \Phi(\theta)) \varphi_{\Theta}(\theta) \Phi'(\theta) d\theta
\]
and thus
\[
| v_{\lambda}(\tau + h) - \varphi_{\lambda}(\tau + h) | \leq \Lambda^{1-\lambda}
\]
\[
\int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} | R_{\lambda, \Theta}(\Phi(\tau + h) - \Phi(\theta)) \varphi_{\Theta}(\theta) - \varphi_{\Theta}(\theta) | \Phi'(\theta) d\theta.
\]

and from Proposition 3.2, we get
\[
| v_{\lambda}(\tau + h) - \varphi_{\lambda}(\tau + h) | \leq \frac{L \Lambda^{1-\lambda}}{1 + \lambda}
\]
\[
\int_{\Phi(\tau) - \Phi(0)}^{\Phi(\tau + h) - \Phi(0)} (\Phi(\tau + h) - \Phi(\theta))^{1-\lambda} | \varphi_{\Theta}(\theta) - \varphi_{\Theta}(\theta) | \Phi'(\theta) d\theta.
\]

So,
\[
\| v_{\lambda}(\tau + h) - \varphi_{\lambda}(\tau + h) \| \to 0, \quad \text{as} \quad h \to 0.
\]

Consequently \( P(\cdot, \cdot) \) is continuous.

On the other hand, it is clear
\[
P(1, \nu)(\tau) = v_{\lambda}(\tau)
\]
and
\[
P(0, \nu)(\tau) = \mu_{\lambda}(\tau),
\]

and
\[
P(1, \nu)(\tau) = v_{\lambda}(\tau)
\]
and
\[
P(0, \nu)(\tau) = \mu_{\lambda}(\tau),
\]
where

$$
\mu_\lambda(\tau) = \tau^{1-\lambda} S_{\lambda,\phi}(\tau) \mu_0 + \int_0^{\phi(\tau) - \phi(0)} \tau^{1-\lambda} R_{\lambda,\phi}(\Phi(\tau) - \Phi(\theta)) \varrho_\mu(\theta) \Phi'(\theta) d\theta
$$

Finally $S\underline{U}(y)$ is contractive.

We have to show that $S\underline{U}(y)$ is closed. From (H2), we get

$$
| \varrho(y(\tau)) | \leq \alpha + \beta | \tau^{1-\lambda} y(\tau) | \\
\leq \alpha + \beta \| y \|_{C_{1,1}}.
$$

Let

$$
\mu_\tau(\tau) = S_{\lambda,\phi}(\tau) \mu_0 + \int_0^{\phi(\tau) - \phi(0)} R_{\lambda,\phi}(\Phi(\tau) - \Phi(\theta)) \varrho_\mu(\theta) \Phi'(\theta) d\theta.
$$

Suppose that

$$
\mu_\tau(\tau) \to \mu(\tau), \text{ uniformly on } Y.
$$

Since

$$
| \varrho(y(\tau)) | \leq \alpha + \beta \| y \|_{C_{1,1}}.
$$

Then $\varrho(y(\tau)) \in L^1(Y, \Sigma)$ is precompact for any $\tau$, and thus

$$
\varrho(y(\tau)) \to \varrho(y(\tau)), \text{ weakly in } L^1(Y, \Sigma),
$$

because $\Psi(\tau, y(\tau))$ has compact values and it is almost USC. So it is easy to see that

$$
\mu(\tau) = S_{\lambda,\phi}(\tau) \mu_0 + \int_0^{\phi(\tau) - \phi(0)} R_{\lambda,\phi}(\Phi(\tau) - \Phi(\theta)) \varrho_\mu(\theta) \Phi'(\theta) d\theta.
$$

Thus $\mu$ is also a solution of

$$
\begin{align*}
\left(D_{0^-}^{\lambda,\phi} \mu\right)(\tau) &= \mathcal{A} \mu(\tau) + \varrho_\mu(y(\tau)), \quad \tau \in Y; \\
\varrho_\mu &\in \Psi(\tau, y(\tau)), \\
I_{0^-}^{1-\lambda} \mu(0) &= \rho(y(\tau))(= \mu_0).
\end{align*}
$$

Therefore $S\underline{U}(y)$ is compact contractive. One can use the similar arguments as above to prove that $S\underline{U}(y)$ has closed graph.

**Step 3**: Existence an convex and compact $k \subset C(Y, \Sigma)$ such that $S\underline{U}(\cdot) : k \to k$.

According to what is preceded, we have

$$
\mu_\lambda(\tau) = \tau^{1-\lambda} S_{\lambda,\phi}(\tau) \rho(\mu(\cdot)) + \tau^{1-\lambda} \int_0^{\phi(\tau) - \phi(0)} R_{\lambda,\phi}(\Phi(\tau) - \Phi(\theta)) \varrho_\mu(\theta) \Phi'(\theta) d\theta.
$$
And thus

\[ |\mu_\lambda(\tau) - \rho(\mu)| \leq \frac{L \tau^{1-\lambda}}{\lambda} |\rho(\mu)| + \frac{L \tau^{1-\lambda}}{\lambda} \int_0^{\Phi(\tau) - \Phi(0)} \left(\Phi(\tau) - \Phi(\theta)\right)^{1-1} |\varrho_\lambda(\theta)| |\Phi'(\theta)| d\theta + \frac{L \tau^{1-\lambda}}{\lambda} \int_0^{\Phi(\tau) - \Phi(0)} \left(\Phi(\tau) - \Phi(\theta)\right)^{1-1} |\alpha + \beta \theta^{1-\lambda} k| |\Phi'(\theta)| d\theta + \frac{L \tau^{1-\lambda}}{\lambda} \int_0^{\Phi(\tau) - \Phi(0)} \left(\Phi(\tau) - \Phi(\theta)\right)^{1-1} |\Phi'(\theta)| d\theta. \]

So,

\[ \|\mu_\lambda(\tau)\|_C \leq \Lambda^{1-\lambda} \left( \frac{\gamma^2}{\lambda} + \frac{\alpha C_1}{\Gamma(1 + \lambda)} \right) + \frac{L \eta \Lambda^{1-\lambda}}{\lambda} \left( \frac{L \eta \Lambda^{1-\lambda} C_1}{\Gamma(1 + \lambda)} \right). \]

Since \((\frac{L \eta \Lambda^{1-\lambda}}{\lambda} + \frac{L \Lambda^{2(1-\lambda)} C_1}{\Gamma(1 + \lambda)}) < 1\), then \(\xi > \frac{\Lambda^{1-\lambda} \left( \frac{\gamma^2}{\lambda} + \frac{\alpha C_1}{\Gamma(1 + \lambda)} \right)}{1 - \left( \frac{L \eta \Lambda^{1-\lambda}}{\lambda} + \frac{L \Lambda^{2(1-\lambda)} C_1}{\Gamma(1 + \lambda)} \right)}\), we have that \(S^V(\lambda) : \mathfrak{B}_0 \rightarrow \mathfrak{B}_0\), where \(\mathfrak{B}_0 = \xi \mathfrak{B}\) and \(\mathfrak{B}\) is the open unit ball in \(C_1(\Sigma, \Sigma)\).

Let \(\mathfrak{B}_{n+1} = S^V(\mathfrak{B}_n)\), then \(\mathfrak{B}_{n+1} \subset \mathfrak{B}_n\).

Now we define the following set \(\mathcal{R}_n(\tau) = \{\mu(\tau) : \mu \in \mathfrak{B}_n\}\), so

\[ \mathcal{R}_{n+1}(\tau) = S_{1,\rho}(\tau) \rho(\mathfrak{B}_n) + \int_0^{\Phi(\tau) - \Phi(0)} R_{1,\rho}(\Phi(\tau) - \Phi(\theta)) \sum_{k=1}^{\infty} \varrho_k(\theta) \Phi'(\theta) d\theta. \]

Moreover according to the Properties 2.11 and \((H2')\), we obtain

\[ \chi(\mathcal{R}_{n+1}(\tau)) \leq \int_0^{\Phi(\tau) - \Phi(0)} R_{1,\rho}(\Phi(\tau) - \Phi(\theta)) \kappa(\theta)\chi(\mathcal{R}_n(\theta)) \Phi'(\theta) d\theta, \]

since \(\mathcal{R}_{n+1} \subset \mathcal{R}_n\) and \(\chi\) is a Hausdorff measure of noncompactness, then \(\chi(\mathcal{R}_{n+1}(\tau)) \leq \chi(\mathcal{R}_n(\tau))\). And thus

\[ \int_0^{\Phi(\tau) - \Phi(0)} R_{1,\rho}(\Phi(\tau) - \Phi(\theta)) \kappa(\theta)\chi(\mathcal{R}_n(\theta)) \Phi'(\theta) d\theta \]

has a limit as well as \(\chi(\mathcal{R}_0(\tau)) = \mathcal{R}(\tau)\), and this

\[ \chi(\mathcal{R}(\tau)) \leq \int_0^{\Phi(\tau) - \Phi(0)} R_{1,\rho}(\Phi(\tau) - \Phi(\theta)) \kappa(\theta)\chi(\mathcal{R}(\theta)) \Phi'(\theta) d\theta. \]

Consequently \(\chi(\mathcal{R}(\tau)) \leq d(\tau)\), where

\[ d(\tau) = \int_0^{\Phi(\tau) - \Phi(0)} R_{1,\rho}(\Phi(\tau) - \Phi(\theta)) \kappa(\theta) d(\theta) \Phi'(\theta) d\theta. \]
Since (30) has a unique solution \( d(\tau) = 0 \). So, \( \Upsilon_n \) is a bounded convex and compact subsets of \( C(\Upsilon, \Sigma) \) and from Lemma 2.9, then \( \Upsilon_n \) is a bounded convex and compact subsets of \( C_{1}(\Upsilon, \Sigma) \). Evidently \( S\Upsilon(y) : k \rightarrow k \), where

\[
\kappa = \bigcap_{n=1}^{\infty} \Upsilon_n.
\]

Finally from Theorem 2.15, then \( S\Upsilon(.) \) admit a fixed point

\[
y \in S\Upsilon(y(\cdot)).
\]

Which is a solution of (1). \( \square \)

4. Examples

we give a nontrivial example to illustrate our main result. Let \( \Sigma \subset \mathbb{R}^v \) with \( \partial \Sigma \) is smooth boundary, \( \Upsilon = [0, 1] \) and Lebesgue measure \( \sigma(\Sigma) \). Consider the Following problem

\[
\begin{aligned}
\frac{d}{d\tau} \mu(\tau, y) - \sum_{j=1}^{n} h_j \frac{\partial \mu}{\partial y_j} &\in \left[ H_1(\tau, y, \mu(\tau, y)), H_2(\tau, y, \mu(\tau, y)) \right], \quad (\tau, y) \in \Upsilon \times \Sigma; \\
H_0^{-1} \mu(t) &\in \int_{\tau} \left( \int_{\Sigma} \varphi(\tau, y, \ell, \mu(\tau, \ell)) d\ell \right) d\theta, \\
\mu(\tau, y) &\in \partial \Sigma, \tau \in \Upsilon \setminus [0, 1].
\end{aligned}
\]

Where \( \mu : \Upsilon \times L^p(\Sigma) \rightarrow \mathbb{R}^+, \vec{h} = \begin{bmatrix} h_1 \\ \vdots \\ h_n \end{bmatrix} \) is a vector such that \( \sum_{j=1}^{n} | h_j | = \frac{1}{H_{1,2}}, H_i : \Upsilon \times \Sigma \times \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) such that

\[
H_1(\tau, y, \mu(\tau, y)) \leq H_2(\tau, y, \mu(\tau, y)),
\]

\[
\exists \alpha, \beta > 0, \quad | H_i(\tau, y, \mu(\tau, y)) | \leq \alpha | \mu | + \beta.
\]

\[
\nabla y \mu = \left( \frac{\partial \mu}{\partial y_1}, \cdots, \frac{\partial \mu}{\partial y_n} \right) \text{ and } \varphi \text{ is continuous such that}
\]

\[
\exists \gamma, \eta > 0; \quad | \varphi(\tau, y, z, \mu) | \leq \eta | \mu | + \gamma.
\]

We define an operator \( A \) by

\[
A\mu = \vec{h} \nabla_y \mu = \sum_{j=1}^{n} h_j \frac{\partial \mu}{\partial y_j},
\]

with the domain

\[
D(A) = \left\{ \mu \in \Sigma, \quad \vec{h} \nabla_y \mu \right\}
\]

Then from [18] the operator \( A \) is the infinitesimal generator of the equicontinuous \( C_0 \)-semigroup \( P(\tau) \) define by

\[
P(\tau) v(y) = v(y + \tau \vec{h}).
\]

The equations (31) can be reformulation as the problem (21), where \( \Phi(\tau) = \tau, \\
\Psi(\tau, \mu) = \bigcup_{k \in [0, 1]} \left( \int_{\Sigma} k H_1(\tau, y, \mu(\tau, y)) d\ell \right) \right) + (1 - k) H_2(\tau, y, \mu(\tau, y)).
\]

and

\[
\rho(\mu)(y) = \int_{\Upsilon} \left( \int_{\Sigma} h(\tau, y, \ell, \mu(\tau, \ell)) d\ell \right) d\theta, \quad y \in \Sigma.
\]
Then $\Psi$ has nonempty convex and compact values. Moreover the hypothesis (H2') is verified. On the other hand if we suppose that for every $\zeta > 0$, there exists a function $f_c \in L^1(\Gamma \times \Sigma \times \Sigma \times \mathbb{R}^*, \mathbb{R}^*)$ such that

$$|\varphi(\tau, y_1, z, \mu) - \varphi(\tau, y_2, z, \mu)| \leq f_c(\tau, y_1, y_2, \mu),$$

for all $(\tau, y_1, z, \mu), (\tau, y_2, z, \mu) \in \Gamma \times \Sigma \times \Sigma \times \mathbb{R}^*$ with $|\mu| \leq \zeta$ and

$$\lim_{\tau \to R} \int_{\Gamma} \int_{\Sigma} f_c(\tau, y_1, y_2, \ell) \tau d\ell d\tau = 0,$$

uniformly on $y_2 \in \Sigma$.

Then, by using Lemma 4.1 and Lemma 4.2 of chapter 5 in [18], we show that $\rho : L^1 \to L^1$ is defined and completely continuous. So, the assumptions (H1)-(H3) are satisfied. Finally let $\left( \eta + \frac{1}{\Gamma(1/2)} \right) < \frac{\Gamma(1/2)}{2}$, then from Theorem 3.3, then the problem (31) has a solution.
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