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#### Abstract

The aim of this paper is to study zero-divisor graphs of some polarity rings, and certain special rings whose zero-divisor graphs are of tournament. Especially, zero-divisor graphs of polar rings, J-polar rings and nil-polar rings are connected. In addition, a ring whose zero-divisor graph is a tournament, must be quasinormal, but the converse is not true.


## 1. Introduction

Let $R$ be an associate ring with unit 1 . As usual, denote by $U(R), E(R)$ and $N(R)$ the set of all invertible elements of $R$, the set of all idempotents of $R$ and the set of all nilpotent elements of $R$, respectively. In 1988, Beck [2] introduced the coloring properties of a graph, whose vertices are all the elements of the ring and two vertices are adjacent if their product is 0 . In 1999, Anderson and Livingston [1] simplified this definition by zero-divisor graph, and proved that the zero-divisor graphs of commutative rings are always connected with the diameter at most three. In 2012, Dolžan and Oblak [11] proved that the zero-divisor graphs of semirings are always connected and have diameters at most 3 .

In 2002, Koliha and Patrício [16] defined a set $\operatorname{comm}(a)=\{y \in R \mid a y=y a\}$, the commutant of $a$ in ring $R$, and introduced the notion of quasipolar elements of rings. In 2012, Ying and Chen [26] showed that every strongly $\pi$-regular ring is quasipolar, and if a ring $R$ is quasipolar, then so is $e R e$, for any $e \in E(R)$. Furthermore, $J$-quasipolar rings and nil-quasipolar rings were studied in [6, 12], and every J-quasipolar ring was quasipolar. In 2015, Calci, Halicioglu and Harmanci [7] extended the results of J-quasipolar rings to weakly $J$-quasipolar rings, and proved that if a ring $R$ is weakly $J$-quasipolar (or $J$-quasipolar), then it must be directly finite. In 2017, Pekacar Calci, Halicioglu and Harmanci [23] introduced $\delta$-quasipolar rings, and proved that every abelian $\delta$-quasipolar ring is strongly regular, and established the relation between $\delta$-quasipolar ring and directly finite ring.

Motivated by these classes of quasipolarity versions of rings, we introduce polar rings, $J$-polar rings and nil-polar rings. A ring $R$ is called a polar ( J-polar) ring, if for each $a \in R$, there is an idempotent $p \in \operatorname{comm}(a)$

[^0]such that $a+p \in U(R)(a+p \in J(R))$ and $a p \in N(R)(a(1-p) \in N(R))$, where $J(R)$ is the Jacobson radical of $R$. A ring $R$ is called a nil-polar ring, if for each $a \in R$, there is an idempotent $p \in \operatorname{comm}(a)$ such that $a+p \in N(R)$.

There are several useful rings with special characteristics as follows. An element $a$ in a ring $R$ is said to be $\pi$-regular if there is an integer $n \geq 1$ and $b \in R$ satisfying $a^{n}=a^{n} b a^{n}$. A ring $R$ is said to be $\pi$-regular if for any $a \in R$ is $\pi$-regular, and is called a left $C_{2}$ ring, if for any $a \in R, R a \cong R$ as left $R$-module implies $R a=R e$, for some $e \in E(R)$. A ring $R$ is said to be semiprime if $a \in R$ and $a R a=0$ imply $a=0$. The centralizer of semiprime ring is studied in [28].

In this paper, we study zero-divisor graphs of some polarity rings, and certain special rings whose zerodivisor graphs are of tournament. In section 3, we first prove that zero-divisor graphs of polar rings, J-polar rings and nil-polar rings are connected. Motivated by the relation between quasipolar ring and directly finite ring (or strongly $\pi$-regular ring) [23, 26], we present that polar rings, J-polar rings and nil-polar rings are directly finite, but the converse is not true. Moreover, we prove that a $\pi$-regular ring (or left $C_{2}$ ring) is directly finite if and only if its zero-divisor graph is connected. In section 4, we show that a ring whose zero-divisor graph is a tournament, must be quasinormal, but the converse is not true. Furthermore, we prove that a semiprime ring must be reduced, under the condition mentioned above.

## 2. Preliminaries

Let $G=\{V, E\}$ be a graph. $G$ is said to be complete if there is an edge between every pair of the vertices, that is, any two vertices are adjacent. A graph $G$ is said to be connected if there is at least one path between any two vertices in $G$. A directed graph $G$ is called a tournament if for every two vertices $x$ and $y$ in $G$, either $x \rightarrow y$ or $y \rightarrow x$ is an edge of $G$. The distance $d(x, y)$ in $G$ of two vertices $x$ and $y$ is the length of a short $x-y$ path in $G$, if no such path exists, we write $d(x, y)=\infty$. The greatest distance between any two vertices in $G$ is the diameter of $G$, denoted by $\operatorname{diam}(G)$.

Let $R$ be a ring. An element $0 \neq a \in R$ is called a left (right) zero-divisor if there exists $0 \neq x \in R$ such that $a x=0(x a=0)$. Denote by $Z_{L}(R)\left(Z_{R}(R)\right)$ the set of all left (right) zero-divisors of $R$. The zero-divisor graph of a ring $R$, denoted by $\Gamma(R)$, is a directed graph with the vertex set $Z(R)$ in which for any two vertices $x$ and $y, x \rightarrow y$ is an edge if and only if $x \neq y$ and $x y=0$.

## 3. Zero-divisor graph and polarity rings

In this section, we work in an associative ring with unit 1 unless otherwise stated. We discuss the relation between polarity rings (or directly finite rings) and their zero-divisor graphs. It is well known that a zero-divisor graph which is connected, is not complete in general as follows.

Example 3.1. Let $R=T_{2}\left(\mathbb{Z}_{2}\right)=\left\{\left.\left(\begin{array}{ll}x & y \\ 0 & z\end{array}\right) \right\rvert\, x, y, z \in \mathbb{Z}_{2}\right\}$. It is easy to check that

$$
Z(R)=\left\{\left(\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right)\right\} .
$$

We denote the five elements of $Z(R)$ by $1,2,3,4$ and 5 , respectively. Then the corresponding zero-divisor graph $\Gamma(R)$ is

which is connected, but is not complete.
We first consider when the zero-divisor graph $\Gamma(R)$ of a ring $R$ is connected. There is a relation between connected zero-divisor graph $\Gamma(R)$ and left (right) zero-divisor of $R$.

Lemma 3.2. [24, Theorem 2.3] Let $R$ be a ring. Then the zero-divisor graph $\Gamma(R)$ is connected if and only if $Z_{L}(R)=Z_{R}(R)$.

Here, there is an example of noncommutative polar ring as follows.
Example 3.3. $R=M_{2}\left(\mathbb{Z}_{2}\right)$ is a ring with addition and multiplication of matrices.
$R=\left\{\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right),\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right),\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right),\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ 1 & 0\end{array}\right),\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)\right.$, $\left.\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right),\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right),\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right),\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)\right\}$.
Since $\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right) \neq\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right), R$ is noncommutative. Moreover,
if $a=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. If $a=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$.
If $a=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$. If $a=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$.
If $a=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. If $a=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$.
If $a=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)$. If $a=\left(\begin{array}{ll}1 & 0 \\ 1 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)$.
If $a=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. If $a=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$.
If $a=\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 0 \\ 1 & 0\end{array}\right)$. If $a=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$.
If $a=\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. If $a=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$.
If $a=\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. If $a=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$, then $p=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$.
Therefore, $R$ is a polar ring. That is, $R$ is a noncommutative polar ring.
From Lemma 3.2, in order to discuss when the zero-divisor graph $\Gamma(R)$ of a ring $R$ is connected, it only remains to verify that $Z_{L}(R)=Z_{R}(R)$. Next, we will prove that $Z_{L}(R)=Z_{R}(R)$ in polar ring $R$ (or J-polar ring, or nil-polar ring).

Proposition 3.4. If $R$ is a polar ring, then $Z_{L}(R)=Z_{R}(R)$.
Proof. Assume that $a \notin Z_{R}(R)$. Then there exists $p^{2}=p \in \operatorname{comm}(a)$ such that $a+p \in U(R)$ and ap $\in N(R)$. Moreover, there is an integer $n \geq 1$ satisfying $(a p)^{n}=0$, which implies $\left(p a^{n-1}\right) a=0$. Since $a \notin Z_{R}(R)$, we get $p a^{n-1}=0$. Repeating the above process, we have $p=0$, which gives $a \in U(R)$. That is, $a \notin Z_{L}(R)$. Hence $Z_{L}(R) \subseteq Z_{R}(R)$. In the same manner, we can see that $Z_{R}(R) \subseteq Z_{L}(R)$.

Motivated by the proof of Proposition 3.4, we have the following two propositions.
Proposition 3.5. If $R$ is a J-polar ring, then $Z_{L}(R)=Z_{R}(R)$.
Proof. Assume that $a \notin Z_{R}(R)$. Then there exists $p^{2}=p \in \operatorname{comm}(a)$ such that $a+p \in J(R)$ and $a(1-p) \in N(R)$. From the proof of Proposition 3.4, we obtain $p=1$. That is, $a+1 \in J(R)$, which implies $a \in U(R)$. It means that $a \notin Z_{L}(R)$. Therefore, $Z_{L}(R) \subseteq Z_{R}(R)$. Similarly, $Z_{R}(R) \subseteq Z_{L}(R)$.

Proposition 3.6. If $R$ is a nil-polar ring, then $Z_{L}(R)=Z_{R}(R)$.
Proof. Assume that $a \notin Z_{R}(R)$. Then there exists $p^{2}=p \in \operatorname{comm}(a)$ such that $a+p \in N(R)$. Set $a+p=m \in N(R)$. Then $m p=p m$, because $p \in \operatorname{comm(a)}$. On the other hand, since $m \in N(R)$, there exists an integer $n \geq 1$ satisfying $m^{n}=0$. Thus, $[(1-p) m]^{n}=(1-p) m^{n}=0$, which leads to $[(1-p) a]^{n}=0$. As in the proof of Proposition 3.4, we infer that $p=1$. It follows that $a=(a+1)-1=(a+p)-1=m-1 \in U(R)$. That is, $a \notin Z_{L}(R)$. Consequently, $Z_{L}(R) \subseteq Z_{R}(R)$. In the same way, we obtain that $Z_{R}(R) \subseteq Z_{L}(R)$.

Therefore, zero-divisor graphs of polar ring, J-polar ring, and nil-polar ring are connected from Lemma 3.2 and Proposition 3.4-3.6. Here we introduce a set $S N(R)=\left\{x \in R \mid x^{n} \neq 0\right.$, for all $\left.n \geq 1\right\}$. Then, we can replace the condition $Z_{L}(R)=Z_{R}(R)$ by $Z(R) \cap S N(R) \subseteq Z_{L}(R) \cap Z_{R}(R)$ in Lemma 3.2, and the result still holds.

Theorem 3.7. Let $R$ be a ring. Then the zero-divisor graph $\Gamma(R)$ is connected if and only if $Z(R) \cap S N(R) \subseteq$ $Z_{L}(R) \cap Z_{R}(R)$.

Proof. " $\Leftarrow$ " Take $a, b \in Z(R)$ and $a \neq b$.
(1) $a b=0$. In this case, $a \rightarrow b$ is a path from $a$ to $b$.
(2) $a b \neq 0$.

1) $a^{n}=0$ and $a^{n-1} \neq 0$.

If there is an integer $k \geq 2$ such that $a^{n-1} b^{k-1} \neq 0$ and $a^{n-1} b^{k}=0$, then there is a path $a \rightarrow a^{n-1} b^{k-1} \rightarrow b$.
If $a^{n-1} b^{k} \neq 0$, for all $k \geq 1$, then $b \in Z(R) \cap S N(R) \subseteq Z_{L}(R) \cap Z_{R}(R)$. Thus, there exists $0 \neq x \in R$ such that $x b=0$.

If $a^{n-1} x=0$, then there is a path $a \rightarrow a^{n-1} \rightarrow x \rightarrow b$.
If $a^{n-1} x \neq 0$, then there is also a path $a \rightarrow a^{n-1} x \rightarrow b$.
2) $b^{m}=0$ and $b^{m-1} \neq 0$.

If there is an integer $k \geq 2$ such that $a^{k-1} b^{m-1} \neq 0$ and $a^{k} b^{m-1}=0$, then there is a path $a \rightarrow a^{k-1} b^{m-1} \rightarrow b$.
If $a^{k} b^{m-1} \neq 0$, for all $k \geq 1$, then $a \in Z(R) \cap S N(R) \subseteq Z_{L}(R) \cap Z_{R}(R)$. Thus, there exists $0 \neq y \in R$ satisfying $a y=0$.

If $y b^{m-1}=0$, then there is a path $a \rightarrow y \rightarrow b^{m-1} \rightarrow b$.
If $y b^{m-1} \neq 0$, then there is also a path $a \rightarrow y b^{m-1} \rightarrow b$.
3) $a, b \in S N(R)$.

In this case, $a, b \in Z(R) \cap S N(R) \subseteq Z_{L}(R) \cap Z_{R}(R)$. Thus there exist $0 \neq x, y \in R$ such that $a x=0=y b$.
If $x y=0$, then there is a path $a \rightarrow x \rightarrow y \rightarrow b$.
If $x y \neq 0$, then there is also a path $a \rightarrow x y \rightarrow b$.
Summarizing, there is always a path form $a$ to $b$, and its distance $d(a, b)$ is no more than 3 , which imply that the zero-divisor graph $\Gamma(R)$ is connected and $\operatorname{diam}(\Gamma(R)) \leq 3$.
" $\Rightarrow$ " Take $x \in Z(R) \cap S N(R)$. Then $x \in Z(R)$. Since $\Gamma(R)$ is connected, there exists $0 \neq y \in R$ such that $x y=0$ or $y x=0$.

If $x y=0$, then $x \in Z_{L}(R)$. Since $\Gamma(R)$ is connected, there is a path $P=(V, E)$ from $y$ to $x$, where $V=\left\{y=z_{1}, z_{2}, \cdots, z_{r}, z_{r+1}=x\right\}$ and $E=\left\{z_{1} z_{2}, z_{2} z_{3}, \cdots, z_{r} z_{r+1}\right\}$. That is, there exist distinct inner vertices $y=z_{1}, z_{2}, \cdots, z_{r+1}=x$ of $P$ such that $z_{1} \rightarrow z_{2}, z_{2} \rightarrow z_{3}, \cdots, z_{r} \rightarrow z_{r+1}$ in $\Gamma(R)$. Thus $z_{r} x=0$ which yields $x \in Z_{R}(R)$. Hence $x \in Z_{L}(R) \cap Z_{R}(R)$. Similarly, if $y x=0$, then $x \in Z_{L}(R) \cap Z_{R}(R)$.

Recall that a ring $R$ is a directly finite ring if $a b=1$ implies $b a=1$, where $a, b \in R$. Based on the relation between polar ring and its left (right) zero-divisor, we will discuss the relation between directly finite ring and its left (right) zero-divisor.

Lemma 3.8. Let $R$ be a ring. If $Z_{L}(R) \cap S N(R) \subseteq Z_{R}(R)$, then $R$ is a directly finite ring.
Proof. Assume that $a b=1$, where $a, b \in R$. Then $a(1-b a)=0$. If $1-b a \neq 0$, then $a \in Z_{L}(R) \cap S N(R) \subseteq Z_{R}(R)$. In fact, if $a \notin S N(R)$, then there is an integer $n$ such that $a^{n}=0$. Moreover, $a^{n-1}=a^{n} b=0$. Repeating the above step, we have $a=a^{2} b=0$, which is a contradiction. Thus, there exists $0 \neq c \in R$ such that $c a=0$. It follows that $c=c 1=c a b=0$, which is a contradiction. Hence $b a=1$.

However, the converse of Lemma 3.8 is not true from the following example.
Example 3.9. Let $R=\left\{\left.\left(\begin{array}{lll}a & a & b \\ 0 & 0 & c \\ 0 & 0 & d\end{array}\right) \right\rvert\, a, b, c, d \in \mathbb{R}\right\}$. It is easy to verify that $R$ is a directly finite ring. Take $0 \neq A=\left(\begin{array}{ccc}1 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1\end{array}\right)$, and $0 \neq B=\left(\begin{array}{ccc}0 & 0 & 2 \\ 0 & 0 & -2 \\ 0 & 0 & 0\end{array}\right) \in R$. Then $A B=0$, and $A^{n}=\left(\begin{array}{ccc}1 & 1 & n-1 \\ 0 & 0 & 1 \\ 0 & 0 & 1\end{array}\right) \neq 0$, for all $n \geq 1$, which imply $A \in Z_{L}(R) \cap S N(R)$. Assume that $A \in Z_{R}(R)$. Then there exists $0 \neq C \in R$ such that $C A=0$. Write $C=\left(\begin{array}{lll}x & x & y \\ 0 & 0 & z \\ 0 & 0 & r\end{array}\right) \in R$. Then we have $C A=\left(\begin{array}{ccc}x & x & x+y \\ 0 & 0 & z \\ 0 & 0 & r\end{array}\right)=0$. This gives $x=y=z=r=0$, that is, $C=0$, which is a contradiction. Hence $A \notin Z_{R}(R)$.

Therefore, polar ring, J-polar ring, and nil-polar ring are directly finite, but the converse is not true. In what follows, we consider the relation between zero-divisor graph $\Gamma(R)$ of a ring $R$ is connected and it is a directly finite ring.

Proposition 3.10. Let $R$ be a left $C_{2}$ ring. Then $\Gamma(R)$ is connected if and only if $R$ is a directly finite ring.
Proof. Assume that $R$ is a directly finite ring. Fix $0 \neq a \in R \backslash Z_{R}(R)$. We first define a mapping $\sigma: R \rightarrow R$, $r \mapsto r a$. It is easy to check that the mapping $\sigma$ is a left $R$-homomorphism and $R a=\operatorname{Im} \sigma \cong R$. Thus, there exists $e \in E(R)$ such that $R a=R e$. Write $e=b a$. Then we have $a=a b a$, which implies $a b=1$. Moreover, $b a=1$. If $a \in Z_{L}(R)$, then there is $0 \neq x \in R$ such that $a x=0$, that is, $x=b a x=0$, which is a contradiction. Hence $a \notin Z_{L}(R)$. It means that $Z_{L}(R) \subseteq Z_{R}(R)$. Similarly, we obtain $Z_{R}(R) \subseteq Z_{L}(R)$. From Lemma 3.2, $\Gamma(R)$ is connected. The converse is obvious by Lemma 3.2 and 3.8.

Recall that an element $a$ in a ring $R$ is said to be regular if there exists $b \in R$ such that $a b a=a$, and is said to be strongly $\pi$-regular if there is an integer $n \geq 1$ and $b, c \in R$ satisfying $a^{n}=a^{n+1} b$ and $a^{n}=c a^{n+1}$. It is obvious that if $a \in R$ is regular or strongly $\pi$-regular, then $a$ must be $\pi$-regular. Denote by $R^{\text {reg }}$ the set of all regular elements of $R$. A ring is said to be regular (strongly $\pi$-regular) if every element in ring is regular (strongly $\pi$-regular). It is not a necessary condition that a ring $R$ is a left $C_{2}$ ring in Proposition 3.10. Next, we consider $\pi$-regular ring, and the conclusion still holds.

Proposition 3.11. Let $R$ be a $\pi$-regular ring. Then $\Gamma(R)$ is connected if and only if $R$ is a directly finite ring.
Proof. Suppose that $R$ is a directly finite ring. Fix $0 \neq a \in R \backslash Z_{R}(R)$. Since $a$ is $\pi$-regular, there is an integer $n \geq 1$ and an element $b \in R$ such that $a^{n}=a^{n} b a^{n}$, which gives $\left(1-a^{n} b\right) a^{n}=0$. Thus, $a^{n} b=1$, because $a \notin Z_{R}(R)$. Since $R$ is a directly finite ring, we have $b a^{n}=1$, which leads to $a \notin Z_{L}(R)$ by the proof of Proposition 3.10. That is, $Z_{L}(R) \subseteq Z_{R}(R)$. Similarly, we get $Z_{R}(R) \subseteq Z_{L}(R)$.

As all we know, if a ring $R$ is regular, then it is $\pi$-regular. From Proposition 3.11, we have the following corollary.

Corollary 3.12. Let $R$ be a regular ring. Then $\Gamma(R)$ is connected if and only if $R$ is a directly finite ring.
Moreover, if a ring $R$ is strongly $\pi$-regular, then it must be a directly finite ring by the following corollary. From Proposition 3.11, the zero-divisor graph $\Gamma(R)$ of $R$ is connected.

Corollary 3.13. If $R$ is a strongly $\pi$-regular ring, then $\Gamma(R)$ is connected.
Proof. Assume that $a b=1$, where $a, b \in R$. There is an integer $n \geq 1$ and an element $c \in R$ such that $b^{n}=b^{n+1} c$. It is easy to see that $1=a^{n} b^{n}=a^{n} b^{n+1} c=b c$, which implies $a=a 1=a b c=1 c=c$. That is, $b a=b c=1$. Consequently, $R$ is a directly finite ring. From Proposition 3.11, we obtain that $\Gamma(R)$ is connected.

## 4. Tournament and some special rings

Motivated by Section 3, this section is devoted to the study of some rings, whose zero-divisor graph are of tournament. Recall that a ring $R$ is quasinormal, if $e R(1-e) R e=0$ for each $e \in E(R)$ [25]. The following proposition describes that thus a ring must be quasinormal, under the condition stated above.

Proposition 4.1. Let $R$ be a ring. If $\Gamma(R)$ is a tournament, then $R$ is a quasinormal ring.
Proof. Assume that $e \in E(R)$. If $e R(1-e) R e \neq 0$, then there exist $x, y \in R$ satisfying $e x(1-e) y e \neq 0$. Thus, $1-e \neq 0$. It follows that there is a path $1-e \rightarrow e x(1-e) y e \rightarrow 1-e$, which proves that $1-e=e x(1-e) y e$. It is easy to see that $e x(1-e) y e=0$, which is a contradiction. Therefore, $e R(1-e) R e=0$.

The converse of Proposition 4.1 is not true from the following example.
Example 4.2. Let $R=T_{2}\left(\mathbb{Z}_{2}\right)=\left\{\left.\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right) \right\rvert\, a, b, c \in \mathbb{Z}_{2}\right\}$. It is easy to check that

$$
E(R)=\left\{\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right\} .
$$

By direct computation, we infer that $R$ is a quasinormal ring. Furthermore, there is a path $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) \rightarrow$ $\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right) \rightarrow\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) \neq\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$. Therefore, $\Gamma(R)$ is not a tournament.

Then, we will discuss regular elements in a ring with the condition stated above. Recall that the group inverse of $a$ in a ring $R$ is the element $a^{\#} \in R$ satisfying $a a^{\#} a=a, a^{\#} a a^{\#}=a^{\#}, a a^{\#}=a^{\#} a$. Note that if $a^{\#}$ exists, then it is unique [3]. We denote the set of all group invertible elements of $R$ by $R^{\#}$. An element $a \in R$ is group invertible if and only if $a \in a^{2} R \cap R a^{2}[8,22]$.

Proposition 4.3. Let $R$ be a ring. If $\Gamma(R)$ is a tournament, then for any regular element $a \in R$ is either $a \in U(R)$ or $a^{2}=0$.

Proof. Since $a$ is regular, there is an element $b \in R$ such that $a=a b a$. Write $e=b a$. Then $e^{2}=e$ and $a=a e$. It means that $e b(1-e) a=e b(1-e) a e \in e R(1-e) R e$. From Proposition 4.1, we get $e b(1-e) a=0$, which implies $e=e b e a=e b^{2} a^{2}$. It follows that $a=a e=a b^{2} a^{2} \in R a^{2}$. We now apply this argument again, with $e=b a$ replaced by $g=a b$, to obtain $a=a^{2} b^{2} a \in a^{2} R$. So $a \in R^{\#}$, that is, $a\left(1-a^{\#} a\right)=0=\left(1-a^{\#} a\right) a$. If $1-a^{\#} a \neq 0$, then there is a path $a \rightarrow 1-a^{\#} a \rightarrow a$, which yields $a=1-a^{\#} a$. Hence $a^{2}=\left(1-a^{\#} a\right) a=0$. If $1-a^{\#} a=0$, then $a \in U(R)$.

Corollary 4.4. Let $R$ be a ring. If $\Gamma(R)$ is a tournament, then $R^{\#}=U(R) \bigcup\{0\}$.
Proof. Suppose that $a \in R^{\#}$. Then $a$ is a regular element. If $a \notin U(R)$, then $a^{2}=0$ by Proposition 4.3, which infers that $a=a^{\#} a^{2}=0$.

Let $R$ be a *-ring. The Moore-Penrose inverse (or MP-inverse) [21] of $a \in R$ is the element $a^{\dagger} \in R$ satisfying $a a^{\dagger} a=a, a^{\dagger} a a^{\dagger}=a^{\dagger},\left(a a^{\dagger}\right)^{*}=a a^{\dagger},\left(a^{\dagger} a\right)^{*}=a^{\dagger} a$. There is at most one $a^{\dagger}$ satisfying the above equations [13, 14, 17]. Denote by $R^{\dagger}$ the set of all MP-invertible elements of $R$. An element $a \in R^{\dagger}$ satisfying $a a^{\dagger}=a^{\dagger} a$ is said to be EP. Denote by $R^{E P}$ the set of all EP elements of $R$. Various characterizations of EP element in complex matrices, Hilbert spaces and rings with involution, are presented in [4, 5, 9, 10, 18-20, 27].

Corollary 4.5. Let $R$ be a *-ring. If $\Gamma(R)$ is a tournament, then $R^{\#}=R^{\dagger}$.

Proof. Assume that $0 \neq a \in R^{\dagger}$. Then $a a^{*} \in R^{\#}$ and $a a^{*} \neq 0$. In fact, if $a a^{*}=0$, then $a=a a^{*}\left(a^{\dagger}\right)^{*}=0$, which is a contradiction. From Proposition 4.1 and Corollary 4.4, $a a^{*} \in U(R)$ and $R$ is a quasinormal ring. From [25, Theorem 2.4], $R$ is a directly finite ring. Hence $a \in U(R) \subseteq R^{\#}$. Thus, $R^{\dagger} \subseteq R^{\#}$. On the other hand, it is clear that $U(R) \subseteq R^{\dagger}$. From Corollary 4.4, $R^{\#} \subseteq R^{+}$. Therefore, $R^{\#}=R^{+}$.

From Corollary 4.4 and the proof of Corollary 4.5, we have the following corollary.
Corollary 4.6. Let $R$ be a *-ring. If $\Gamma(R)$ is a tournament, then $R^{\#}=R^{E P}=R^{\text {reg }}$.
Recall that a ring $R$ is called a $C N$ ring if $N(R) \subseteq C(R)$, where $C(R)$ is the center of $R$, and is called a reduced ring if $N(R)=0$. In [15], it is shown that a ring $R$ is reduced if and only if the classical right quotient ring of $R$ is reduced. Next, we will find out that in what conditions can a ring $R$, whose zero-divisor graph $\Gamma(R)$ is a tournament, be a reduced ring (or CN ring)? Thus, we first consider a ring, which is semiprime.

Theorem 4.7. If $R$ is a semiprime ring and $\Gamma(R)$ is a tournament, then $R$ is a reduced ring.
Proof. Suppose that the assertion of the theorem is false. Then there exists an element $0 \neq a \in R$ and an integer $n \geq 2$ such that $a^{n}=0$ and $a^{n-1} \neq 0$. This means that there is a path $a \rightarrow a^{n-1} \rightarrow a$. Since $\Gamma(R)$ is a tournament, it follows that $a=a^{n-1}$, which implies $a^{2}=0$. Next, we only need to show that $a R a=0$. If there is an element $x \in R$ satisfying $\operatorname{axa} a \neq 0$, then $a x a=a$, because there is a path $a \rightarrow a x a \rightarrow a$. That is, $a=$ axaxa and $x a x \neq 0$. If $a x^{2} a \neq 0$, then there is a path $a \rightarrow a x^{2} a \rightarrow a$, which leads to $a=a x^{2} a$. Thus, $a x(1-x a x)=0=(1-x a x) x a$. We claim that $1-x a x \neq 0$. In fact, if $1-x a x=0$, then $x a x=1$. It follows that $a=a x a x=a x$ and $1=x a x=x a$. Thus $a=x a^{2}=0$, which is a contradiction. Furthermore, there is a path $x a x \rightarrow 1-x a x \rightarrow x a x$, which yields $x a x=1-x a x$. That is, $x a x^{2}=x-x a x^{2}$. It follows that $x a=x a x^{2} a=\left(x-x a x^{2}\right) a=x a-x a=0$, that is, $a=a x a=0$, which is a contradiction. Thus, $a x^{2} a=0$. It means that there is a path $a x \rightarrow x a \rightarrow a x$, which gives $a x=x a$. We thus get $a=a x a=x a^{2}=0$, which is a contradiction. From the above discussions, we obtain $a R a=0$. Since $R$ is a semiprime ring, we have $a=0$, which is also a contradiction. Therefore, $R$ is a reduce ring.

According to the above result, in what follows, we will discuss a ring $R$ with the condition that there is an integer $n \geq 1$ such that $a^{n} \in C(R)$ for any $a \in S N(R)$.

Theorem 4.8. Let $R$ be a ring. If $\Gamma(R)$ is a tournament, and there is an integer $n \geq 1$ such that $a^{n} \in C(R)$ for any $a \in S N(R)$, then $R$ is a CN ring.

Proof. Assume that $a \in N(R)$. If $a=0$, then $a \in C(R)$. If $a \neq 0$, then there exists an integer $n \geq 2$ such that $a^{n}=0$ and $a^{n-1} \neq 0$. Assume that there is an element $x \in R$ satisfying $a x-x a \neq 0$.
If $a^{n-1}(a x-x a) \neq 0$, then there is a path $a^{n-1}(a x-x a) \rightarrow a^{n-1} \rightarrow a^{n-1}(a x-x a)$, which gives $a^{n-1}(a x-x a)=a^{n-1}$. It follows that $a^{n-1}(a x-x a) a=a^{n-1} a=0$. There is also a path $a^{n-1}(a x-x a) \rightarrow a \rightarrow a^{n-1}(a x-x a)$, which yields $a=a^{n-1}(a x-x a)=a^{n-1}$. So $a^{2}=0$ and $a \neq 0$. Moreover, $a(a x-x a)=a^{n-1}(a x-x a)=a \neq 0$, that is, $a=-a x a$. Set $e=-a x$. Then $e^{2}=e \in S N(R)$. By the hypothesis, we have $e \in C(R)$. The result is $a=e a=a e=-a^{2} x=0$, which is a contradiction. Therefore, $a^{n-1}(a x-x a)=0$. By a similar argument, we can get $(a x-x a) a^{n-1}=0$. From the above discussions, there is a path $a^{n-1} \rightarrow a x-x a \rightarrow a^{n-1}$, which shows that $a^{n-1}=a x-x a$. It follows that $a(a x-x a)=a a^{n-1}=0=a^{n-1} a=(a x-x a) a$. There is also a path $a \rightarrow a x-x a \rightarrow a$, which leads to $a=a x-x a=a^{n-1}$. Hence $a^{2}=0$ and $a x a=0$. If $a x \neq 0$, then there is a path $a x \rightarrow a \rightarrow a x$, which implies $a x=a$ and $x a=0$. This means $a=a x=a x^{2}=\cdots=a x^{n}=\cdots$. Since $a \neq 0$, we have $x \in S N(R)$. By assumption, there exists an integer $n \geq 1$ such that $x^{n} \in C(R)$. This forces $a=a x^{n}=x^{n} a=0$, which is a contradiction. Consequently, $a x=0$.
In conclusion, we can deduce that $a=a x-x a=-x a=(-x)^{2} a=\cdots=(-x)^{k} a=\cdots$. Since $a \neq 0$, there is an integer $k \geq 1$ satisfying $(-x)^{k} \in C(R)$. Thus $a=a(-x)^{k}=0$, which is a contradiction. Hence, $a x-x a=0$ for any $x \in R$, that is, $a \in C(R)$. The proof is completed.

## Acknowledgement

The authors thank the anonymous referee for his/her valuable comments.

## References

[1] D. F. Anderson, P. S. Livingston, The zero-divisor graph of a commutative ring, J. Algebra 217 (1999), 434-447.
[2] I. Beck, Coloring of commutative rings, J. Algebra 116 (1988), 208-226.
[3] A. Ben-Israel, T. N. E. Greville, Generalized Inverses: Theory and Applications, (2nd edition), Berlin, Germany, 2003.
[4] O. M. Baksalary, G. Trenkler, Characterizations of EP, normal and Hermitian matrices, Linear Multilinear Algebra 56 (2006), $299-304$.
[5] S. Cheng, Y. Tian, Two sets of new characterizations for normal and EP matrices, Linear Algebra Appl. 375 (2003), 181-195.
[6] J. Cui, J. Chen, A class of quasipolar rings, Comm. Algebra 40 (2012), 4471-4482.
[7] M. B. Calci, S. Halicioglu, A. Harmanci, A class of J-quasipolar rings, J. Algebra Relat. Top. 3(2) (2015), 1-15.
[8] M. P. Drazin, Pseudo-inverses in associative rings and semigroups, Amer. Math. Monthly 65 (1958), 506-514.
[9] D. S. Djordjević, Characterization of normal, hyponormal and EP operators, J. Math. Anal. Appl. 329(2) (2007), 1181-1190.
[10] D. S. Djordjević, J. J. Koliha, Characterizing Hermitian, normal and EP operators, Filomat 21(1) (2007), 39-54.
[11] D. Dolžan, P. Oblak, Zero-divisor graph of rings and semirings, Int. J. Algebra Comput. 22(4) (2012), 1250033.
[12] O. Gurgun, S. Halicioglu, A. Harmanci, Nil-quasipolar rings, Bol. Soc. Mat. Mex. 20(1) (2014), 29-38.
[13] R. E. Hartwig, K. Spindelböck, Matrices for which $A^{*}$ and $A^{\dagger}$ commute, Linear Multilinear Algebra 14(3) (1983), 241-256.
[14] R. E. Harte, M. Mbekhta, On generalized inverses in C*-algebras, Studia Math. 103(1) (1992), 71-77.
[15] N. K. Kim, Y. Lee, Armendariz rings and reduced rings, J. Algebra 223 (2000), 477-488.
[16] J. J. Koliha, P. Patrício, Elements of rings with equal spectral idempotents, J. Austral. Math. Soc. 72 (2002), 137-152.
[17] J. J. Koliha, D. S. Djordjević, D. Cvetković, Moore-Penrose inverse in rings with involution, Linear Algebra Appl. 426 (2007), $371-381$.
[18] X. M. Li, X. Y. Zhu, J. C. Wei, Hermite matrix and solutions of matrix equations, J. Yangzhou Univ. Nat. Sci. Ed. 25(5) (2022), 1-6.
[19] D. Mosić, D. S. Djordjević, J. J. Koliha, EP elements in rings, Linear Algebra Appl. 431 (2009), 527-535.
[20] D. Mosić, D. S. Djordjević, New characterizations of EP, generalized normal and generalized Hermitian elements in rings, Appl. Math. Comput. 218(12) (2012), 6702-6710.
[21] R. Penrose, A generalized inverse for matrices, Proc. Cambridge Philos. Soc. 51 (1955), 406-413.
[22] P. Patrício, A. Veloso da Costa, On the Drazin index of regular elements, Cent. Eur. J. Math. 7 (2009), 200-205.
[23] T. Pekacar Calci, S. Halicioglu, A. Harmanci, A generalization of J-quasipolar rings, Miskolc Math. Notes 18(1) (2017), 155-165.
[24] S. P. Redmond, The zero-divisor graph of a non-commutative ring, Int. J. Commut. Rings 1 (2002), 203-221.
[25] J. C. Wei, L. B. Li, Quasi-normal rings, Comm. Algebra 38 (2010), 1855-1868.
[26] Z. Ying, J. Chen, On quasipolar rings, Algebra Colloq. 19(4) (2012), 683-692.
[27] J. M. Yan, X. Chen, J. C. Wei, Twist invertible elements of *-ring, J. Yangzhou Univ. Nat. Sci. Ed. 25(1) (2022), 1-3,24.
[28] B. Zalar, On centralizers of semiprime rings, Comment. Math. Univ. Carolin 32 (1991), 609-614.


[^0]:    2020 Mathematics Subject Classification. 05C25, 16E50.
    Keywords. zero-divisor graph, polar ring, tournament, quasinormal ring.
    Received: 13 February 2023; Accepted: 23 April 2023
    Communicated by Dijana Mosić
    Research supported by the National Science Foundation of China (Nos. 11871063, 12261001), the Natural Science Foundation of Guangxi Province (Nos. 2022GXNSFBA035585, 2021GXNSFAA220043), the Natural Science Foundation of Jiangsu Province (No. BK20200944), the High-level Scientific Research Foundation for the introduction of talent of Beibu Gulf University in 2020 (No. 2020KYQD08), and the Middle-aged and Young Teachers' Basic Ability Promotion Project of Guangxi in 2022 (Automorphism groups of some nilpotent representation algebras No. 2022KY0423).

    * Corresponding author: Ruju Zhao

    Email addresses: zrj0115@126.com (Ruju Zhao), jcwei@yzu.edu.cn (Junchao Wei)

