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Abstract. For a manifold M admitting a metric 1 and given a second order symmetric tensor T on M
one can construct from 1 and (the trace-free part of) T a fourth order tensor E on M which is related in a
one-to-one way with T and from which T may be readily obtained algebraically. In the case when dimM = 4
this leads to an interesting relationship between the Jordan-Segre algebraic classification of T, viewed as a
linear map on the tangent space to M with respect to 1, and the Jordan-Segre classification of E, viewed as
a linear map on the 6−dimensional vector space of 2−forms to itself (with respect to the usual metric on
2−forms). This paper explores this relationship for each of the three possible signatures for 1.

1. Introduction

Let M be a 4−dimensional manifold with metric 1 of signature either (+,+,+,+) (positive definite),
(−,+,+,+) (Lorentz) or (+,+,−,−) (neutral), collectively referred to as (M, 1). In an attempt to deal with all
signatures simultaneously, if TmM denotes the tangent space to M at m ∈M and u, v ∈ TmM, u ·v = 1(m)(u, v)
denotes their inner product at m. A non-zero member u ∈ TmM is called spacelike if u ·u > 0, timelike if u ·u < 0
and null if u ·u = 0 and the 1−dimensional subspace (direction) spanned by u is called, respectively, spacelike,
timelike and null. A 2−dimensional subspace (2-space) V of TmM is called spacelike if each non-zero member
of V is spacelike, or each non-zero member of V is timelike, timelike if V contains exactly two, distinct, null
directions, null if V contains exactly one null direction and totally null if each non-zero member of V is null.
Thus a totally null 2−space, which can only arise for neutral signature, consists, apart from the zero vector,
entirely of null vectors any two of which are orthogonal. The 6−dimensional vector space of 2−forms
(usually referred to as bivectors) at m is denoted by ΛmM. Due to the existence of the metric (and where no
confusion could arise) the distinction between the tangent and cotangent spaces will sometimes be ignored
as will the index placing on bivectors. Square brackets round indices denote the usual anti-symmetrisation
of the indices enclosed. If 1 has Lorentz signature one may choose a pseudo-orthonormal basis x, y, z, t at
m ∈M with x·x = y·y = z·z = −t·t = 1 and an associated, so-called, null basis of vectors l,n, x, y at m given by
√

2l = z+ t,
√

2n = z− t so that l and n are null, l ·n = 1 and all other inner products are zero. If 1 has neutral
signature one may choose a pseudo-orthonormal basis x, y, s, t at m ∈M with x · x = y · y = −s · s = −t · t = 1
and an associated null basis of (null) vectors l,n,L,N at m given by

√
2l = x + t,

√
2n = x − t,

√
2L = y + s

and
√

2N = y− s so that l · n = L ·N = 1 and all other such inner products between basis members are zero.
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The associated completeness relations are 1ab = zazb − tatb + xaxb + yayb = lanb + nalb + xaxb + yayb (Lorentz
signature) and 1ab = xaxb+yayb−sasb−tatb = lanb+nalb+LaNb+NaLb (neutral signature). In Lorentz signature
the non-zero members of spacelike 2−spaces are always spacelike. If 1 has positive definite signature an
orthonormal basis is usually chosen and only spacelike vectors and spacelike 2-spaces are, in this sense,
possible and the situation is somewhat trivial.

For all signatures a bivector B(m) with components Bab(= −Bba) necessarily has even matrix rank. If this
rank is 2, B is called simple and if 4, it is called non-simple. If B is simple it may be written as Bab = uavb

− vaub

for u, v ∈ TmM and the 2−space spanned by u and v is uniquely determined by B and called the blade of
B (and then, unless more precision is required, B or its blade is written u ∧ v). A simple bivector is called
spacelike (respectively, timelike, null or totally null) if its blade is spacelike (respectively, timelike, null or totally
null). The type of a blade (or a simple bivector) above is sometimes referred to as its nature. The set ΛmM
admits a (bivector) metric denoted by P so that for B,B′ ∈ ΛmM, P(B,B′) ≡ PabcdBabB′cd = BabB′ab where
Pabcd =

1
2 (1ac1bd − 1ad1bc). One writes |B| for P(B,B) and B · B′ for P(B,B′). It is easily checked that if 1 has

Lorentz signature, P has signature (+,+,+,−,−,−) whilst if 1 has neutral signature, the signature of P is
(+,+,−,−,−,−). If 1 is positive definite, P has signature (+,+,+,+,+,+).

For each B ∈ ΛmM, ∗ will denote the Hodge duality operator (linear map) on ΛmM and the dual of B

is then
∗

Bab =
1
2ϵabcdBcd where ϵabcd ≡

√
|det1|δabcd with δ denoting the usual alternating symbol and det1 the

determinant of 1. For neutral and positive definite signatures
∗∗

B = B and so the only eigenvalues of the

linear map ∗ are ±1. Thus B · B =
∗

B ·
∗

B. For Lorentz signature
∗∗

B = −B and the corresponding eigenvalues

are ±i. In this case B · B = −
∗

B ·
∗

B. In all cases B is simple if and only if
∗

B is simple and then their blades are

mutually orthogonal. Now define the subspaces
+

Sm ≡ {B ∈ ΛmM :
∗

B = B} and
−

Sm ≡ {B ∈ ΛmM :
∗

B = −B}

and also the subset S̃m ≡
+

Sm ∪
−

Sm of ΛmM. For Lorentz signature
+

Sm and
−

Sm are trivial. For the other two

signatures
+

Sm ∩
−

Sm = {0} and B ∈ ΛmM \ S̃m if and only if B and
∗

B are independent members of ΛmM and

any B ∈ ΛmM may be written in exactly one way as B =
+

B +
−

B with
+

B ∈
+

Sm and
−

B ∈
−

Sm. Thus for these two

signatures one has ΛmM =
+

Sm ⊕
−

Sm. For any non-zero B ∈ ΛmM, and 1 of Lorentz signature, B and
∗

B are

independent. In the positive definite case
+

Sm and
−

Sm are Lie algebras isomorphic to o(3) whilst for neutral

signature
+

Sm and
−

Sm are Lie algebras isomorphic to o(1, 2).

2. Preliminary Results

It is useful here to collect together some elementary algebraic and geometrical results for later use.
(i) For (+,+,+,+) each non-trivial member of S̃m is non-simple.
(ii) For (+,+,−,−) each totally null bivector is a simple member of S̃m and all other non-trivial members

of S̃m are non-simple. If B,B′ ∈ S̃m are totally null and each is in
+

Sm or each is in
−

Sm their blades intersect

trivially. Otherwise their blades intersect in a unique null direction. If B ∈
+

Sm and B′ ∈
−

Sm then if |B| > 0 < |B′|
there exist a dual pair of spacelike simple bivectors in the span of B and B′, if |B| < 0 > |B′| there exist a dual
pair of timelike simple bivectors in the span of B and B′ and if |B| = |B′| = 0 one may choose a basis, as in
the last section, in which B = l ∧N and B′ = l ∧ L [13]. It is also noted from the Lorentz signature (+,−,−)

of the 3−dimensional spaces
+

Sm and
−

Sm that if B,B′ ∈
+

Sm (or B,B′ ∈
−

Sm) some linear combination B′′ of them
satisfies |B′′| < 0.

(iii) For Lorentz and neutral signature, if B is a null bivector, |B| = 0. For neutral signature and a null

bivector B, its unique decomposition B =
+

B +
−

B, with
+

B ∈
+

Sm and
−

B ∈
−

Sm, gives rise to unique totally

null members
+

B and
−

B whose unique common (null) direction equals that of B. Conversely the sum and
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difference of any pair of totally null bivectors
+

B ∈
+

Sm and
−

B ∈
−

Sm give a dual pair of null bivectors whose

unique null directions coincide with the intersection of the blades of
+

B and
−

B.

(iv) For (+,+,−,−) the Lie algebras
+

Sm and
−

Sm each have signatures (+,−,−) and in terms of the vector

bases above one may construct a basis G = l∧N, H = n∧L and K = l∧n−L∧N for
+

Sm and a basis Ḡ = l∧L,

H̄ = n∧N and K̄ = l∧n+L∧N for
−

Sm with |K| = |K̄| = −4, G ·H = Ḡ · H̄ = 2 and with all other possible inner
products between them zero. Further for any bivector B ∈ S̃m with |B| < 0 one may choose a null basis for
TmM so that B may be written as being proportional K or K̄ above. Also, given an orientation in TmM with

J = x ∧ y + s ∧ t ∈
+

Sm, and J̄ = x ∧ y − s ∧ t ∈
−

Sm, |J| = | J̄| = 4. If
+

B ∈
+

Sm and
−

B ∈
−

Sm, one has
+

B ·
−

B = 0. If B,B′

are non-trivial members of
+

Sm with |B| = 0 = B · B′ then |B′| ⩽ 0 and similarly for
−

Sm. If B,B′ ∈
+

Sm are totally

null and B · B′ = 0 then B and B′ are proportional (and similarly for
−

Sm). Finally if B ∈ S̃m, B′ ∈ ΛmM and

B · B′ = 0 then B ·
∗

B′ = 0.
(v) For any signature and a general non-zero member B ∈ ΛmM the statements that (a) B is simple, (b)

Bab

∗

Bbc = 0, (c) B ·
∗

B = 0 and (d) Ba[bBcd] = 0, are equivalent. This leads to the following easily checked results
which will be useful later. For neutral signature and B ∈ S̃m, the statements that |B| = 0, that B is simple and

that B is totally null are equivalent. In addition, a bivector B < S̃m (and written as B = X + Y with X ∈
+

Sm

and Y ∈
−

Sm) satisfies |B| = |X|+ |Y| and B ·
∗

B = |X| − |Y| and so |B| = 0 and B is simple⇔ |X| = |Y| = 0⇔ X and

Y are each totally null⇔ B and
∗

B are null (cf part (iii) above). Thus B < S̃m is null⇔ it is simple with a null
vector l in its blade satisfying Bablb = 0. However, for B < S̃m satisfying |B| = 0, B need not be null or simple

as can be seen by considering B = J + K̄ in the notation of (iv) above since then |B| = 0 and B ·
∗

B , 0.
Further details regarding these results can be found in [6] (for (+,+,+,+)), [7, 12, 13] (for (+,+,−,−) and

[8] for (+,+,+,−).

3. Classification of Second Order Symmetric Tensors

For Lorentz signature (and, in particular, for the study of Einstein’s general relativity theory) the
classification of second order symmetric tensors is well documented [5, 8, 10, 11] and for the case of neutral
signature it has been studied in [9, 10]. It is trivial for signature (+,+,+,+) since such tensors are always
diagonalisable over R. In general let T be a (non-zero, real) symmetric tensor at m ∈ M. With respect to
the metric 1(m) let f ′ : TmM → TmM be the linear map va

→ Ta
bvb for v ∈ TmM. Then v is an eigenvector

of f ′ (or T) if Ta
bvb = λva (equivalently, Tabvb = λ1abvb = λva) and λ ∈ C is the associated eigenvalue.

(For convenience, an eigenvector or eigenvalue labelled “complex” will be assumed to be not real.) A
2−dimensional subspace W ⊂ TmM is called an invariant 2−space for f ′ (or T) at m if u ∈ W ⇒ f ′(u) ∈ W
(and W is invariant if and only if the orthogonal complement of W is invariant). The consequences of this
depend on the nature of W (section 1). It is recalled that two eigenvectors with distinct eigenvalues are
orthogonal. The algebraic structure of T will be described in terms of Jordan forms and the associated
Segre types and Segre notation. In the use of Segre notation a positive integer n inside the Segre symbol {}
denotes a real elementary divisor of order n whereas the symbol n′ denotes a complex elementary divisor of
order n. Thus, for n = 1, the elementary divisor is simple and otherwise it is non-simple. Usually 1′ and its
conjugate are written as the pair “zz̄ ”. Eigenvalue degeneracies are indicated by enclosing the appropriate
digits in the Segre symbol inside round brackets.

For the case of Lorentz signature we have (see, for example, [5, 8–10])

Theorem 3.1. The Jordan form for f ′ is represented by one of the following Segre types: {1111}, {zz̄11}, {211} or {31}
or one of their possible degeneracies.

For the case of neutral signature we have [9]
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Theorem 3.2. The Jordan form for f ′ is represented by one of the following Segre types: {1111}, {zz̄11}, {zz̄ww̄},
{211}, {2zz̄}, {22} , {2′2′}, {31} or {4} or one of their possible degeneracies.

In each of these theorems an eigenvector associated with a non-simple elementary divisor is necessarily
null and any real or complex null eigenvector is either associated with a non-simple elementary divisor or
its eigenvalue is degenerate (that is, its associated eigenspace has dimension ≥ 2). These results are quite
general for a symmetric tensor [9, 10]. In the Lorentz case, using the tetrads of section 1 and assuming, for
simplicity, that the eigenvalues are non-degenerate, one can list the invariant 2−spaces for f ′ as follows:
{1111} (x∧ y, x∧ z, x∧ t, y∧ z, y∧ t, z∧ t), {zz̄11} (x∧ y, l∧n), {211} (l∧x, l∧ y, l∧n, x∧ y) and {31} (l∧x, l∧ y).
For neutral signature and again using the tetrads of section 1 and the assumption that the eigenvalues are
non-degenerate, one can list the invariant 2−spaces using the canonical forms given in [9] for each type as
{1111} (x∧ y, x∧ s, x∧ t, y∧ s, y∧ t, s∧ t), {zz̄11}, {zz̄ww̄}, {2zz̄} (l∧n, L∧N), {211} (l∧ y, l∧ s, l∧n, L∧N), {31}
(l ∧ y, l ∧ s), {2′2′} and {4} (l ∧ L) and {22} (l ∧ L, l ∧ n, L ∧ N). For either signature, of course, the existence
of degeneracies will add extra invariant 2−spaces and they are easily found. It is remarked here that, as
described in the next section, interest will focus on the trace-free part T̃ of T but this has the same Segre type,
including degeneracies, and the same invariant 2−space structure as T.

Two of these cases require further discussion. First, for Lorentz and neutral signature and for a tracefree
T of (degenerate) Segre type {(211)}, its single eigenvalue is zero and a canonical form for T is given [8, 9] by
Tab = λlalb where l spans the unique null eigendirection of T. In any such canonical form the sign of λ , 0
is fixed and so this type should be thought of as describing two types, λ > 0 and λ < 0. Second, for neutral
signature and for a tracefree T of (degenerate) type {(22)} (and again all eigenvalues are zero), a canonical
form in terms of the two orthogonal null eigenvectors l and L is [9]

Tab = µlalb + νLaLb + ω(laLb + Lalb) (1)

with µ, ν, ω ∈ R. In this case interests centres on the expression ω2
− µν which must be non-zero in order

to preserve the matrix rank of T being 2. The eigenvalue degeneracy in T shows that there is freedom to
choose any two independent (necessarily orthogonal, null) eigenvectors in the 2−space l ∧ L represented
by l′ → l + aL, L′ → L + bl with a, b ∈ R and ab − 1 , 0. The sign of ω2

− µν is invariant under such basis
changes and if ω2 > µν one may so choose the basis so that µ = ν = 0 and ω , 0 whilst if ω2 < µν one
may choose the basis so that ω = 0 and µν > 0. Regarding (µ, ν, ω) as coordinates in R3 the sheets of the
hyperbola ω2 = µν decompose R3 into three regions; two outer ones where ω2 < µν, distinguished by the
conditions µ > 0 < ν and µ < 0 > ν, and an inner one where ω2 > µν. Any point in the outer regions may be
connected by a base change, as above, to the w = 0 plane (preserving the common sign of µ and ν) whilst
points in the inner region may be similarly connected to the ω−axis. The hyperbola ω2 = µν itself (away
from the origin µ = ν = 0) is divided into two regions, µ > 0 < ν and µ < 0 > ν, where, in the first region,
Tab = (

√
µla +

√
νLa)(

√
µlb +

√
νLb) and in the second Tab = −(

√
|µ|la −

√
|ν|La)(

√
|µ|lb −

√
|ν|Lb) so that these

tensors have Segre type {(211)} (cf the remarks above).

4. Fourth Order Tensors

From the tensor T(m) and 1(m), and for any signature (but still dimM = 4), construct the trace-free
symmetric second order tensor T̃ given by T̃ab = Tab −

1
4 (Tc

c)1ab and the following fourth order tensor E at
m given by

Eabcd = T̃a[c1d]b + T̃b[d1c]a =
1
2

(T̃ac1db − T̃ad1bc + T̃bd1ac − T̃bc1ad). (2)

Then E has the properties given by

Eabcd = −Ebacd = −Eabdc, Eabcd = Ecdab, Ea[bcd] = 0,

Ec
acb = T̃ab Eab

ab = 0. (3)
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From these equations it is seen that, given 1(m), the tensors E(m) and T̃(m) are in a one-to-one correspondence
with each other (noting the use of 1(m) in this double implication).

So far the argument is independent of signature. From now on the argument will be given for neutral
signature, with the (easier) Lorentz case being dealt with later (the positive definite case being trivial). The
tensor E satisfies the following left and right dual signature-independent properties, taken over the first or
second pair of skew indices (see, e.g.[4]).

∗Eabcd = −E∗abcd
∗E∗abcd = −Eabcd (4)

It is remarked here that a general decomposition of the Riemann curvature tensor Riem with components
Ra

bcd in terms of the Weyl conformal tensor C with components Ca
bcd, the Ricci tensor Ricc with components

Rab ≡ Rc
acb, the Ricci scalar R ≡ Rab1

ab and the trace-free Ricci tensor R̃icc with components R̃ab ≡ Rab −
R
4 1ab

is

Rabcd = Cabcd + E′abcd +
R
6
1a[c1d]b (5)

and then E′ has the form (2) with T̃ = R̃icc. It is also remarked that, given any fourth order tensor E
satisfying (3) and (4), it may always be written in the form (2) with T̃ as in (3). This can be computed from
[4] (page 51). Each of these remarks is independent of signature.] Returning to neutral signature, consider
the linear map f : ΛmM → ΛmM given for J ∈ ΛmM by Jab

→ Eab
cd Jcd. Using the shorthand notation EJ for

Eab
cd Jcd (or Eabcd Jcd) one can easily show from (4) that ∗(EJ) = (∗E)J = −(E∗)J = −E

∗

J and so regarding ΛmM

as
+

Sm ⊕
−

Sm one sees that f (
+

Sm) ≡
−

A ⊂
−

Sm and f (
−

Sm) ≡
+

A ⊂
+

Sm and rank f =dim
+

A+dim
−

A. One can thus

choose a basis R,S,Q, R̄, S̄, Q̄ for ΛmM with R,S,Q ∈
+

Sm and R̄, S̄, Q̄ ∈
−

Sm and for C ∈
+

Sm and D ∈
−

Sm define
(C,D) = CabDcd +DabCcd. Then, using the symmetries of E one can write at m

E = a(R, R̄) + b(R, S̄) + c(R, Q̄) + d(S, R̄) + e(S, S̄) + f (S, Q̄)
+1(Q, R̄) + h(Q, S̄) + k(Q, Q̄) (6)

where a, b, ...k ∈ R some of which may be zero (or related) on account of the third relation in (3). This leads

to a “symmetry” of the map f with respect to
+

Sm and
−

Sm.

Lemma 4.1. The range spaces
+

A and
−

A have the same dimension and hence the map f has even rank.

Proof. First it is noted from (6) that if dim
+

A = 0 (or dim
−

A = 0), E ≡ 0. This is clear, for example, by choosing

orthonormal bases for
+

Sm and
−

Sm and then contracting (6) with these basis members. Next rewrite (6) as

E = (R, X̄) + (S, Ȳ) + (Q, Z̄) (7)

where X̄ = aR̄ + bS̄ + cQ̄, Ȳ = dR̄ + eS̄ + f Q̄ and Z̄ = 1R̄ + hS̄ + kQ̄. Suppose that rank E < 6 so that EF = 0

for some bivector F. If F < S̃, E(F ±
∗

F) = 0 with 0 , F +
∗

F ∈
+

S and 0 , F −
∗

F ∈
−

S and so dim
+

A ≤ 2 ≥dim
+

A.

Now suppose F ∈ S̃. If, say, F ∈
+

S and F is totally null one can choose the above basis R,S,Q for
+

S as G,H,K
in section 2(iv) and with, say, F = G. Then a contraction of (7) with H shows that E = (R, X̄) + (Q, Z̄) and so

dim
+

A ≤ 2 ≥dim
+

A (and similarly for F ∈
−

S). If F ∈
+

S is not totally null then |F| , 0 and one may extend F to

an orthogonal basis for ΛmM and another obvious contraction again shows that dim
+

A ≤ 2 ≥dim
+

A and so

this latter result always holds if rankE , 6. Now suppose that, say, dim
−

A = 1 so that there exist A,B ∈
+

S
with EA = EB = 0. If A,B are both totally null choose them as G and H above and contract (7) first with

G and then with H to get E = (Q,Z) and so dim
−

A = 1. If only A is totally null and B not, take A = G and
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use the basis G,H,K above with A = G so that B may be taken as a linear combination of H and K. Obvious

contractions again show that dim
−

A = 1. Finally of neither A, nor B is totally null one has |A| , 0 , |B| and

one may extend A,B to an orthogonal basis for
+

S and again obtain dim
−

A = 1. Thus if dim
−

A = 1 one gets

dim
+

A = 1. This is sufficient to establish the result claimed in the lemma.

5. The relationship between E and T

5.1. General Theory
The relationship to be described here seems to have first been noticed in [2, 8] (see also [3]) and used

to describe the classification in the case of Lorentz signature. Here one continues with the case of neutral
signature which is more difficult. First it is noted that, since T is real, f ′ always admits an invariant 2−space
W. To see this note that if a complex eigenvalue for f ′ exists its real and imaginary parts span such a
2−space, whilst if all eigenvalues are real and correspond to simple elementary divisors any two associated
eigenvectors span such a 2−space. Finally if a real eigenvalue with non-simple elementary divisor exists
the first two members of its Jordan basis span such a 2−space (see, e.g. [5, 8]). Then the orthogonal
“complement” W⊥ is another invariant 2−space. (It is remarked that W⊥ is not necessarily complementary
to W in the sense that W ∪W⊥ need not span TmM: in fact W⊥ could equal W). If W is spacelike so also
is W⊥ and a standard result shows that f ′ is diagonalisable over R. If W is timelike so also is W⊥ and
one can write W as l ∧ n for non-orthogonal null vectors l,n (in the notation of section 1) and then either
l and n are eigenvectors of f ′ with equal eigenvalues, or l or n spans the only eigendirection in W, or W
admits an orthogonal pair of non-null eigenvectors with distinct eigenvalues or a complex conjugate pair
of eigenvectors are admitted and which can be chosen as l ± in following, possibly, a change of basis. The
eigenvector structure of W⊥ is similar, but independent of that of W. If W is null so also is W⊥ and one
can write W as l ∧ y and W⊥ as l ∧ s (or vice-versa). In this case l spans an eigendirection of f ′ and W
and W⊥ may each contain a spacelike (or a timelike) eigendirection or no further eigendirections, with all
combinations possible. If W is totally null, W = W⊥ = l ∧ L, say, and W may contain exactly one or two
independent real null eigendirections or there may be two complex conjugate null eigendirections which,
for appropriate choice of l and L, are spanned by l± iL. This last remark follows by noting the eigenvectors
are of the form l + zL and l + z̄L for z ∈ C and then taking real and imaginary parts followed by a change of
basis to achieve the result.

A bivector B ∈ ΛmM (or in the complexification of ΛmM) is an eigenbivector of E with eigenvalue α ∈ C
if EB = αB. The convention will be adopted that the terms eigenbivector and eigenvalue will be applied to
real such objects whilst a complex eigenbivector (taken as not being proportional to a real bivector) and a
complex (that is, not real) eigenvalue will be declared as such. [It is remarked that the results so far hold,
where appropriate, for all signatures.]

The following remarks, which apply in neutral signature, are important in resolving the classification
of E. The other signatures will be briefly dealt with later.

(a) If B ∈ ΛmM is (real and) simple the blade of B is an invariant 2−space for T (or f ′) if and only if B is
a (simple) eigenbivector of E (or f ). To see this suppose B = p ∧ q for p, q ∈ TmM so that one has f ′(p) and
f ′(q) each linear combinations of p and q. A substitution into (2) and some elementary algebra then shows
that EB is a multiple of B, and conversely. Note here that one can choose p.q = 0 for each case of B.

(b) Since T must admit an invariant 2−space, E (or f ) always admits a simple (real) eigenbivector. If

B ∈ ΛmM is a (real) eigenbivector of E with eigenvalue 0 , α ∈ R then B is necessarily simple. And
∗

B is

also (simple) and is an independent eigenbivector of E with eigenvalue −α and the blades of B and
∗

B are
invariant for T (cf the above remark about invariant 2−spaces for T occurring in orthogonal pairs). This

follows by taking the left dual of the equation EB = αB to get (∗E)B = α
∗

B and so using (4) E
∗

B = −α
∗

B. Use of

the second relation in (3) gives, in an obvious notation, BE
∗

B =
∗

BEB and so α(B ·
∗

B) = 0 and the result finally

follows from section 2(v). If B < S̃m is an eigenbivector of E then so also is
∗

B and B and
∗

B are independent
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eigenbivectors with eigenvalues ±β (β ∈ R). If an eigenbivector of E lies in S̃m its eigenvalue is zero since

then EB = αB gives, after taking duals, EB = −αB (or use the above results regarding
+

A and
−

A). Thus
the (real) eigenbivectors of E either occur in (independent) dual pairs (possibly with zero eigenvalue) or

constitute 2n(n ∈N) members of S̃m, n in
+

Sn and n in
−

Sn (necessarily with zero eigenvalue) from lemma 4.1.
(c) If T is diagonalisable overR it admits four, independent, non-null, mutually orthogonal eigenvectors

which, pairwise, give rise to six distinct spacelike or timelike invariant 2−spaces for T and hence to six
independent simple non-null eigenbivectors for E which is then diagonalisable over R. From an earlier
remark if E admits one (and hence two orthogonal) simple spacelike eigenbivectors their blades are invariant
for T, and hence T and E are diagonalisable (over R).

(d) If B is a real or complex eigenbivector of E and |B| = 0, either B arises from a non-simple elementary
divisor or its eigenvalue is degenerate [9, 10]. If a real or complex eigenbivector B arises from a non-simple
elementary divisor of order n ≥ 2, |B| = 0. If either B is real and not in S̃m or B is complex but not a (complex)

linear combination of members of
+

Sn or of
−

Sn, B and
∗

B are independent complex eigenbivectors arising from
elementary divisors of the same order n and so n ≤ 3. To see this note that, from the Jordan canonical form,
one has EB = αB and the existence of a complex bivector A such that EA = αA + B. Since, in an obvious
notation, AEB = BEA, one immediately obtains |B| = 0. If B is associated with an elementary divisor of
order n the spanning members of a Jordan block for B, when acted upon by the duality operator, yield

spanning members of a Jordan block for
∗

B. This follows since if B,A, .. span the Jordan block for B consider

the spans U =Sp(B,A, ...) and V =Sp(
∗

B,
∗

A, ...) each of which is invariant for the map f . Then if W ≡ U ∩ V,
which is invariant for f , is non-empty it must contain B since B is a member of any invariant subspace of

U. But since B and
∗

B are independent and
∗

B is the only eigenbivector of E in V, B < V and so U ∩ V = {0}

and B,A, ...
∗

B,
∗

A, ... are independent and the orders of the elementary divisors are equal (and ≤ 3).

(e) Let P and
∗

P be a pair of real null eigenbivectors of E with associated elementary divisors simple and

with real eigenvalues α and −α. If the pair (P,
∗

P) is the only such pair the eigenvalue is degenerate (α = 0),

and one may replace (P,
∗

P) by the pair of totally null eigenbivectors P ±
∗

P of E and this applies to any such
pair with zero eigenvalue. If a pair exists with non-zero eigenvalues and simple elementary divisors then,
by degeneracy, at least one other null pair must exist (not necessarily with simple elementary divisors) so

that (P,
∗

P) and (Q,
∗

Q) are two independent pairs of null eigenbivectors with eigenvalue pairs (α,−α) and
(β,−β), (α , 0). If each has an associated simple elementary divisor then, by the necessary eigenvalue

degeneracy, α = ±β and (say α = β). Then P,Q,
∗

P and
∗

Q are independent and, since α , −α, P ·
∗

Q =
∗

P ·Q = 0.

Suppose, in addition, P · Q = 0. Then
∗

P ·
∗

Q = 0 and P +
∗

P and Q +
∗

Q are then orthogonal and totally null

members of
+

Sn. Thus they are proportional and so one obtains the contradiction that P,
∗

P,Q and
∗

Q are
dependent. If P ·Q , 0, P±Q are independent eigenbivectors of E with non-zero eigenvalues and are hence
simple with |P ± Q| each non-zero and with opposite signs since |P| = |Q| = 0. It follows that (P ± Q) give
a spacelike and a timelike pair of eigenbivectors. Thus if two duals pair of null eigenbivectors exist with
non-zero eigenvalues and simple elementary divisors, a pair of spacelike and a pair of timelike (simple)
eigenbivectors exist.

( f ) Suppose f admits a complex eigenbivector B so that EB = zB with z = a + ib ∈ C with b , 0. Then

EB̄ = z̄B̄, E
∗

B = −z
∗

B and E
∗

B̄ = −z̄
∗

B̄ so that B, B̄,
∗

B and
∗

B̄ are also eigenbivectors of E. If a , 0 these complex
eigenvalues are distinct and the associated four eigenbivectors are independent. If the eigenvalues are ±ib
and ±id (0 , b , ±d , 0) again four independent eigenbivectors occur. In each of these cases, recalling that
E must admit at least one real eigenvalue, the corresponding elementary divisors are simple and the Segre
type for f is {11zz̄ww̄} or {2zz̄ww̄}. The latter is impossible because the non-simple elementary divisor has
eigenvalue zero and the rank of E would be 5, contradicting lemma 4.1. If the complex eigenbivector is
B = C + iD for real bivectors C,D, (C + iD) · (C − iD) = 0 and so |C| + |D| = 0. These results together with (d)
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complete the discussion when complex eigenvalues occur.
The following Segre types for E, whatever the eigenvalue degeneracies, are now impossible: {zz̄ww̄ρρ̄},

{21111}, {211zz̄}, {2zz̄ww̄}, {2′1111}, {2′11zz̄}, {2′zz̄ww̄}, {2′2′zz̄}, {2′211}, {2′2zz̄}, {222}, {2′2′2}, {2′22}, {2′2′2′},
{321}, {32′1}, {3′111}, {3′1zz̄}, {3′21}, {3′2′1}, {3′3′}, {411}, {4′11}, {4zz̄}, {4′zz̄}, {42′}, {4′2}, {4′2′}, {5′1}, {6} and
{6′}. These follow from (b), ( f ) and by noting the zero eigenvalues which arise and using lemma 4.1. Thus
the remaining possibilities for E are {111111}, {1111zz̄}, {11zz̄ww̄}, {2211}, {2′2′11}, {3111}, {31zz̄}, {22zz̄}, {42},
{51} and {33}. Of these, {42} and {22zz̄}will be eliminated later.

5.2. Timelike Eigenbivectors

A number of the remaining possibilities permitted by part (1) above admit an orthogonal, dual pair of
simple, timelike eigenbivectors and once this is established they can be conveniently handled together.

Lemma 5.1. If E has general (that is, ignoring degeneracies) Segre type {111111}, {1111zz̄}, {11zz̄ww̄}, {2211},
{2′2′11} or {3111} at m ∈M it admits an orthogonal dual pair of simple, timelike eigenbivectors.

Throughout this proof it is noted that if E admits (an orthogonal pair of) simple spacelike eigenbivectors,
they are invariant for T and so T is diagonalisable and thus admits an orthogonal pair of timelike invariant
2−spaces. It then follows that E admits a pair of simple timelike eigenbivectors. So it will be supposed
throughout this proof that, for the above types, E does not admit any (simple) spacelike or timelike eigenbivectors and
a contradiction will be achieved for each of the above types. With this assumption the (real) eigenbivectors of E
consist of either simple, null, dual pairs together with eigenbivectors in S̃m each with zero eigenvalue and

with equal numbers of independent ones in each of
+

Sm and
−

Sm by lemma 4.1. (It is remarked that one cannot

rule out a non-simple eigenbivector B with B < S̃m with necessarily zero eigenvalue, EB = 0. But then B±
∗

B
would constitute an independent pair of eigenbivectors of E in S̃m with zero eigenvalue.) The results listed
above will be freely used in what is to follow.

If E has type {111111} then, by assumption, its eigenbivectors are either in S̃m with zero eigenvalue or
occur in null pairs. If an example of the latter occurs, and it is the only one, its necessarily degenerate
eigenvalue is zero, and then this pair can be replaced with two totally null eigenbivectors in S̃m. Similar
comments apply if other null pairs exist with zero eigenvalues. Otherwise there exist two independent

such null pairs P,
∗

P and Q,
∗

Q with (equal) eigenvalues ±α , 0 and a contradiction follows since now pairs
of spacelike and timelike eigenbivectors exist for E (see 5.1(e) above). So all eigenbivectors may be assumed
to be in S̃m each with zero eigenvalue. Since E is diagonalisable over R the contradiction E = 0 follows and
so this type for E admits a timelike pair of simple eigenbivectors.

If E has type {2211} let the simple elementary divisors correspond to a null pair of eigenbivectors R

and
∗

R with associated eigenvalues ±α or a totally null pair of eigenbivectors, one in each of
±

Sm with
eigenvalues (regarded with an abuse of notation as ±α = 0) and similarly let the non-simple elementary

divisors correspond to a null pair of eigenbivectors P and
∗

P with eigenvalues ±β or a pair of totally null

eigenbivectors, one in each of
±

Sm with eigenvalue zero. By degeneracy, one has either α = 0 , β, α = β = 0

or α = ±β , 0. In the first case P and
∗

P are each orthogonal to R and
∗

R and so, as before, P+
∗

P is proportional

to R +
∗

R and independence is contradicted. In the second case one has two independent eigenbivectors

in
+

Sm and two in
−

Sm all with zero eigenvalue and, as a consequence one has eigenbivectors B and B′ with
|B| < 0 > |B′| (see section 2(ii)) and the contradiction that a pair of simple, timelike eigenbivectors for E
exists. The third case also leads to a similar contradiction from the results above.

If E has type {1111zz̄} one uses the argument in the type {111111} case and the results above to show

E admits two independent eigenbivectors in each of
+

Sm and
−

Sm each with zero eigenvalue and the result
follows as in the last proof.
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If E has type {3111} the non-simple elementary divisor arises from a totally null eigenbivector say

G ∈
+

Sm with zero eigenvalue whilst the simple ones may be chosen as P ∈
+

Sm and Q,R ∈
−

Sm, each with zero
eigenvalue. Again the result follows by considering Sp(G,P) or Sp(Q,R) as in the {2211} case.

If E is of type {11zz̄ww̄} one has a complex eigenbivector pair A± iB (with eigenvalues a± ib, (a, b ∈ R and
b , 0) and another complex eigenbivector pair C ± iD. The real (simple) elementary divisors arise either
directly from a pair of eigenbivectors X,Y ∈ S̃m or from a pair of null eigenbivectors with (degenerate)

eigenvalue zero and which can also be regarded as giving rise to a pair of eigenbivectors X ∈
+

Sm and Y ∈
−

Sm
but in this case they are necessarily totally null. However, E must admit a simple real eigenbivector and so

one may assume that X is a totally null eigenbivector in
+

Sm with zero eigenvalue. The orthogonality of the
complex eigenbivectors A ± iB gives |A| + |B| = 0 and their orthogonality with X gives X ·A = X · B = 0 and

hence X ·
∗

A = X ·
∗

B = 0. Thus A±
∗

A and B±
∗

B are orthogonal to X and, since X is totally null, it follows that

|A±
∗

A| ≤ 0 and |B±
∗

B| ≤ 0. Since A ·A =
∗

A ·
∗

A these give |A| ⩽ 0, |B| ⩽ 0 and so, since |A|+ |B| = 0, |A| = |B| = 0.

Then since |A ±
∗

A| ≤ 0 and |B ±
∗

B| ≤ 0, A ·
∗

A = B ·
∗

B = 0 and so A and B are simple. So |A +
∗

A| = |B +
∗

B| = 0

and hence A +
∗

A and B +
∗

B are real multiples of X. Now E(A + iB) = z(A + iB) and E(
∗

A + i
∗

B) = −z(
∗

A + i
∗

B)

with z = a + ib , 0. So adding these and using the fact that EX = 0 gives z(A −
∗

A + iB − i
∗

B) = 0 and so

A =
∗

A and B =
∗

B. A back substitution into the eigen equations for E then gives the contradiction that z = 0
(EA = EB = 0). So, again, E admits a pair of simple timelike eigenbivectors.

If E is of type {2′2′11} there are exactly two distinct complex eigenvalues ±ib (lemma 2(d)) and they
have non-simple elementary divisors corresponding to the complex eigenbivectors A ± iB, the latter being
orthogonal and |A ± iB| = 0. Thus |A| = |B| = A · B = 0. Since E(A ± iB) = ±ib(A ± iB) it follows that

E(
∗

A ± i
∗

B) = ∓ib(
∗

A ± i
∗

B) and so
∗

A + i
∗

B = µ(A − iB) for µ ∈ C. Thus A · (
∗

A + i
∗

B) = B · (
∗

A + i
∗

B) = 0 and hence

A ·
∗

A = B ·
∗

B = A ·
∗

B = B ·
∗

A = 0 and so |A ±
∗

A| = |B ±
∗

B| = (A ±
∗

A) · (B ±
∗

B) = 0 (since A · B = 0⇒
∗

A ·
∗

B = 0)

showing that (A ±
∗

A) and (B ±
∗

B) are totally null with (A +
∗

A) (respectively (A −
∗

A)) proportional to (B +
∗

B)

(respectively, (B −
∗

B)). Now consider the eigenbivectors arising from the simple elementary divisors. If
they are a null dual pair their eigenvalues are degenerate and hence zero and so they may be taken as a

totally null pair, R ∈
+

Sm and S ∈
−

Sm. Otherwise they are general members R ∈
+

Sm and S ∈
−

Sm also with

zero eigenvalues. (It is impossible that they both lie in
+

Sm or both in
−

Sm since then the rank of the map f
associated with E would be 2 (lemma 4.1) but, in fact, it is 4.) They satisfy A ·R = A ·S = B ·R = B ·S = 0 and

hence
∗

A ·R =
∗

A ·S =
∗

B ·R =
∗

B ·S = 0 (section 2(iv)) and so R · (A+
∗

A) = S · (A−
∗

A) = R · (B+
∗

B) = S · (B−
∗

B) = 0.

So, since A ±
∗

A and B ±
∗

B are totally null, |R| ⩽ 0 and |S| ⩽ 0. The equality option here is forbidden since

then R is a multiple of A +
∗

A and also of B +
∗

B and then the complex eigen equation gives EA = −bB,

EB = bA, E
∗

A = b
∗

B and E
∗

B = −b
∗

A. Adding and remembering that A+
∗

A and B+
∗

B are multiples of R and that

ER = 0 shows that A =
∗

A and B =
∗

B so that A,B ∈
+

Sm. but then one calculates that E(A + iB) = 0 giving the
contradiction that b = 0. A similar contradiction arises from the equality option and the bivector S. Thus
|R| < 0 and |S| < 0 and so R and S lead to a dual pair of simple timelike eigenbivectors (section 2(ii)) which
is a contradiction to the initial assumption. □

Each of the types in Lemma 5.1 were shown to admit a dual pair of simple timelike eigenbivectors
which may be taken as l ∧ n and L ∧ N in the usual basis and with respective eigenvalues, say, α and −α.
So for each of these types choose a basis G,H,K, Ḡ, H̄, K̄ for ΛmM as in section 2 with K = l ∧ n − L ∧N and
K̄ = l ∧ n + L ∧N and expand E as

E = a(G, Ḡ) + b(G, H̄) + c(G, K̄) + d(H, Ḡ) + e(H, H̄) + f (H, K̄)
+1(K, Ḡ) + h(K, H̄) + k(K, K̄) (8)
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with a, ..., k ∈ R. One has f (K) = αK̄ and f (K̄) = αK and so 1 = h = c = f = 0 and k = −α4 . Now f maps the
(bivector) subspace spanned by G,H, Ḡ and H̄ into itself (and also the subspace spanned by K, K̄ into itself)
and one can consider its (restricted) characteristic equation for the former subspace. One finds

f (G) = 2dḠ + 2eH̄, f (Ḡ) = 2bG + 2eH,
f (H) = 2aḠ + 2bH̄, f (H̄) = 2aG + 2dH, (9)

and so the characteristic equation for the eigenvalues λ is

λ4
− 2(ae + bd)λ2 + (bd − ae)2 = 0 (10)

with solution λ2 = (ae + bd) ± 2
√

(ae)(bd) (in addition to the two real ones from the timelike eigenbivectors
and which could each be zero). The solutions may be divided into six simple cases (up to exchanges of the
products ae and bd); (i) ae > 0 < bd, (ii) ae > 0 > bd, (iii) ae < 0 > bd, (iv) ae = 0 < bd, (v) ae = 0 > bd and
(vi) ae = bd = 0. For (i) λ2 = (

√
ae ±

√
bd)2 and either four distinct real solutions for λ arise (ae , bd) or real

eigenvalues of the form±2
√

ae, 0, 0 (ae = bd). In this case E is, up to degeneracies, of type {111111}. In (ii) four
distinct complex solutions for λ occur and E is of type {11zz̄ww̄} or {(11)zz̄ww̄}. In (iii) λ2 = −(

√
|ae| ±

√
|bd|)2

and so either four distinct complex solutions for λ arise of the form ±iµ,±iν, (µ, ν ∈ R, ae , bd) or the
solutions for λ are of the form ±iµ, 0, 0 (ae = bd). Thus E is of type {11zz̄ww̄}, {11(11)zz̄} or {(1111)zz̄}. For (iv)
λ2 = bd > 0 and there are two (repeated) real solutions for λ and E is, up to degeneracies, of type {(11)(11)11}

(a = e = 0) and of type {2211} if e = 0 , a with a Jordan basis containing (G ± µḠ) and (H ± µ−1H̄) (µ =
√

d
b )

from (9) in the latter case and with (G ± µḠ) a pair of null eigenbivectors. For (v) λ2 = bd < 0 and there
are two (repeated) complex solutions for λ of the form ±ir (0 , r ∈ R) and E is, up to degeneracies, of type

{11(zz)(z̄z̄)} (a = e = 0) or {2′2′11} (a , 0 = e) with (G + iνḠ) and (H + iν−1H̄) (ν =
√
|
d
b |), together with their

conjugates, part of a Jordan basis for E in the latter case and (G + iνḠ) complex eigenbivectors for E.
For (vi), if a = e = b = d = 0, E has type {(1111)11} or its degeneracy whilst if e = b = d = 0 , a, E has

type {(22)11} or {(2211)} with Jordan basis containing G, H̄, Ḡ, H. If a , 0 , d, e = b = 0, E has type {(31)11}
or {(3111)}with Jordan basis containing Ḡ, aG + dH, H̄ and aG − dH. It is noted that the general type {3111}
must contain (at least) the degeneracy {(31)11}.

Now from (8) with 1 = h = c = f = 0, k = −α4 , as above, and the definitions of G,H,K, Ḡ, H̄, K̄ from section
2, and recalling that T̃ab = Ec

acb, one finds

T̃ab = 2alalb + 2bNaNb + 2dLaLb + 2enanb −
α
2

(−lanb − nalb + LaNb +NaLb) (11)

Thus the linear map f ′ from T̃ satisfies in the l,n,L,N basis

f ′(l) = 2e.n +
α
2

l, f ′(n) = 2a.l +
α
2

n

f ′(L) = 2b.N −
α
2

L, f ′(N) = 2d.L −
α
2

N (12)

Thus if ae > 0 (respectively, ae < 0), it is easily checked that T̃ admits two distinct real (respectively complex)
eigenvalues for the plane l ∧ n and similarly for bd and the plane L ∧ N. If, however, a = e = 0, T̃ admits
l ∧ n as an α

4 -eigenspace (and similarly for the plane L ∧ N). If exactly one of a and e is zero then l ∧ n
contains only one real eigendirection for T̃ and yields a real non-simple elementary divisor of order two in
that plane. If exactly one of a and e and exactly one of b and d is zero T̃ has Segre type {22}.

It follows from this argument (and those to follow) that if E is diagonalisable over R so also is T̃, and
conversely from section 5.1. Similarly, if E is diagonalisable over C but not over R the same is true for T̃
and conversely. This permits a complete correspondence between the type of E and that of T̃. It will be
included in the (more complete) list below.
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5.3. Further Cases
Lemma 5.2. The type {22zz̄} for E is impossible.

Proof. In this type let the complex eigenbivectors be A ± iB with eigenvalues ±ib (b ∈ R). The two non-

simple elementary divisors either correspond to a dual pair of null eigenbivectors P and
∗

P or to two totally

null eigenbivectors R,S ∈ S̃m with zero eigenvalue. In the latter case one must take R ∈
+

Sm and S ∈
−

Sm. If
the complex eigenbivectors are A ± iB one sees, as in an earlier case, that |A| + |B| = 0 and that, taking both

cases together, A+
∗

A and B+
∗

B are each totally null and proportional to R (or to P+
∗

P) and A−
∗

A and B−
∗

B

are proportional to S (or to P−
∗

P). From this follows the contradiction that A+ iB, R and S (or A+ iB, P and
∗

P) are dependent. □
Now consider the remaining cases for E. They are types {31zz̄}, {51} and {33} (together with type {42}

which will be shown to be impossible) and they do not admit a simple pair of timelike eigenbivectors. If

E has type {31zz̄} the non-simple elementary divisor corresponds to a totally null eigenbivector in R ∈
+

Sm)

with zero eigenvalue, the (real) simple elementary divisor must correspond to an eigenbivector S ∈
−

Sm also
with zero eigenvalue and there is also a complex pair of A± iB satisfying |A|+ |B| = 0. Thus the Segre type is

necessarily the degenerate case {(31)zz̄}. As before, R · (A+
∗

A) = R · (B+
∗

B) = 0 and S · (A−
∗

A) = S · (B−
∗

B) = 0.

If |S| = 0, so that S is also totally null, one gets |A ±
∗

A| ⩽ 0 and |B ±
∗

B| ⩽ 0. Then, as before, one is lead to a

contradiction. So suppose |S| > 0. This gives |A −
∗

A| < 0 and |A +
∗

A| ≤ 0 and similarly for B which, when
added, contradict |A| + |B| = 0. So |S| < 0 and one can choose a basis including R ≡ G and S ≡ K̄ as in (8)
and use the results EG = 0, EK̄ = 0 to get c = d = e = f = k = 0 and so

EG = 0, EH = 2aḠ + 2bH̄, EK = −41Ḡ − 4hH̄,
EK̄ = 0, EḠ = 2bG + 2hK, EH̄ = 2aG + 21K. (13)

and the characteristic equation for E is easily calculated as λ4(λ2 + 161h) = 0. Clearly one here needs 1h > 0
for complex eigenvalues for E. The tensor T̃ can be recovered from T̃ab = Ec

acb and its only eigenvectors are
two independent complex null vectors in the 2−space spanned by l and N and thus has type {2′2′}. (If 1h < 0
one reproduces one of the previous cases when E has type {(31)11} and if 1h = 0 the next case applies.)

If E has type {51} the non-simple elementary divisor must correspond to a totally null eigenbivector

taken as G ∈
+

Sm with eigenvalue zero and the simple elementary divisor to an eigenbivector Q necessarily

in
−

Sm (otherwise E would have rank 2 and a contradiction would follow) and with zero eigenvalue. This
type is then necessarily {(51)} since EG = EQ = 0. For the non-simple elementary divisor of order 5 one has,
from its Jordan basis, bivectors A,B,C,D satisfying EG = 0, EA = G, EB = A, EC = B and ED = C. From
these one has the relations BEG = GEB (⇒ G · A = 0), BEQ = QEB (⇒ Q · A = 0), CEG = GEC (⇒ G · B = 0)

and BEA = AEB (⇒ G · B = |A|) and hence |A| = |
∗

A| = 0). (It is noted that only the relations for a non-simple

elementary divisor of order 4 are used here.) It follows that G · A = G ·
∗

A = Q · A = Q ·
∗

A = 0 and so

G · (A +
∗

A) = Q · (A −
∗

A) = 0 and so |A +
∗

A| ≤ 0. Suppose Q is a totally null member of
+

Sm. Then |A −
∗

A| ≤ 0

and it follows that A ·
∗

A = 0 and hence that |A ±
∗

A| = 0. This means that A is a linear combination of G and
Q and one obtains the contradiction EA = 0. (It is noted here that in the case when E has Segre type {42}
Q is necessarily totally null and so this type for E is impossible and this completes the claims made in lemma

2.) Continuing in the case {51} and assuming |Q| > 0 one finds |A −
∗

A| < 0 (from the Lorentz signature in
−

Sm) but since it is already known that |A +
∗

A| ≤ 0 and that |A| = |
∗

A| = 0 , one obtains a contradiction on the

value of A ·
∗

A. Thus |Q| < 0. With G = l∧N one can choose Q = K̄ in the notation of section 2(iv) and, in (8)
obtain c = d = e = f = k = 0 and hence (13), as in the previous case. Now the product 1h cannot be positive
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or negative since these choices lead to types for E different from {51} as shown in the last paragraph. So
1h = 0. Thus either 1 = 0 or h = 0, but not both, since 1 = h = 0 gives the contradiction EK = 0 in (13).
A consideration of the tensor T̃, using (3), shows that it admits a single (necessarily real, null) eigenvector
and hence has Segre type {4}.

The final case is when E has Segre type {33}. Here the two independent eigenbivectors can be taken as

a null, dual pair Q and
∗

Q with non-zero eigenvalues ±α (lemma 2(a, c)) or, if α = 0, as G ∈
+

Sm and Ḡ ∈
−

Sm

(the {(33)} case). Thus EQ = αQ and E
∗

Q = −α
∗

Q, that is, E(Q ±
∗

Q) = α(Q ∓
∗

Q). Then with G ≡ (Q +
∗

Q) and

Ḡ ≡ (Q −
∗

Q) one has EG = αḠ and EḠ = αG and, in (8), e = f = h = 0, 2d = α and 2b = α. Suppose α , 0.
Then a change of bivector basis of the form G′ = G, H′ = H + µ2G − µK and K′ = K − 2µG for µ ∈ R (and
similarly for Ḡ, H̄ and K̄) shows that one may choose µ so that in the new basis c = 1. If c = 1 = 0 one gets
the contradiction that K ± K̄ are eigenbivectors and so one may assume c = 1 , 0. A consideration of the
characteristic equation for E then shows that in order to have two triply repeated eigenvalues ±α one must
take 4k = ±α. However, the choice 4k = α reveals that (K + K̄) + 2c

α (G + Ḡ) is also an eigenbivector of E and
this contradiction shows that 4k = −α. (Alternatively, one could consider the minimal polynomial of E.) A
Jordan basis for E is then G + Ḡ, K + K̄, H + H̄, G − Ḡ, K − K̄ and H − H̄. In the case that α = 0 the minimal
polynomial condition that f ◦ f ◦ f is the zero map (but f ◦ f and f are not) can be checked to be equivalent
to ck = 0 and hence to k = 0 since c , 0. The resulting expression for T in the corresponding tangent
space basis l,n,L,N, after modification to l,n, y, s where y = 1

2 (L + N) and s = 1
2 (L − N), gives f ′(l) = α

4 l,
f ′(n) = al − 2cy + α4 n, f ′(y) = α4 y − cl, f ′(s) = − 3α

4 s and so T has Segre type {31} with Jordan basis l, y,n, s. If
α = 0 E has Segre type {(33)} and T has Segre type {(31)}.

5.4. The Main Result

The relationship between the Segre types of E and T can now be given in terms of the cases (i)–(vi) of
section 5.2, where a simple pair of timelike eigenbivectors for E exist, and the remaining cases of section
5.3. The Segre types will be given up to degeneracies, these being easily calculated.

Theorem 5.3. For case (i) E has (Segre) type {111111} and T has type {1111}.
For case (ii) E has type {11zz̄ww̄} and T has type {zz̄11}.
For case (iii) E has type {11zz̄ww̄} or {1111zz̄} and T̃ has type {zz̄ww̄}
For case (iv) E has type {2211} and T has type {(211)} (a = 0 , e), or, E has type {(11)(11)11} and T has type

{(11)11} (a = e = 0).
For case (v) E has type {2′2′11} and T has type {2zz̄} (a = 0 , e), or E has type {11(zz)(z̄z̄)} and T has type {zz̄(11)}

(a = e = 0).
For case (vi) E has type {(31)11} and T̃ has type {22} or E has type {(3111)} and T̃ has type {(22)}, (e = 0 , a, b =

0 , d), or, E has type {(22)11} and T has type {2(11)} (= b = d = 0 , e), or, E has type {(1111)11} and T has type
{(11)(11)} (a = b = d = e = 0).

If E has type {31zz̄}, (necessarily {(31)zz̄}), T has type {2′2′}
If E has type {51}, T has type {4}
If E has type {33}, T has type {31}.
These constitute all the possibilities for E and T.

It is easily checked that the eigenbivector structure of E is consistent with the remarks in section 5.1
and the description of the invariant 2−spaces of T. For each of the types {(51)} and {31zz̄} a single, simple
(necessarily totally null and with associated elementary divisor non-simple) eigenbivector is admitted
corresponding to the fact that when T has either type {4} or {2′2′} a single (necessarily totally null) invariant
2−space exists. (In each of these cases for E the only other (real) eigenbivector is a non-simple member of
−

Sm with associated simple elementary divisor.) These two cases may be distinguished by the fact that this
single invariant 2−space for T admits either a single (real) independent null eigenvector for T (type {4}) or
no such eigenvectors (type {2′2′}). The type {11zz̄ww̄} for E (corresponding to types {zz̄11} and {zz̄ww̄} for
T—cases (ii) and (iii)) and the type {2′2′11} for E (corresponding to type {2zz̄} for T—case (v)) each have a
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single pair of (real, timelike) eigenbivectors for E (a single pair of timelike invariant 2−spaces, U and V, for
T). These can be distinguished by noticing that the invariant 2−spaces for T yield either exactly two real
eigendirections for T in U and exactly two complex ones in V ({zz̄11}), no real eigendirections for T in either
U or V ({zz̄ww̄}) or a single real eigendirection for T in U and none in V ({2zz̄}). The situations where U and
V admit different eigenstructures from these lead to extra eigenbivectors (extra invariant 2−spaces) for E
(T).

6. Principal Null Directions

In this section it is shown how the algebraic relationship between E and T̃ may be revealed (albeit it in a
coarser, but sometimes more useful, form) by the use of principal null directions. The approach is similar to
that used in the classification of the Weyl tensor for this signature [7] and was inspired by the work of L. Bel
[1]. Suppose throughout this section that E(m) , 0 and consider the following equations for 0 , k ∈ TmM,
some non-zero 1−form p at m and α ∈ R

Eabcdkakc = αkbkd (14)

k[eEa]bc[dk f ]kbkc = 0 ⇔ Eabcdkakc = kbpd + pbkd (15)

In (14), if α , 0, a contraction with kb shows that k is necessarily null. However, if α = 0 k will be assumed
to be null. [This assumption is necessary since in this latter case k may not be null. To see this choose
x, y ∈ TpM with x · x = y · y = 1 and x · y = 0 and take T̃ab = xayb + yaxb. Then T̃ is symmetric and trace-free
and (14) holds with α = 0 and k = y which is non-null. It is noted that this example applies to both Lorentz
and neutral signatures.]

If the situation (14) holds (with k assumed null if α = 0) the null direction spanned by k is called a
repeated principal null direction (repeated pnd) for E(m). The two equations in (15) are equivalent but here will
be looked at in a slightly different way. If the second equation in (15) is augmented with the condition that
pa is not proportional to ka and the first in (15) is augmented with the condition that (14) does not hold for k
then these (augmented) restrictions are also equivalent. A contraction of the second (augmented) equation
in (15) with kb then shows that k is necessarily null and paka = 0. A solution k of either equation in (15)
(whether augmented or not) is said to span a general principal null direction (general pnd) for E(m). Thus a
repeated pnd is a general pnd but a general pnd is not necessarily a repeated pnd. The following results
link these special null directions of E(m) , 0 with the algebraic structure of T̃(m) , 0 at m.

Theorem 6.1. (i) If Eabcdkd = 0 for 0 , k ∈ TmM then k is null and this equation holds⇔ T̃ has Segre type {(211)}
with unique null eigendirection spanned by k and eigenvalue zero.

(ii) If Eabcdkd = Babkc for some non-zero bivector B and 0 , k ∈ TmM then k is null, B is null or totally null
with k in its blade and T̃ has Segre type {(31)} (for B null) or {(22)} (for B totally null) where in each case k is a null
eigenvector of T with eigenvalue zero. If B is null k is unique up to a scaling. Conversely if T̃ has type {(31)} (with
necessarily zero eigenvalue since it is tracefree) with k a null eigenvector of T̃ then the above equation holds with B
null and k is unique up to a scaling. [The situation when B is totally null is a little more complicated.]

(iii) k is a repeated pnd of E if and only if k is a null eigenvector of T̃,
(iv) If k is a general pnd of E, k satisfies T̃abkakb = 0. If k is null and satisfies T̃abkakb = 0 then k is a repeated or a

general pnd of E.

Proof. Part (i) follows from (2) by computing Eabcdkd and setting the result equal to zero. (The fact that k is
necessarily null follows from the fact that ∗Eabcdkd = 0 is now also true (see lemma 1 in [7]). By performing
contractions one first achieves T̃abkakb = 0, then T̃abkb = 0 and then, by a back substitution, T̃ackb = T̃bcka. The
Segre type {(211)} for T̃ and the fact that the eigenvalue is zero then follows. The converse is trivial from (2).

For (ii) since B , 0 a contraction of the given condition with kc shows that k is null and the condition
E[abc]d = 0 gives B[abkc] = 0 and this is equivalent to B being simple with k in its blade. But one also has
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∗Eabcdkd =
∗

Babkc and so
∗

B[abkc] = 0 showing that k lies in the blade of
∗

B also. Since k is null, it follows that B
is null or totally null and so Babkb = 0. If B is null choose a basis l,n, y, s in TmM so that k = l and B = l ∧ y
(the case B = l ∧ s is similar). The fourth equation in (3) shows that T̃ablb = 0. Thus (T̃aclb − T̃bcla) = 2Bablc
and a contraction with nb gives T̃ac = lan′c − 2yalc where n′a = T̃abnb. Obvious contractions then reveal that
T̃abyb = −2la and T̃absb = 0. It then follows that l, y,n + a

2 y, s, where a = T̃abnanb, is a Jordan basis for T̃ with
the latter having Segre type {(31)} with eigenvalue zero. Since l is the unique null eigendirection for T̃ the
choice k = l is unique. The converse is established by a back substitution. If B is totally null, say B = l∧N in
the usual basis, one finds T̃ablb = T̃abNb = 0, T̃abLb = −2la and that l,L,N,n + a

2 L is a Jordan basis for T̃ with
the latter having Segre type {(22)}with eigenvalue zero.

For (iii) (14) holds with k null and a substitution into (2) gives Tabkakb = 0 and finally that k is an
eigenvector of T. The converse is trivial. For (iv) the proof is almost the same. □
□

7. The Lorentz Case

It is interesting to compare the above results with those in the case of Lorentz signature and for which

a (very brief) discussion was given in [2, 3, 8]). For this signature the proof is much easier since B and
∗

B

are independent for any real bivector B (that is, the algebras
+

Sm and
−

Sm are trivial). Also
∗∗

B = −B, ∗E = −E∗

and ∗E∗ = E for this signature. It is however, remarked that in the tangent space geometry, the orthogonal
complement of a spacelike 2−space is timelike, and vice versa, and that there are no totally null 2−spaces.
The equivalence between invariant 2−spaces of T̃ and simple (real) eigenbivectors of E still holds and so E
always admits a simple real eigenbivector B, EB = αB (α ∈ R). But for any real eigenbivector B of E with

EB = αB,
∗

B is always an independent real eigenbivector of E, E
∗

B = −α
∗

B. Thus E cannot have rank 5. It is

easily checked from this that E has even rank. In fact if its rank is 3 one has independent bivectors A,
∗

A,B

with EA = E
∗

A = EB = 0. But then E
∗

B = 0 and A,B,
∗

A,
∗

B are independent otherwise there exists a, b, c, d ∈ R,

not all zero, (but with b , 0 , d) such that aA + bB + c
∗

A + d
∗

B = 0. On taking the dual of this equation and
substituting back one finds the contradiction b = d = 0. A similar extension of this argument shows that E
cannot have rank 1 and the claimed result follows.

If E has a complex eigenvalue z ≡ α + iβ (α, β ∈ R, β , 0) and EB = zB then B̄,
∗

B and
∗

B̄ are eigenbivectors

with eigenvalues z̄,−z,−z̄. If α , 0, B, B̄,
∗

B and
∗

B̄ are clearly independent whilst if α = 0, these eigenbivectors

are again independent unless
∗

B = λB̄ for λ ∈ C (and hence
∗

B̄ = λ̄B) from which one easily finds, using the

(Lorentz) relation
∗∗

B = −B, the contradiction |λ| < 0. It follows that any complex eigenvalue is associated
with a simple elementary divisor and, should one exist, the Segre type is {11zz̄ww̄} or its degeneracy. Further
if E admits a (necessarily real) eigenbivector B corresponding to a non-simple elementary divisor of order

n for some positive integer n then
∗

B is also an eigenbivector corresponding to a non-simple elementary
divisor of order n (and n ≤ 3). Also any eigenbivector corresponding to a non-simple elementary divisor
is null and any null eigenbivector either corresponds to a non-simple elementary divisor or its eigenvalue
is degenerate. It follows that the only possibilities for the Segre type of E are {111111}, {11zz̄ww̄}, {2211}
and {33}, together with their possible degeneracies. Using (3) these types can be checked to correspond,
respectively, to the Segre types {1111}, {11zz̄}, {211} and {31}, or their possible degeneracies, for T̃ (cf theorem
3.1). A discussion of the principal null directions for this case can be found in [8] and is essentially the same
as for neutral signature (with the case of Segre type {(22)} excluded in the latter case).

It is finally remarked that in the positive definite case E and T are both diagonalisable over R and so
this case is trivial, merely requiring degeneracies to be calculated.
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