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#### Abstract

For an everywhere defined closed linear relation in a Banach space the concept of $g_{n}$-invertibility is introduced and studied. It is shown that many of the results of S.R. Caradus and other authors for operators remain valid in the context of multivalued linear operators. In particular, we gather some results and characterizations of $g_{n}$-invertibility and semi-Fredholm linear relations. Some stability results under perturbations by compact relations are also given for this concept. Part of the results proved in this paper improve and generalize some results known for pseudo-generalized invertible operators [Filomat 36:8 (2022), 2551-2572].


## 1. Introduction and notations

Let $\mathrm{X}, \mathrm{Y}$ and Z be three Banach spaces. A multivalued linear operator $T: \mathrm{X} \longrightarrow \mathrm{Y}$ or simply a linear relation is a mapping from a subspace $\mathrm{D}(T) \subset X$, called the domain of $T$, into the collection of nonempty subsets of Y such that $T(\lambda x+\mu y)=\lambda T(x)+\mu T(y)$ for all nonzero scalars $\lambda, \mu$ and $x, y \in \mathrm{D}(T)$. We denote by $\mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ the class of all linear relations from X to Y and $\mathcal{L}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ the class of all everywhere defined linear relations from $X$ to $Y$. If $T$ maps the points of its domain to singletons, then $T$ is said to be a single valued linear operator or simply an operator. The graph $G(T)$ of $T \in \mathcal{L}_{\mathcal{R}}(X, Y)$ is

$$
\mathrm{G}(T):=\{(x, y) \in \mathrm{X} \times \mathrm{Y}: x \in \mathrm{D}(T), y \in T x\} .
$$

The inverse of $T$ is the linear relation $T^{-1}$ given by $\mathrm{G}\left(T^{-1}\right):=\{(y, x) \in \mathrm{Y} \times \mathrm{X}:(x, y) \in \mathrm{G}(T)\}$. The subspaces $\mathrm{N}(T):=T^{-1}(0)$ and $\mathrm{R}(T):=T(\mathrm{D}(T))$ are called respectively the null space and the range space of $T$. We say that $T$ is surjective if $\mathrm{R}(T)=\mathrm{Y}$ and $T$ is injective if $\mathrm{N}(T)=\{0\}$. If $\mathrm{X}=\mathrm{Y}$, then we write $\mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{X})=\mathcal{L}_{\mathcal{R}}(\mathrm{X})$ and similarly $\mathcal{L}_{\mathcal{R D}}(\mathrm{X}, \mathrm{X})=\mathcal{L}_{\mathcal{R D}}(\mathrm{X})$ for short. For $S, T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y}), L \in \mathcal{L}_{\mathcal{R}}(\mathrm{Z}, \mathrm{Y})$ (where Z is a Banach space) and $\lambda \in \mathbb{C}$, the linear relations $T+S, \lambda S$ and $L T$ are respectively defined by $\mathrm{G}(T+S)=\{(x, y+z):(x, y) \in$ $\mathrm{G}(T),(x, z) \in \mathrm{G}(S)\}, \mathrm{G}(\lambda S)=\{(x, \lambda y):(x, y) \in \mathrm{G}(S)\}$ and $\mathrm{G}(L T)=\{(x, y):(x, z) \in \mathrm{G}(T),(z, y) \in \mathrm{G}(L)\}$. Hence, if $V \in \mathcal{L}_{\mathcal{R}}(\mathrm{X})$, the iterate $V^{n}, n \in \mathbb{N}$ of $V$ is defined as usual with $V^{0}=I$ and $V^{1}=V$. It is easy to show

[^0]that $\left(V^{-1}\right)^{n}=\left(V^{n}\right)^{-1}$, for all $n \in \mathbb{N}$. By the notation $S \subset T$ we mean that $\mathrm{D}(S) \subset \mathrm{D}(T)$ and $S x \subset T x$, for all $x \in \mathrm{D}(S)$. From [18] we recall that for $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X})$, the ascent, $\boldsymbol{a}(T)$, and the descent, $\boldsymbol{d}(T)$, of $T$ are defined by
\[

$$
\begin{aligned}
& \boldsymbol{a}(T):=\inf \left\{k \in \mathbb{N}: \mathrm{N}\left(T^{k+1}\right)=\mathrm{N}\left(T^{k}\right)\right\}, \\
& \boldsymbol{d}(T):=\inf \left\{k \in \mathbb{N}: \mathrm{R}\left(T^{k+1}\right)=\mathrm{R}\left(T^{k}\right)\right\},
\end{aligned}
$$
\]

where the infimum over the empty set is taken to be infinite. It is obvious to see that $T^{n}(0) \subset T^{n+1}(0)$, for all $n \in \mathbb{N}$. It is also well known that if $T^{n}(0)=T^{n+1}(0)$, for some non-negative integer $n$, then $T^{k}(0)=T^{n}(0)$, for every $k \geq n$. We say that $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X})$ has a trivial singular chain manifold if $\mathrm{R}_{c}(T)=\{0\}$, where

$$
\mathrm{R}_{c}(T)=\left[\bigcup_{i=1}^{\infty} \mathrm{N}\left(T^{i}\right)\right] \cap\left[\bigcup_{i=1}^{\infty} T^{i}(0)\right]
$$

Let $\lambda \in \mathbb{C}$, by [18, Lemma 7.1], we know that $\mathrm{R}_{c}(T)=\{0\}$ if and only if $\mathrm{R}_{c}(\lambda I-T)=\{0\}$. Hence, $\mathrm{R}_{c}(T)=\{0\}$ when $\lambda I-T$ is injective for some $\lambda \in \mathbb{C}$.

For a given linear relation $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$, we denote by $Q_{T}$ the quotient map from X onto $\mathrm{Y} / \overline{T(0)}$. We shall denote the linear relation $Q_{T} T$ by $Q T$. It is easy to see that $Q T$ is an operator. We define $\|T x\|=\|Q T x\|$, $x \in \mathrm{D}(T)$ and $\|T\|=\|Q T\|$. We say that $T$ is continuous if for each open set $\Omega \subset \mathrm{R}(T), T^{-1}(\Omega)$ is an open set in $\mathrm{D}(T)$ equivalently $\|T\|<+\infty$, bounded if it is continuous and everywhere defined, open if its inverse is continuous, and bounded below if it is injective and open. A linear relation $T$ is said to be closed if its graph is a closed subspace of $\mathrm{X} \times \mathrm{Y}$. It is well known (see [6]) that $T^{-1}$ is closed if and only if $T$ is closed if and only if $Q T$ is a closed operator and $T(0)$ is a closed subspace. If $T$ is closed, then $N(T)$ is closed. Recall also that if $T$ is closed and $D(T)=X$, then $T$ is bounded. The set of all bounded linear relations from $X$ to $Y$ is denoted by $\mathcal{B}_{\mathcal{R}}(X, Y)$ and the set of all everywhere defined closed linear relations from $X$ to $Y$ is denoted by $C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$, and as useful we write $\mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{X}):=\mathcal{B}_{\mathcal{R}}(\mathrm{X})$ and $C_{\mathcal{R D}}(\mathrm{X}, \mathrm{X}):=\mathcal{C}_{\mathcal{R D}}(\mathrm{X})$. It is not difficult to show that

$$
\mathcal{C}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})=\left\{T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y}): T(0) \text { is closed }\right\} \subset \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y}) \subset \mathcal{L}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})
$$

Also, it follows from [6, Proposition II.1.7, Corollary II.3.13] that if $T, S \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ and $L \in \mathcal{B}_{\mathcal{R}}(\mathrm{Y}, \mathrm{Z})$, then $S+T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ and $L T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Z})$. Let $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X})$ be a closed linear relation. The resolvent set of $T$ is defined by

$$
\varrho(T):=\{\lambda \in \mathbb{C}: \lambda I-T \text { is injective and surjective }\} .
$$

We know from [7, Lemma 3.1] that if $\varrho(T) \neq \emptyset$, then for every $n \in \mathbb{N}$, the linear relation $T^{n}$ is closed. Let M and N be a nonempty subset of X . We define the distance between M and $x \in \mathrm{X}$ by the formula

$$
\operatorname{dist}(\mathrm{M}, x):=\inf \{\|x-y\|: y \in M\}
$$

We shall also write $\operatorname{dist}(x, \mathrm{M})$, for the distance between $\{x\}$ and M . The reduced minimum modulus $\gamma(T)$ of $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ (see [6, Definition II.2.1]) is defined by

$$
\gamma(T):=\sup \{\lambda:\|T x\| \geq \lambda \operatorname{dist}(x, \mathrm{~N}(T)), \text { for } x \in \mathrm{D}(T)\} .
$$

Throughout this paper the symbol + denotes the direct sum of closed subspaces, i.e., $X_{0}=X_{1}+X_{2}$ if the linear space $X_{0}=X_{1}+X_{2}$ is closed and $X_{1} \cap X_{2}=\{0\}$. We shall say that $X_{1}$ is complemented in $X_{0}$ if there is a closed subspace $X_{2} \subseteq X_{0}$ such that $X_{0}=X_{1}+X_{2}$.

Using arguments similar to [1, Lemma 2.5] we can show the following lemma that will be needed in the sequel.

Lemma 1.1. Let $S, T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y}), L \in \mathcal{L}_{\mathcal{R}}(\mathrm{Z}, \mathrm{X})$ and $U \in \mathcal{L}_{\mathcal{R}}(\mathrm{Y}, \mathrm{Z})$, then

1) $(T+S) L \subset T L+S L$ with equality if $L(0) \subset N(T) \cup N(S)$.
2) $U(T+S)=U T+U S$ if $U$ is everywhere defined.

In this paper, $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is the Banach algebra of all bounded linear operators from X to Y and abbreviate $\mathscr{B}(\mathrm{X}, \mathrm{X})$ to $\mathscr{B}(\mathrm{X})$. We say that $T \in \mathcal{L}_{\mathcal{R} \mathcal{D}}(\mathrm{X}, \mathrm{Y})$ is $g_{1}$-invertible if $T S T=T$ and $S T(0)=\{0\}$ for some $S \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$. In this case, we say that $S$ is a $g_{1}$-inverse of $T$. The set of all $g_{1}$-invertible relations from $X$ into $Y$ is denoted by $\mathcal{R}_{g}^{1}(\mathrm{X}, \mathrm{Y})$. If $T \in \mathcal{R}_{g}^{1}(\mathrm{X}, \mathrm{Y})$, let

$$
\mathcal{G}_{1}(T)=\{S \in \mathscr{B}(\mathrm{Y}, \mathrm{X}): T S T=S \text { and } S T(0)=\{0\}\} .
$$

Let $T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ and $S \in \mathcal{G}_{1}(T)$, and set $S_{0}=S T S$. Then, it is easy to see that

$$
S_{0} \in \mathscr{B}(\mathrm{Y}, \mathrm{X}), T S_{0} T=T, S_{0} T S_{0}=S_{0} \text { and } S_{0} T(0)=\{0\}
$$

$S_{0}$ is called a $g_{1}^{2}$-inverse of $T$. Set

$$
\mathcal{G}_{1}^{2}(T)=\left\{S \in \mathscr{B}(\mathrm{Y}, \mathrm{X}): S \text { is a } g_{1}^{2} \text {-inverse of } T\right\} .
$$

The class $\mathcal{R}_{g}^{1}(\mathrm{X}):=\mathcal{R}_{g}^{1}(\mathrm{X}, \mathrm{X})$ was introduced and studied by I. Issaoui and M. Mnif in [13].
For $n \in \mathbb{N} \backslash\{0\}$, a bounded linear operator $S \in \mathscr{B}(\mathrm{X})$ is said to be a $g_{n}$-inverse of $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X})$, if

$$
T^{n} S T=T^{n} \text { and } S T(0)=\{0\}
$$

In this case we will say that $T$ is $g_{n}$-invertible. We denote

$$
\mathcal{R}_{g}^{n}(\mathrm{X})=\left\{T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X}): \exists S \in \mathscr{B}(\mathrm{X}) \text { such that } T^{n} S T=T^{n} \text { and } S T(0)=\{0\}\right\} .
$$

It is clear that $\mathcal{R}_{g}^{1}(\mathrm{X}) \subset \mathcal{R}_{g}^{n}(\mathrm{X}) \subset \mathcal{R}_{g}^{n+1}(\mathrm{X})$, for all $n \geq 1$. If $T \in \mathcal{R}_{g}^{n}(\mathrm{X})$, let

$$
\mathcal{G}_{n}(T):=\left\{S \in \mathscr{B}(\mathrm{X}): T^{n} S T=T^{n} \text { and } S T(0)=\{0\}\right\} .
$$

If $S$ is a $g_{n}$-inverse (resp. $g_{1}$-inverse) of $T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X})$ (resp. $T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ ), we note that $S^{\prime}:=$ STS is also a $g_{n}$-inverse (resp. $g_{1}$-inverse) of $T$. Notice that the first equality $T^{n} S T=T^{n}$ (resp. $T S T=T$ ) and $T(0)$ is complemented are sufficient conditions for $T$ to have a $g_{n}$-inverse (resp. $g_{1}$-inverse). Indeed, let $P$ be a linear projection with domain X (resp. Y) and kernel $T(0)$ and $L:=S P$. Since $P T$ is single valued, for all $x \in \mathrm{X}$ and $y \in T x$, we have $P y=P T x$ and

$$
T x=y+T(0)=P y+(I-P) y+T(0)=P T x+T(0)
$$

We denote by $B_{T}:=P T$, then

$$
T=B_{T}+T(0) \text { and } R\left(B_{T}\right) \cap T(0)=\{0\}
$$

If $m=n$ (resp. $m=1$ ), by Lemma 1.1, we have $L T(0)=\{0\}$ and

$$
\begin{aligned}
T^{m} & =T^{m} S(P T+T(0)) \\
& =T^{m} L T+T^{m} S T(0) \\
& =T^{m} L T+T^{m}(0) \\
& =T^{m} L T .
\end{aligned}
$$

From [11, 12] recall that a linear relation $T \in \mathcal{L}_{\mathcal{R D}}(X)$ is said to be Drazin invertible of degree $n \in \mathbb{N}$ if there exists $S \in \mathscr{B}(\mathrm{X})$ such that

$$
T^{n+1} S=T^{n}+T^{n+1}(0), \quad S T S=S, \quad T S=S T+T(0)
$$

Hence, Lemma 1.1 implies that $T^{n+1} S T=T^{n+1}$, and as $S T(0)=S T S(0)=S(0)=\{0\}$, we obtain that $T$ is $g_{n+1}$-invertible. We note also that if $T \in C_{\mathcal{R D}}(X)$ is Drazin invertible of degree $n \geq 1$ such that $\varrho(T) \neq \emptyset$, then by [16, Lemma 3], we have $T$ has a $g_{n}$-inverse.

Example 1.2. Let $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X})$ be such that $T^{n+1}=T^{n}$, for some $n \in \mathbb{N} \backslash\{0\}$.

1) If $\|T\|<+\infty$ and $T^{n}(0)$ is complemented, then $T \in \mathcal{R}_{g}^{n}(X)$. Indeed, let $S:=P T^{n}$, where $P$ is a linear projection with domain X and kernel $T^{n}(0)$. For $x \in \mathrm{X}$, we note that $T^{n}(I-P) x \subset T^{2 n}(0)=T^{n}(0)$, and so

$$
T^{n} x=T^{n} P x+T^{n}(I-P) x=T^{n} P x, \quad \forall x \in \mathrm{X} .
$$

It is easy to see that $S \in \mathscr{B}(\mathrm{X}), S T(0)=\{0\}$ and

$$
T^{n}=T^{2 n+1}=T^{n} S T
$$

i.e., $S$ is a $g_{n}$-inverse of $T$.
2) If $T$ is closed and $\varrho(T) \neq \emptyset$, then $T \in \mathcal{R}_{g}^{n}(X)$. Indeed, since $T$ has finite ascent and descent, then [11, Theorem 2.10] shows that $T \in \mathcal{R}_{g}^{n}(X)$.

Example 1.3. Let H be a Hilbert space and $T \in C_{\mathcal{R D}}(\mathrm{H})$ be a partial isometry (see [10, Definition 3.1]). We denote by $T^{*}$ the adjoint of $T$ and $P$ the orthogonal projection onto the orthogonal subspace of $T(0)$ in H . From [10, Theorem 3.3], we have $T^{\star}:=T^{*} P$ is a $g_{n}$-inverse of $T$, for all $n \geq 1$.

The concept of the $g_{1}$-inverse of bounded linear operators or of linear relations in a Banach space, and even on a Banach algebra, were introduced and investigated by several authors, for instance, [3-5,13$15,19,20$ ] among others. Furthermore, if $T \in \mathcal{R}_{g}^{n}(X)$ is an operator, then we find the case of $n$-left pseudogeneralized invertible operator introduced by Lahmar and the second author in [17]. The motivation of this paper is to explore new additive properties of the $g_{1}$-inverse for linear relations in Banach spaces. In addition to some results of these last articles are extended to the case of $g_{n}$-invertible linear relations.

The paper is organized as follows. In the next section some basic properties and many results related to the concepts of $g_{1}$-invertible for bounded operators on a Banach space are extended to the case of closed linear relations everywhere defined. In particular, we give a sufficient condition for an everywhere defined linear relation to have a $g_{1}$-inverse. In the third section, we study some results and characterizations of $g_{n}$-invertible and Fredholm linear relations. Also, we are concerned with the stability of the $g_{n}$-invertible linear relations, under perturbations by compact relations. Part of the results proved in this paper improve and generalize some results known for $g_{n}$-invertible bounded operator [4, 14, 17, 19].

## 2. Some basic properties

We start this section with the following remark.
Remark 2.1. Let $T \in \mathcal{R}_{g}^{n}(\mathrm{X})$, for some $n \in \mathbb{N} \backslash\{0\}$ and $S$ be a $g_{n}$-inverse of $T$ such that $\|S T\|<1$, then $\left\|T^{n}\right\|=0$. Indeed, if $S=0$, the result is obvious. Now, if $0<\|S T\|<1$ and as $S T(0)=\{0\}$, we have $I-S T$ is invertible. It follows that $\mathrm{R}\left(T^{n}\right)=\mathrm{R}\left[T^{n}(I-S T)\right]=\mathrm{R}\left(T^{n}-T^{n} S T\right)=T^{n}(0)$. Hence, if $x \in \mathrm{X}$ and $y \in T^{n}(x) \subset T^{n}(0)$, then $T^{n}(x)=y+T^{n}(0)=T^{n}(0)$.

The next lemma is used to prove Theorem 2.3.
Lemma 2.2. Let $T, S \in C_{\mathcal{R D}}(X, Y)$ be such that $S(0)=T(0)$. If $\mathrm{N}(S)$ is complemented and $\mathrm{R}(T) \subset \mathrm{R}(S)$, then there exists $C \in \mathscr{B}(X)$ such that $T=S C$. Moreover if $T^{2}(0)=T(0)$, then $C T(0)=\{0\}$.

Proof. Let $\mathrm{M} \subset \mathrm{X}$ be such that $\mathrm{X}=\mathrm{M}+\mathrm{N}(S)$. Let $x \in \mathrm{X}$ and $y \in T x$, and as $y \in \mathrm{R}(S)$, then there exists $z \in \mathrm{M}$ such that $y \in S(z)$. Set $C(x)=z$, then

$$
T x=y+T(0)=y+S(0)=S(z)=S C x
$$

and it remains only to prove that $C$ is bounded. Since $C$ is defined on all of $X$, to do this it suffices to show that $C$ has a closed graph.

If $\left\{\left(x_{n}, z_{n}\right)\right\}_{n \in \mathbb{N}}$ is a sequence of elements each in the graph of $C$ so that $\left(x_{n}, z_{n}\right) \xrightarrow[n \rightarrow+\infty]{ }(x, z)$, then $\lim _{n \rightarrow+\infty} Q T x_{n}=Q T x$ and $\lim _{n \rightarrow+\infty} Q S z_{n}=Q S z$. Thus, $T x=S z$ and further, because M is closed, it follows that $z \in \mathrm{M}$ so that $C x=z$. Hence $C$ has been shown to be bounded. Now, if $T^{2}(0)=T(0)$ and $x \in T(0)$, then $T(x) \subset T^{2}(0)=S(0)$, this implies that $C(x)=0$. Consequently, $C T(0)=\{0\}$, when $T^{2}(0)=T(0)$. This completes the proof of the lemma.

Theorem 2.3. Let $T \in C_{\mathcal{R D}}(X)$ be such that $\boldsymbol{d}(T)<+\infty$ and $T^{m}(0)=T^{m+1}(0)$, for some $m \in \mathbb{N}$. If $N\left(T^{n}\right)$ is complemented and $T^{n}(0)$ is closed, for some $n \geq \max \{m, \boldsymbol{d}(T)\}+1$, then $T \in \mathcal{R}_{g}^{1}$.

Proof. First of all, we see that $T^{n-1}(0)=T^{n}(0)$ is closed, and so $T^{n-1}, T^{n} \in C_{\mathcal{R D}}(X)$. Since $R\left(T^{n-1}\right) \subset \mathrm{R}\left(T^{n}\right)$ and $T^{2(n-1)}(0)=T^{n-1}(0)$, it follows from Lemma 2.2 that there exists $C \in \mathscr{B}(\mathrm{X})$ such that $T^{n-1}=T^{n} C$ and $C T(0)=\{0\}$. This leads to $T^{n}=T^{n} C T$.

For bounded operators in Banach spaces, Proposition 2.4 was proved in [4, Theorem 1].
Proposition 2.4. Let $T \in \mathcal{C}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$.

1) If $R(T)$ and $N(T)$ are both complemented, then $T$ has a $g_{1}$-inverse. In particular, every Fredholm relation has a $g_{1}$-inverse.
2) If $T$ has a $g_{1}$-inverse $S$ such that $R_{c}(T S)=\{0\}$, then $R(T)$ and $N(T)$ are both complemented.
3) If $T$ is $g_{1}$-invertible such that $T(0)$ is complemented, then $R(T)$ and $N(T)$ are both complemented.

Proof. 1) $Y=R(T)+M, X=N(T)+N$ and $P$ (resp. $Q$ ) is a linear projection with domain $Y$ (resp. $X$ ), range $\mathrm{R}(T)$ (resp. N ) and kernel M (resp. $\mathrm{N}(T)$ ). We note that if $y \in T\left(x_{1}\right) \cap T\left(x_{2}\right)$, then $x_{1}-x_{2} \in \mathrm{~N}(T)$, and so $Q\left(x_{1}\right)=Q\left(x_{2}\right)$. Hence, we consider the following operator linear

$$
\begin{array}{cl}
S_{1}: \mathrm{R}(T) & \longrightarrow \mathrm{X} \\
y & \longmapsto Q T^{-1} y=Q(x), \text { with } y \in T(x) .
\end{array}
$$

Put $S:=S_{1} P$, from [6, Theorem II.2.5], we get $\|S\| \leq \frac{\|Q\|\|P\|}{\gamma(T)}$. As $S T(0)=S_{1} T(0)=\{0\}$ and $T S T x=T S_{1} T x=$ $T Q(x)=T x$, for all $x \in \mathrm{X}$, we conclude that $S$ is a $g_{1}$-inverse of $T$.
2) Since

$$
\mathrm{N}(T) \subset \mathrm{N}(S T) \subseteq \mathrm{N}(T S T)=\mathrm{N}(T)
$$

and $(S T)^{2}=S T$, then $\mathrm{X}=\mathrm{R}(S T)+\mathrm{N}(T)$. Now, let $S^{\prime}=S T S$, it is clear that $S^{\prime} T S^{\prime}=S^{\prime}, T S^{\prime} T=T$ and $T S^{\prime}=T S$. This gives that $\left(T S^{\prime}\right)^{2}=\left(T S^{\prime}\right)$ and $Y=R\left(T S^{\prime}\right)+\mathrm{N}\left(T S^{\prime}\right)$ according to [18, Theorem 5.8]. On the other hand, since

$$
\begin{gathered}
\mathrm{R}(T)=\mathrm{R}\left(T S^{\prime} T\right) \subset \mathrm{R}\left(T S^{\prime}\right) \subset \mathrm{R}(T) \\
\mathrm{N}\left(S^{\prime}\right) \subset \mathrm{N}\left(T S^{\prime}\right) \subset \mathrm{N}\left(S^{\prime} T S^{\prime}\right)=\mathrm{N}\left(S^{\prime}\right)
\end{gathered}
$$

it follows that $\mathrm{Y}=\mathrm{R}(T)+\mathrm{N}\left(S^{\prime}\right)$.
3) follows from [13, Lemma 2.3]. This completes the proof.

The following lemma is important for future use.
Lemma 2.5. Let $n \in \mathbb{N} \backslash\{0\}$ and $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X})$ be such that $\|T\|<+\infty$. Then

$$
T^{n} \in \mathcal{R}_{g}^{1}(\mathbf{X}) \Longrightarrow T \in \mathcal{R}_{g}^{n}(\mathbf{X})
$$

Proof. Let $L \in \mathscr{B}(\mathrm{X})$ be such that $T^{n} L T^{n}=T^{n}$ and $L T^{n}(0)=\{0\}$. Let $S:=L T^{n-1}$, we have $\|S\|<+\infty$, $S(0) \subset S T(0)=L T^{n}(0)=\{0\}$ and $T^{n} S T=T^{n} L T^{n}=T^{n}$.

Corollary 2.6. Let $T \in C_{\mathcal{R D}}(X)$ be such that $T^{n}(0)$ is closed, for some $n \in \mathbb{N} \backslash\{0\}$. If $R\left(T^{n}\right)$ and $N\left(T^{n}\right)$ are both complemented, then $T$ has a $g_{n}$-inverse.

Proof. First, we note that $T^{n} \in C_{\mathcal{R D}}(X)$, because $T^{n} \in \mathcal{B}_{\mathcal{R}}(X)$ and $T^{n}(0)$ is closed. Therefore Proposition 2.4 and Lemma 2.5 imply that $T \in \mathcal{R}_{g}^{n}(\mathrm{X})$.

Recall that if $S, T \in \mathscr{B}(\mathrm{X})$ and $n \in \mathbb{N} \backslash\{0\}$, then $I-S T \in \mathcal{R}_{g}^{n}(\mathrm{X})$ if and only if $I-T S \in \mathcal{R}_{g}^{n}(\mathrm{X})$ (see [17, Proposition 2.10] and [4, Section 6, P. 26]). The objective of the following proposition is to prove that this result remains valid if $T \in C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ and $S \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ such that $S T(0)=\{0\}$ and $T(0)$ is complemented.

Proposition 2.7. Let $T \in C_{\mathcal{R D}}(X, Y)$ and $S \in \mathscr{B}(Y, X)$ be such that $S T(0)=\{0\}$. For all $n \in \mathbb{N} \backslash\{0\}$, we have

$$
I-T S \in \mathcal{R}_{g}^{n}(\mathrm{Y}) \Longrightarrow I-S T \in \mathcal{R}_{g}^{n}(\mathrm{X})
$$

$$
\left\{\begin{array}{c}
T(0) \text { is complemented } \\
\text { and } \\
I-S T \in \mathcal{R}_{g}^{n}(\mathrm{X})
\end{array} \Longrightarrow I-T S \in \mathcal{R}_{g}^{n}(\mathrm{Y})\right.
$$

Proof. First, it is shown that

$$
\begin{equation*}
(I-T S)^{n}(0)=T(0), \quad \forall n \in \mathbb{N} \backslash\{0\} \tag{*}
\end{equation*}
$$

Assume that $(I-T S)^{n}(0)=T(0)$. It will be shown that $(I-T S)^{n+1}(0)=T(0)$, and then, the equality will follow by induction. Since

$$
T(0)=(I-T S)(0) \subset(I-T S)^{n+1}(0) \subset(I-T S) T(0) \subset T(0)-T S T(0)=T(0)
$$

we obtain $(I-T S)^{n+1}(0)=T(0)$, which implies $(*)$. Now we will show that

$$
\begin{equation*}
(I-T S)^{n}=\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k}, \quad \forall n \in \mathbb{N} \backslash\{0\} \tag{**}
\end{equation*}
$$

We proceed by induction, clearly $(I-T S)^{j}=\sum_{k=0}^{j} C_{j}^{k}(-1)^{k}(T S)^{k}$, for $j=1$. Suppose we have shown its validity for $1 \leq j \leq n$. Then, we can complete the proof of (**) by showing

$$
(I-T S)^{n+1}=\sum_{k=0}^{n+1} C_{n+1}^{k}(-1)^{k}(T S)^{k}
$$

Let $V:=I+T(0)$, it is clear that $\mathrm{N}(V)=T(0)$, and as $(I-T S)^{n}(0) \subset \mathrm{N}(V)$, by Lemma 1.1, we obtain

$$
\begin{aligned}
(I-T S)^{n+1} & =(V-T S)(I-T S)^{n}=V(I-T S)^{n}-T S(I-T S)^{n} \\
& =(I-T S)^{n}+T(0)-T S \sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} \\
& =\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k}+\sum_{k=0}^{n} C_{n}^{k}(-1)^{k+1}(T S)^{k+1} \\
& =\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k}+\sum_{k=1}^{n+1} C_{n}^{k-1}(-1)^{k}(T S)^{k} \\
& =I+\sum_{k=1}^{n}\left(C_{n}^{k}+C_{n}^{k-1}\right)(-1)^{k}(T S)^{k}+(-1)^{n+1}(T S)^{n+1} \\
& =I+\sum_{k=1}^{n} C_{n+1}^{k}(-1)^{k}(T S)^{k}+(-1)^{n+1}(T S)^{n+1} \\
& =\sum_{k=0}^{n+1} C_{n+1}^{k}(-1)^{k}(T S)^{k} .
\end{aligned}
$$

- Let $W$ be a $g_{n}$-inverse of $(I-T S)$ and $A:=(I-T S)^{n}-(I-T S)^{n} W(I-T S)$. Since $W T(0)=W(I-T S)(0)=\{0\}$, then it follows from $(*),(* *)$ and Lemma 1.1 that

$$
A=\underbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k}}_{F_{1}}-\underbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} W}_{F_{2}}+\underbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} W T S}_{F_{3}}=T(0)
$$

However, if we set $B=(I-S T)^{n}(I+S W T)(I-S T)$, then

$$
B=(I-S T)^{n}+\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} S W\right) T-\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k+1}-\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} S W T S\right) T
$$

On the other hand, we have

$$
\begin{aligned}
&\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} S W\right) T=\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k} S(S T)^{k} W\right) T=S F_{2} T \\
& \sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k+1}=\sum_{k=0}^{n} C_{n}^{k}(-1)^{k} S(T S)^{k} T \\
&=S\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} T\right) \\
&=S F_{1} T, \text { because } T(0) \subset \mathrm{N}\left[(T S)^{k}\right], \forall 1 \leq k \leq n
\end{aligned}
$$

and

$$
\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} S W T S\right) T=\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k} S(T S)^{k} W T S\right) T=S F_{3} T
$$

This implies that

$$
B=(I-S T)^{n}+S F_{2} T-S F_{1} T-S F_{3} T=(I-S T)^{n}-S A T .
$$

Therefore, since $S A T=S T(0)=\{0\}$, we infer that $I+S W T$ is a $g_{n}$-inverse of $(I-S T)$.

- Let $W$ be a $g_{n}$-inverse of $(I-S T)$ and $A:=(I-S T)^{n}-(I-S T)^{n} W(I-S T)$. It is clear that

$$
A=\underbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k}}_{F_{1}}-\underbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} W}_{F_{2}}+\underbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} W S T}_{F_{3}}=0 .
$$

Let $B_{T}:=P T$, where $P$ is a linear projection with domain Y and kernel $T(0)$, then $B_{T}$ is a bounded operator. We consider $B=(I-T S)^{n}\left(I+B_{T} W S\right)(I-T S)$, from (**), we get

$$
\begin{aligned}
B=(I-T S)^{n}+ & \overbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} B_{T} W S}^{G_{1}}-\overbrace{\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k}\right) T S}^{G_{2}} \\
& -\overbrace{\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} B_{T} W S T S}^{G_{3}} .
\end{aligned}
$$

Since $(T S)^{k} B_{T}=(T S)^{k} B_{T}+T(0)=(T S)^{k}\left(B_{T}+T(0)\right)=(T S)^{k} T$ and $T(0) \subset \mathrm{N}\left[(T S)^{k}\right]$, for all $k \geq 1$, we deduce that

$$
G_{1}=T\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} W\right) S=T F_{2} S, \quad G_{3}=T\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k} W S T\right) S=T F_{3} S
$$

$$
G_{2}=\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(T S)^{k} T\right) S=T\left(\sum_{k=0}^{n} C_{n}^{k}(-1)^{k}(S T)^{k}\right) S=T F_{1} S .
$$

Consequently,

$$
B=(I-T S)^{n}+T\left(F_{2}-F_{3}-F_{1}\right) S=(I-T S)^{n}-T A S=(I-T S)^{n}+T(0)=(I-T S)^{n}
$$

and so
$(* * *) \quad(I-T S)^{n}\left(I+B_{T} W S\right)(I-T S)=(I-T S)^{n}$.
Since $(I-T S)^{n}(0)=T(0)$ and $(I-T S)^{n}(I-P) \subset(I-T S)^{n} T(0)=T(0)$, we obtain

$$
(I-T S)^{n}=(I-T S)^{n} P+(I-T S)^{n}(I-P)+T(0)=(I-T S)^{n} P+T(0)=(I-T S)^{n} P
$$

Therefore from $(* * *), L:=P\left(I+B_{T} W S\right) \in \mathscr{B}(\mathrm{Y})$ is a $g_{n}$-inverse of $(I-T S)$, since $L(I-T S)(0) \subset P(T(0)-$ $\left.B_{T} W S T(0)\right)=\{0\}$. This completes the proof.

The nullity and the defect of a linear relation $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ are defined by $\alpha(T)=\operatorname{dim} \mathrm{N}(T)$ and $\beta(T)=\operatorname{dim} \mathrm{Y} / \mathrm{R}(T)$, respectively. Let $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ be a closed relation. Recall that $T$ is said to be upper semi-Fredholm if $T$ has closed range and $\alpha(T)<+\infty$, and $T$ is said to be lower semi-Fredholm if $\beta(T)<+\infty$. If $T$ is upper or lower semi-Fredholm we say that $T$ is semi-Fredholm, and we denote by $\Phi_{ \pm}$the class of all semi-Fredholm relations. For $T \in \Phi_{ \pm}$we define the index of $T$ by

$$
\operatorname{ind}(T)=\alpha(T)-\beta(T)
$$

A closed linear relation $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ is Fredholm if $\max \{\alpha(T), \beta(T)\}<+\infty$. We denote by $\Phi\left(\operatorname{resp} . \Phi_{+}, \Phi_{-}\right)$ the class of all Fredholm (resp. upper semi-Fredholm, lower semi-Fredholm) relations. In the sequel, we denote by $\mathcal{R}_{g}^{1}:=\mathcal{R}_{g}^{1}(\mathrm{X}, \mathrm{Y})$ or $\mathcal{R}_{g}^{1}(\mathrm{X}, \mathrm{X})$ and $\mathcal{R}_{g}^{n}:=\mathcal{R}_{g}^{n}(\mathrm{X})$, for all $n \geq 2$.

Corollary 2.8. Let $T \in \mathcal{R}_{g}^{n}$, for some $n \in \mathbb{N} \backslash\{0\}$ be such that $\alpha(T)<+\infty$. If $S$ is a $g_{n}$-inverse of $T$, then

1) $I-S T \in \mathcal{R}_{g}^{1}, T \in \Phi_{+}, S \in \Phi_{-}, S T$ is a Drazin invertible,
2) $T S$ is a Drazin invertible, whenever $T(0)=\{0\}$,
3) I-TS $\in \mathcal{R}_{g}^{1}$, whenever $T(0)$ is complemented.

Proof. We see that $T^{n}(I-S T)=T^{n}(0)$, this implies that $\mathrm{R}(I-S T) \subset \mathrm{N}\left(T^{n}\right)$. Therefore [18, Lemma 5.4] shows that $\operatorname{dim} \mathrm{R}(I-S T)<+\infty$, and so [14, Theorem 6.3.4] implies that $I-S T \in \mathcal{R}_{g}^{1}$. Now, by using [6, Theorem V.8.5], we obtain $S T \in \Phi$, and so $\beta(S)<+\infty$ and [6, Proposition V.2.16] shows that $T \in \Phi_{+}$. Now, Proposition 2.7 gives that $I-T S \in \Omega_{1}^{\ell}$, when $T(0)$ is complemented.

Since $\boldsymbol{a}(S T)=\boldsymbol{a}(I-(I-S T))<+\infty$ and $\boldsymbol{d}(S T)=\boldsymbol{d}(I-(I-S T))<+\infty$, then $S T$ is a Drazin invertible. Hence, if $T$ is an operator, [2, Theorem 1.124] proves that $T S$ is also Drazin invertible. This completes the proof.

The following lemma extends [4, Section 6, P. 25] and [17, Lemma 3.1] to the case of bounded linear relations.

Lemma 2.9. Let $T \in \mathcal{B}_{\mathcal{R}}(\mathrm{X}, \mathrm{Y})$ and $n \in \mathbb{N} \backslash\{0\}$, then

$$
T \in \mathcal{R}_{g}^{m} \Longleftrightarrow\left\{\begin{array}{c}
\exists S \in \mathscr{B}(\mathrm{Y}, \mathrm{X}) \text { such that } S T(0)=\{0\} \\
\text { and } \\
T^{m} S T-T^{m} \in \mathcal{R}_{g}^{1}
\end{array}\right.
$$

where $m=n$ if $\mathrm{X}=\mathrm{Y}$ and $m=1$ when $\mathrm{X} \neq \mathrm{Y}$.

Proof. If $T \in \mathcal{R}_{g}^{m}$ and $S$ is a $g_{m}$-inverse of $T$, then $T^{m} S T-T^{m}=T^{m}(0) \in \mathcal{R}_{g}^{1}$ and $S T(0)=\{0\}$. Conversely, since $T^{m} S T-T^{m} \in \mathcal{R}_{g}^{1}$, then there exists a bounded operator $L$ such that

$$
T^{m} S T-T^{m}=\left(T^{m} S T-T^{m}\right) L\left(T^{m} S T-T^{m}\right)
$$

and

$$
L T^{m}(0)=L\left(T^{m} S T-T^{m}\right)(0)=\{0\} .
$$

Since $T(0) \subset N(S) \subset N\left(T^{m} S\right)$, it follows from Lemma 1.1 that

$$
T^{m}=T^{m} S T-\left(T^{m} S T-T^{m}\right) L\left(T^{m} S T-T^{m}\right)=T^{m}\left(S-(S T-I) L\left(T^{m} S-T^{n-1}\right)\right) T
$$

and as $\left(S-(S T-I) L\left(T^{m} S-T^{m-1}\right)\right)(0)=-(S T-I) L T^{m}(0)=\{0\}$, we deduce that $T \in \mathcal{R}_{g}^{m}$. This completes the proof of Lemma 2.9.

In the sequel, we will need the following three lemmas.
Lemma 2.10. Let $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ be such that $T(0)$ is closed.

1) If $Q T \in \mathcal{R}_{g}^{1}$, then $T \in \mathcal{R}_{g}^{1}$.
2) If $T(0)$ is complemented, then

$$
T \in \mathcal{R}_{g}^{1} \Longleftrightarrow B_{T} \in \mathcal{R}_{g}^{1} \Longleftrightarrow Q T \in \mathcal{R}_{g}^{1}
$$

Proof. 1) Let $S: \mathrm{Y} / T(0) \longrightarrow \mathrm{Y}$ be a bounded operator such that $Q T S Q T=Q T$. Therefore

$$
Q_{T} T=Q_{T}\left(T\left(S Q_{T}\right) T\right) \Longrightarrow T\left(S Q_{T}\right) T-T \subset T(0),
$$

this shows that $T=T+T\left(S Q_{T}\right) T-T=T(S Q) T$, and as $S Q_{T} T(0)=\{0\}$, we deduce that $S Q_{T}$ is a $g_{1}$-inverse of T.
2) From the proof of [13, Lemma 2.1], we have

$$
T \in \mathcal{R}_{g}^{1} \Longleftrightarrow B_{T} \in \mathcal{R}_{g}^{1}
$$

Assume now that $T \in \mathcal{R}_{g}^{1}$ and let $S$ be a $g_{1}$-inverse of $T$. We consider the linear application

$$
\begin{array}{rll}
\pi: ~ & \mathrm{Y} / T(0) & \longrightarrow \\
\bar{x} & \longmapsto P x \\
& \longmapsto P
\end{array}
$$

where $P$ is a linear projection with domain Y and kernel $T(0)$. We note that

$$
Q T S \pi Q T=Q T S P T=Q T S(P T+T(0))=Q_{T}(T S T)=Q T,
$$

and therefore $Q T \in \mathcal{R}_{g}^{1}$. The proof is completed.
A linear relation $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ is called compact if $Q T$ is a compact operator (see [6, Definition V.1.1]). It is clear that if $T \in C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ such that $\operatorname{dim} \mathrm{R}(T) / T(0)<+\infty$, then $T$ is compact. Notice that an everywhere defined linear relation, that is compact, is necessary bounded, see [6, Corollary V.2.3].

Lemma 2.11. Let $T, S \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ be compacts, $U \in \mathcal{B}_{\mathcal{R}}(\mathrm{Y}, \mathrm{Z})$ and $V \in \mathcal{L}_{\mathcal{R D}}(\mathrm{Z}, \mathrm{X})$ be a linear relation with a bounded selection, then $T+S, U T$ and $T V$ are compacts.

Proof. From [6, Proposition IV.2.12, Theorem V.2.2, Proposition V.2.10], we have $T+S$ and $U T$ are compacts. Let $A$ be a bounded selection of $V$. Then $V=A+V-V$, and by Lemma 1.1, we get $T V=T A+(T V-T V)$. On one hand, since $A$ is a bounded operator, it follows from [6, Proposition V.2.12] that $T A$ is compact, and as $T V-T V$ is compact, we obtain $T V=T A+(T V-T V)$ is compact. This completes the proof.

The following lemma follows immediately from [6, Theorem V.5.12, Corollary V.711].

Lemma 2.12. Let $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X})$ be compact.

1) $\lambda I-T \in \Phi_{-}$, for all $\lambda \in \mathbb{C} \backslash\{0\}$.
2) If $\operatorname{dim} T(0)<+\infty$, then $\lambda I-T \in \Phi_{+}$, for all $\lambda \in \mathbb{C} \backslash\{0\}$.

We know from [14, Theorem 6.3.4, Theorem 6.8.5] that every finite rank operator is $g_{1}$-invertible, and a compact operator is $g_{1}$-invertible if and only if it is of finite rank. The following theorem extends this result to linear relations.

Theorem 2.13. Let $T \in C_{\mathcal{R D}}(X)$ and $n \in \mathbb{N} \backslash\{0\}$.

1) If $\operatorname{dim} R\left(T^{n}\right) / T^{n}(0)<+\infty$ and $T^{n}(0)$ is closed, then $T$ has a $g_{n}$-inverse.
2) Suppose that $T$ is compact. If $T$ has a $g_{n}$-inverse, then $\operatorname{dim} \mathrm{R}\left(T^{n}\right) / T^{n}(0)<+\infty$.

Proof. 1) First, we note from Lemma 2.10 and [14, Theorem 6.3.4] that $T^{n} \in \mathcal{R}_{g}^{1}$. Therefore by the proof of Corollary 2.6, we obtain $T \in \mathcal{R}_{g}^{n}$.
2) Let $S$ be a $g_{n}$-inverse of $T$. As $T$ is a compact relation, then by Lemma 2.11, $S T$ is a bounded compact operator, and hence $I-S T$ is Fredholm. Now, since $R(I-S T) \subset N\left(T^{n}\right)$, we have

$$
\operatorname{dim} \mathrm{R}\left(T^{n}\right) / T^{n}(0)=\operatorname{dim} \mathrm{X} / \mathrm{N}\left(T^{n}\right) \leq \beta(I-S T)<+\infty
$$

This completes the proof.
Corollary 2.14. Let $n \in \mathbb{N} \backslash\{0\}$ and $T \in C_{\mathcal{R D}}(X)$ be such that $\operatorname{dim} R\left(T^{n}\right)<+\infty$, then $T$ has a $g_{n}$-inverse.
Proof. Since $\operatorname{dim} T^{n}(0) \leq \operatorname{dim} R\left(T^{n}\right)<+\infty$ and $\left\|T^{n}\right\|<+\infty$, then $T^{n} \in \mathcal{C}_{\mathcal{R D}}(\mathrm{X})$. Therefore by Theorem 2.13, we have $T \in \mathcal{R}_{g}^{n}$.
Theorem 2.15. If $T \in C_{\mathcal{R D}}(X)$ has a $g_{n}$-inverse compact, for some $n \in \mathbb{N} \backslash\{0\}$, we have $\operatorname{dim} R\left(T^{n}\right) / T^{n}(0)<+\infty$.
Proof. Let $S \in \mathscr{B}(\mathrm{X})$ be compact such that $T^{n} S T=T^{n}$ and $S T(0)=\{0\}$. Since $S T$ is a compact operator according to Lemma 2.11, from the proof of Theorem 2.13, we deduce that $\operatorname{dim} R\left(T^{n}\right) / T^{n}(0)<+\infty$.

By a similar argument to the one in the proof of Theorems 2.13 and 2.15, we obtain :
Theorem 2.16. Let $T \in \mathcal{C}_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$.

1) If $\operatorname{dim} R(T) / T(0)<+\infty$, then $T$ has a $g_{1}$-inverse.
2) Let $S$ be a $g_{1}$-inverse of $T$. If $T$ or $S$ is compact, then $\operatorname{dim} R(T) / T(0)<+\infty$.

## 3. Semi-Fredholm and $g_{n}$-invertible linear relations

This section focuses on some properties of $g_{n}$-invertible and semi-Fredholm operators from $X$ to $Y$. These properties are an extension of similar properties obtained in [4] for the class of bounded operators acting on a Banach space.

We start this section with the following lemma.
Lemma 3.1. Let $T \in \mathcal{L}_{\mathcal{R D}}(\mathrm{X})$ and M be a subspace of X . If $\operatorname{dim} \mathrm{M}<+\infty$, then

$$
\operatorname{dim} T(\mathrm{M}) / T(0)<+\infty
$$

Proof. Let $A$ be a selection of $T$, then $T(\mathrm{M})=A(\mathrm{M})+T(0)$. Therefore

$$
\operatorname{dim} T(\mathrm{M}) / T(0)=\operatorname{dim}(A(\mathrm{M})+T(0)) / T(0) \leq \operatorname{dim} A(\mathrm{M})<+\infty
$$

What needed to be demonstrated.

Theorem 3.2. Let $T \in C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ and $S \in C_{\mathcal{R D}}(\mathrm{Y}, \mathrm{Z})$ be such that $S T \in \Phi$. Then

1) $T$ has a $g_{1}$-inverse,
2) $S$ has a $g_{1}$-inverse whenever $T(0)=\{0\}$,
3) $S$ has a $g_{1}$-inverse whenever $T$ has a continuous selection and $S T(0)=\{0\}$.

Proof. 1) First, we have $S T \in C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Z})$, because $S T(0)$ is closed and $\|S T\|<+\infty$. Since $\operatorname{STUST}=S T$ and $U S T(0)=\{0\}$, for some $U \in \mathscr{B}(Z, X)$, then $S T(U S T-I)=S T(0)$, and so $\operatorname{dim} R(U S T-I) \leq \operatorname{dim} N(S T)<+\infty$. Then it follows by Lemma 3.1 that $\operatorname{dim} \mathrm{R}(T U S T-T) / T(0)<+\infty$. Let $L:=T U S T-T$, we have $L(0)=T(0)$ is closed and $\|Q L\|<+\infty$, and hence $L \in C_{\mathcal{R D}}(\mathrm{X})$. Now, Theorem 2.16 implies that $T U S T-T \in \mathcal{R}_{g}^{1}$. Let $S^{\prime}:=U S$, since $\left\|S^{\prime}\right\|<+\infty, S^{\prime}(0) \subset S^{\prime} T(0)=U S T(0)=\{0\}$, we infer by Lemma 2.9 that $T \in \mathcal{R}_{g}^{1}$.
2) and 3) Since $(S T U-I) S T=S T(0)$, then $R(S T) \subset N(S T U-I)$, and so

$$
\operatorname{dim} \mathrm{R}(S T U-I) / S T(0)=\operatorname{dim} \mathrm{Z} / \mathrm{N}(S T U-I) \leq \beta(S T)<+\infty
$$

We note that

$$
S T U(0) \subset S T U S(0) \subset S T U S T(0)=S T(0)=S T U(0),
$$

this gives that $S(0) \subset \mathrm{N}(S T U)$ and $S T U S(0)=S T(0)$. Therefore

$$
\operatorname{dim} \mathrm{R}[Q(S T U S-S)]=\operatorname{dim} \mathrm{R}[(S T U-I) S] / S T(0) \leq \operatorname{dim} \mathrm{R}(S T U-I) / S T(0)<+\infty,
$$

and STUS $-S \in C_{\mathcal{R D}}(\mathrm{Y}, \mathrm{Z})$, because $(S T U S-S)(0)=S T(0)$ is closed and $\|S T U S-S\|<+\infty$, and hence Theorem 2.16 implies that $S T U S-S \in \mathcal{R}_{g}^{1}$. Now, we can deduce from Lemma 2.9 that $S \in \mathcal{R}_{g}^{1}$, when $T$ is an operator. Finally, if $T$ has a continuous selection $A$ and $S T(0)=\{0\}$, then $S A U S-S=S T U S-S \in \mathcal{R}_{g}^{1}$ and $S \in \mathcal{R}_{g}^{1}$. This completes the proof.

Corollary 3.3. Let $T \in C_{\mathcal{R D}}(X)$ and $S \in C_{\mathcal{R D}}(X, Y)$ be such that $S T \in \Phi$, then $T$ has a $g_{n}$-inverse, for all $n \geq 1$.
For $T \in \mathcal{L}_{\mathcal{R}}(\mathrm{X})$, the $g$-essential ascent, $\widetilde{\boldsymbol{a}}_{\boldsymbol{e}}(T)$, is defined by (see $[8,9]$ )

$$
\widetilde{\boldsymbol{a}}_{e}(T)=\inf \left\{n \in \mathbb{N}: \operatorname{dim} \mathrm{R}\left(T^{n}\right) \cap \mathrm{N}(T)<+\infty\right\},
$$

the infimum over the empty set is taken to be $+\infty$.
The following result goes back to [17, Theorem 5.3] for bounded operators. We will improve it for closed linear relations everywhere defined.

Theorem 3.4. If $T \in \mathcal{R}_{g}^{n}$, for some $n \in \mathbb{N} \backslash\{0\}$ is such that $T^{2}(0)=T(0)$ and $\widetilde{\boldsymbol{a}}_{e}(T)<+\infty$, then $T \in \mathcal{R}_{g}^{m}$, where $m=\max \left\{1, \widetilde{\boldsymbol{a}}_{e}(T)\right\}$.

Proof. We note that the result is obvious when $n \leq \widetilde{\boldsymbol{a}}_{e}(T)$, and hence we suppose that $n>\widetilde{\boldsymbol{a}}_{e}(T)$. Let $S$ be a bounded operator such that $T^{n} S T=T^{n}$ and $S T(0)=\{0\}$. If $\alpha(T)<+\infty$, then $U T-I$ is finite dimensional. This implies that $U T=I+(U T-I)$ is Fredholm, and so by Theorem 3.2, $T \in \mathcal{R}_{g}^{1}$. Now, we suppose that $1 \leq \widetilde{\boldsymbol{a}}_{\boldsymbol{e}}(T)$, then there exists $k \in\{1,2, \cdots, n-1\}$ such that $\widetilde{\boldsymbol{a}}_{\boldsymbol{e}}(T)=n-k$. Since $T^{k}\left(T^{n-k} S T-T^{n-k}\right)=T^{n}(0)=T^{k}(0)$, we obtain $\mathrm{R}\left(T^{n-k} S T-T^{n-k}\right) \subset \mathrm{R}\left(T^{n-k}\right) \cap \mathrm{N}\left(T^{k}\right)=\mathrm{N}\left[\left(T_{\mid \mathrm{R}\left(T^{n-k}\right)}\right)^{k}\right]$. This gives that

$$
\operatorname{dim} \mathrm{R}\left(T^{n-k} S T-T^{n-k}\right) \leq k \operatorname{dim} \mathrm{~N}\left[T_{\mid \mathrm{R}\left(T^{n-k}\right)}\right]=k \operatorname{dim} \mathrm{R}\left(T^{n-k}\right) \cap \mathrm{N}(T)<+\infty
$$

On the other hand, since $\left(T^{n-k} S T-T^{n-k}\right)(0)=T(0)$ is closed and $\left\|T^{n-k} S T-T^{n-k}\right\|<+\infty$, then $T^{n-k} S T-T^{n-k} \in$ $C_{\mathcal{R D}}(\mathrm{X})$. Hence, Theorem 2.13 proves that $T^{n-k} S T-T^{n-k} \in \mathcal{R}_{g}^{1}$. Then it follows from Lemma 2.9 that $T \in \mathcal{R}_{g}^{n-k}$. This completes the proof.
Corollary 3.5. If $T \in \mathcal{R}_{g}^{n}$, for some $n \in \mathbb{N} \backslash\{0\}$ is such that $T^{2}(0)=T(0)$ and $\operatorname{dim} R(T) \cap N(T)<+\infty$, then $T \in \mathcal{R}_{g}^{1}$.

Theorem 3.6. Let $n \in \mathbb{N} \backslash\{0\}$ and $T, S \in \mathcal{C}_{\mathcal{R D}}(X)$ have $g_{n}$-inverses be such that $\max \{\alpha(T), \alpha(S)\}<+\infty$. Then ST has a $g_{n}$-inverse.

Proof. There exist $U$ and $V$ such that $S^{n} U S=S^{n}, T^{n} V T=T^{n}$ and $U S(0)=V T(0)=\{0\}$. Hence $S^{n}(U S-I)=$ $S^{n}(0)$ and $T^{n}(V T-I)=T^{n}(0)$ and therefore $U S-I$ and $V T-I$ are finite dimensional. Since $T(0) \subset \mathrm{N}(V)$, we obtain

$$
\begin{aligned}
V U S T & =I+V T-I+V U S T-V T \\
& =I+V T-I+V(U S-I) T
\end{aligned}
$$

and as $\operatorname{dim} \mathrm{R}(V T-I+V(U S-I) T)<+\infty$, it follows from [6, Theorem V.8.5] that VUST $\in \Phi$. By Theorem $3.2, S T \in \mathcal{R}_{g}^{n}$, which proves the theorem.

Remark 3.7. Let $T \in C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ and $S \in \mathcal{C}_{\mathcal{R D}}(\mathrm{Y}, \mathrm{Z})$ have $g_{1}$-inverses. If $\max \{\alpha(T), \alpha(S)\}<+\infty$, by the proof of Theorem 3.6, we see that $S T$ has a $g_{1}$-inverse.

Theorem 3.8. Let $T \in C_{\mathcal{R D}}(X, Y)$ and $S \in C_{\mathcal{R D}}(Y, Z)$ have $g_{1}$-inverses be such that $\operatorname{dim} S T(0)<+\infty$. If $\max \{\beta(T), \beta(S)\}<+\infty$, then ST has a $g_{1}$-inverse.

Proof. There exist $U$ and $V$ such that $S V S=S, T U T=T$ and $V S(0)=U T(0)=\{0\}$. Since $\mathrm{R}(T) \subset \mathrm{N}(T U-I)$, then

$$
\operatorname{dim} \mathrm{R}(T U-I) / T(0)=\operatorname{dim} \mathrm{Y} / \mathrm{N}(T U-I) \leq \beta(T)<+\infty
$$

It follows that $T U-I$ is compact. In the similar way, we obtain that $S V-I$ is compact. Now, by Lemma 2.11, we get $K:=(S V-I)+S(T U-I) V$ is compact, and as $\operatorname{dim} K(0)=\operatorname{dim} S T(0)<+\infty$, Lemma 2.12 implies that $S T U V=I+K$ is Fredholm. Finally, by Theorem 3.2, we deduce that $S T \in \mathcal{R}_{g}^{1}$. This completes the proof.

Theorem 3.9. Let $T \in C_{\mathcal{R D}}(\mathrm{X}, \mathrm{Y})$ and $S \in C_{\mathcal{R D}}(\mathrm{Y}, \mathrm{Z})$ be such that $S T \in \mathcal{R}_{g}^{1}$. If $\alpha(S T)<+\infty$ or $\alpha(S)<+\infty$ and $S T(0)=S(0)$, then $T \in \mathcal{R}_{g}^{1}$. Similarly, if $T(0)=\{0\}$ and $\min \{\beta(S T), \beta(T)\}<+\infty$, then $S \in \mathcal{R}_{g}^{1}$.

Proof. For some $U, S T U S T=S T$ such that $U S T(0)=\{0\}$. Hence $S T(U S T-I)=S(T U S T-T)=S T(0)$, and so $\operatorname{dim} \mathrm{R}(U S T-I)<+\infty$ or $\operatorname{dim} \mathrm{R}(T U S T-T)<+\infty$, when $\alpha(S T)<+\infty$ or $\alpha(S)<+\infty$ and $S T(0)=S(0)$. In either case, it follows that $\operatorname{dim} \mathrm{R}(T U S T-T) / T(0)<+\infty$ according to Lemma 3.1. Therefore Lemma 2.9 and Theorem 2.16 imply that $T \in \mathcal{R}_{g}^{1}$. Now, we suppose that $T(0)=\{0\}$ and $\min \{\beta(S T), \beta(T)\}<+\infty$. A similar argument can be used to show that $\operatorname{dim} \mathrm{R}(S T U S-S) / S(0) \leq \operatorname{dim} R(S T U-I) / S(0)<+\infty$. Since $T U S(0)=T U S T(0)=\{0\}$, by Lemma 2.9 and Theorem 2.16, we infer that $T \in \mathcal{R}_{g}^{1}$. This completes the proof. $\square$

Theorem 3.10. If $T \in \mathcal{R}_{g}^{n} \cap \Phi_{+}$, for some $n \in \mathbb{N} \backslash\{0\}$, then there exists a positive real number $r$ such that if $\|T-S\|<r$ and $S(0) \subset T(0)$, then $S \in \mathcal{R}_{g}^{1} \cap \Phi_{+}$and in fact, $\alpha(S) \leq \alpha(T)$.

Proof. For some $U, T^{n} U T=T^{n}$ and $U T(0)=\{0\}$. If $\alpha(T)<+\infty$, then $T^{n}(U T-I)=T^{n}(0)$ implies that $U T-I$ is finite dimensional. Suppose we write $A=S-T$, with $S$ is an everywhere defined closed linear relations such that $S(0) \subset T(0)$. Thus

$$
U S=U(S+T(0))=U(A+T)=(I+U A)+(U T-I) .
$$

Choose $r<\|U\|^{-1}$ so that $I+U A$ is invertible. Then $U S$ must be Fredholm and by Theorem $3.2, S$ has a $g_{1}$-inverse. Finally, we can prove the inequality $\alpha(S) \leq \alpha(T)$ similarly as in the proof of [4, Theorem 4, page 27].

Remark 3.11. From the proof of [4, Theorem 4, page 27], with Lemma 2.9 and Theorem 3.2, we can prove that [4, Theorem 4, page 27] remains valid when $T$ is a bounded operator from X to Y .

Theorem 3.12. If $T \in \mathcal{R}_{g}^{1} \cap \Phi_{-}$be such that $T(0)$ is complemented, then there exists a positive real number $r$ such that if $\|T-S\|<r$ and $S(0) \subset T(0)$, then $S \in \mathcal{R}_{g}^{1} \cap \Phi_{-}$and in fact, $\beta(S) \leq \beta(T)$.

Proof. Since $T(0)$ is complemented, by Lemma 2.10, we have $Q T \in \mathcal{R}_{g}^{1} \cap \Phi_{-}$. Then it follows from [4, Theorem 4, page 27] and Remark 3.11 that there exists $r>0$ such that if $\|Q T-L\|<r$, then $L \in \mathcal{R}_{q}^{1} \cap \Phi_{-}$and $\beta(L) \leq \beta(Q T)$. Let $S \in C_{\mathcal{R D}}(X, Y)$ be such that $S(0)=T(0)$ and $\|T-S\|<r$. Since $\|Q T-Q S\|=\|T-S\|<r$, then $Q S \in \mathcal{R}_{g}^{1} \cap \Phi_{-}$and $\beta(S)=\beta(Q S) \leq \beta(Q T)=\beta(T)$. Now, by Lemma 2.10, we have $S \in \mathcal{R}_{g}^{1}$, and the proof is completed.

Theorem 3.13. Let $T \in \mathcal{R}_{g}^{n}$, for some $n \in \mathbb{N} \backslash\{0\}$, and $V$ be a compact relation.

1) Assume that $V(0)$ is finite dimensional or $V(0) \subset T(0)$. If $\alpha(T)<+\infty$, then $T+V \in \mathcal{R}_{g}^{1} \cap \Phi_{+}$.
2) Assume that $T(0)$ is finite dimensional and $V(0) \subset T(0)$. If $\beta(T)<+\infty$, then $T+V \in \mathcal{R}_{g}^{1} \cap \Phi_{-}$.

Proof. 1) For some $U, T^{n} U T=T^{n}$ and $U T(0)=\{0\}$. Assume $\alpha(T)<+\infty$, then by [18, Lemma 5.4], we have

$$
\operatorname{dim} \mathrm{R}(U T-I) \leq \alpha\left(T^{n}\right)<n \alpha(T)<+\infty
$$

So Lemma 2.11 implies that $S:=U V+(U T-I)$ is compact. If $V(0)$ is finite dimensional (resp. $V(0) \subset T(0)$ ), then $S(0)=U V(0)$ (resp. $S(0)=\{0\}$ ) is finite dimensional. Therefore by Lemma 2.12, we obtain that $U(T+V)=I+S$ is Fredholm. Now, Theorem 3.2 and [6, Proposition V.2.16] imply that $T+V \in \Omega_{1}^{\ell} \cap \Phi_{+}$.
2) Let $P$ be a linear projection with domain $Y(o r X$, if $n>1)$ and kernel $T(0)$ and let $B_{T}:=P T$. We have $\beta\left(B_{T}\right)<+\infty$ and $P V$ is a compact operator according to Lemma 2.11. Then it follows from Lemma 2.10 and [4, Theorem 5, page 27] that $B_{T+V}=B_{T}+P V \in \mathcal{R}_{g}^{1}$ and $\beta\left(B_{T+V}\right)=\beta\left(B_{T}+P V\right)<+\infty$. This shows that $T+V \in \mathcal{R}_{g}^{1}$ and $\beta(T+V)<+\infty$. The proof is therefore completed.

Corollary 3.14. Let $T \in \mathcal{R}_{g}^{n}$ and $S$ be a $g_{n}$-inverse of $T$. If $\alpha(T)<+\infty$, then $T S T \in \mathcal{R}_{g}^{1} \cap \Phi_{+}$.
Proof. Since $\alpha(T)<+\infty$, then $\operatorname{dim} \mathrm{R}(I-S T)<+\infty$. Therefore Lemma 3.1 implies that $\operatorname{dim} \mathrm{R}(T-T S T) / T(0)<$ $+\infty$. Thus $V:=T-T S T$ is compact, and as $V(0) \subset T(0)$, by Theorem 3.13 it follows that $T S T=T-V \in \mathcal{R}_{g}^{1} \cap \Phi_{+} . \square$
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