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#### Abstract

. Let $X, Y$ be two sequence spaces defined by speeds of the convergence, i.e.; by monotonically increasing positive sequences. In this paper, we give necessary and sufficient conditions for a matrix $A$ (with real or complex entries) to map $X$ into Y. Also the analogue of the well known result of Steinhaus, which states that a regular matrix cannot transform each bounded sequence into convergent sequence, for the sequence spaces defined by the speeds of convergence has been proved.


## 1. Introduction

Let $X, Y$ be two sequence spaces and $A=\left(a_{n k}\right)$ be a matrix with real or complex entries. Throughout this paper we assume that indices and summation indices run from 0 to $\infty$ unless otherwise specified. If for each $x=\left(x_{k}\right) \in X$ the series

$$
A_{n} x=\sum_{k} a_{n k} x_{k}
$$

converge and the sequence $A x=\left(A_{n} x\right)$ belongs to $Y$, we say that the matrix $A$ transforms $X$ into $Y$. By $(X, Y)$ we denote the set of all matrices which transform $X$ into $Y$.

Let throughout this paper $\lambda=\left(\lambda_{k}\right)$ be a positive monotonically increasing sequence, i.e.; the speed of convergence. Following Kangro [3], [5] a convergent sequence $x=\left(x_{k}\right)$ with

$$
\begin{equation*}
\lim _{k} x_{k}:=\xi(x) \text { and } l_{k}(x)=\lambda_{k}\left(x_{k}-\xi(x)\right) \tag{1.1}
\end{equation*}
$$

is called bounded with the speed $\lambda$ (shortly, $\lambda$-bounded) if $l_{k}(x)=O_{x}(1)$, and convergent with the speed $\lambda$ (shortly, $\lambda$-convergent) if there the finite limit

$$
\begin{equation*}
\lim _{k} l_{k}(x):=b(x) \tag{1.2}
\end{equation*}
$$

exists. We denote the set of all $\lambda$-bounded sequences by $m^{\lambda}$, and the set of all $\lambda$-convergent sequences by $c^{\lambda}$. It is not difficult to see that $c^{\lambda} \subset m^{\lambda} \subset c$, where $c$ is the space of all convergent sequences. In addition to

[^0]it, for unbounded sequence $\lambda$ these inclusions are strict. For $\lambda_{k}=O(1)$ we get $c^{\lambda}=m^{\lambda}=c$. Let $\mu=\left(\mu_{k}\right)$ be another speed of convergence, and
\[

$$
\begin{gathered}
c_{0}^{\lambda}:=\left\{x \in c: l(x)=\left(l_{k}(x)\right) \in c_{0}\right\} \\
m_{0}^{\lambda}=\left\{x=\left(x_{k}\right): x \in m^{\lambda} \cap c_{0}\right\}
\end{gathered}
$$
\]

where $c_{0}$ is the space of all sequences converging to zero. In [3]-[5] necessary and sufficient conditions for $A \in\left(m^{\lambda}, m^{\mu}\right), A \in\left(c^{\lambda}, c^{\mu}\right)$ and $A \in\left(c^{\lambda}, m^{\mu}\right)$ were found (see also [1] and [6]).

In this paper we find necessary and sufficient conditions for $A \in\left(m^{\lambda}, c^{\mu}\right)$, and also for $A \in\left(m^{\lambda}, m_{0}^{\mu}\right)$, $A \in\left(m^{\lambda}, c_{0}^{\mu}\right), A \in\left(c^{\lambda}, m_{0}^{\mu}\right), A \in\left(c^{\lambda}, c_{0}^{\mu}\right), A \in\left(m_{0}^{\lambda}, m^{\mu}\right), A \in\left(m_{0}^{\lambda}, m_{0}^{\mu}\right), A \in\left(m_{0}^{\lambda}, c^{\mu}\right), A \in\left(m_{0}^{\lambda}, c_{0}^{\mu}\right), A \in\left(c_{0}^{\lambda}, m^{\mu}\right)$, $A \in\left(c_{0}^{\lambda}, m_{0}^{\mu}\right), A \in\left(c_{0}^{\lambda}, c^{\mu}\right)$ and $A \in\left(c_{0}^{\lambda}, c_{0}^{\mu}\right)$.

Let $c_{A}$ be the summability domain of $A$, i.e.; the set of sequences $x$ (with real or complex entries), for which the finite limit $\lim _{n} A_{n} x$ exists, and let

$$
d_{n}(x):=\lambda_{n}\left(A_{n} x-\lim _{n} A_{n} x\right)
$$

for every $x \in c_{A}$. Let

$$
\begin{gathered}
c_{A}^{0}:=\left\{x \in c_{A}: \lim _{n} A_{n} x=0\right\}, \\
c_{A}^{\lambda}=\left\{x=\left(x_{k}\right): A x \in c^{\lambda}\right\}, \\
c_{0 A}^{\lambda}:=\left\{x \in c_{A}: d(x)=\left(d_{n}(x)\right) \in c_{0}\right\}, \\
z_{A}^{\lambda}:=\left\{x \in c_{A}^{0}: d(x) \in c\right\}, \\
n_{A}^{\lambda}:=\left\{x \in c_{A}^{0}: d(x) \in c_{0}\right\}, \\
z^{\lambda}:=\left\{x \in c_{0}: l(x)=\left(l_{k}(x)\right) \in c\right\}, \\
n^{\lambda}=\left\{x=\left(x_{k}\right): x \in c^{\lambda} \text { and } b(x)=\xi(x)=0\right\} .
\end{gathered}
$$

It is easy to see, that $n^{\lambda} \subset z^{\lambda} \subset c^{\lambda} \subset m^{\lambda} \subset c, n^{\lambda} \subset c_{0}^{\lambda} \subset c^{\lambda}, z^{\lambda} \subset m_{0}^{\lambda} \subset m^{\lambda}, n_{A}^{\lambda} \subset c_{0 A^{\prime}}^{\lambda}$, and $n_{A}^{\lambda} \subset z_{A}^{\lambda}$. In addition to it, for unbounded sequence $\lambda$ these inclusions are strict. For $\lambda_{k}=O(1)$ we get $c_{0}^{\lambda}=c^{\lambda}=m^{\lambda}=c$, $z^{\lambda}=n^{\lambda}=m_{0}^{\lambda}=c_{0}$ and $z_{A}^{\lambda}=n_{A}^{\lambda}=c_{0 A}^{\lambda}=c_{A}$.

Let $e=(1,1, \ldots), e^{k}=(0, \ldots, 0,1,0, \ldots)$, where 1 is in the $k$-th position, and $\lambda^{-1}=\left(1 / \lambda_{k}\right)$. Then $e \in c_{0}^{\lambda} \subset c^{\lambda} \subset$ $m^{\lambda}, e^{k} \in n^{\lambda}, \lambda^{-1} \in c^{\lambda} \subset m^{\lambda}$ and $\lambda^{-1}$ does not belong into $n^{\lambda}$. In addition, if $\lambda_{k} \neq O(1)$ we get $\lambda^{-1} \in z^{\lambda} \subset m_{0}^{\lambda}$ and $\lambda^{-1}$ does not belong into $c_{0}^{\lambda}$. For $\lambda_{k}=O(1)$ we get $\lambda^{-1} \in c_{0}^{\lambda}$ and $\lambda^{-1}$ does not belong into $m_{0}^{\lambda}$.

A matrix $A$ is said to be regular if $\lim _{n} A_{n} x=\lim _{n} x_{n}$ for every $x=\left(x_{n}\right) \in c$, and $\lambda$-conservative if $A \in\left(c^{\lambda}, c^{\lambda}\right)$. A $\lambda$-conservative matrix $A$ is said to be $\lambda$-regular (see [7]) if

$$
c_{0 A}^{\lambda} \cap c^{\lambda}=c_{0}^{\lambda} \text { and } z_{A}^{\lambda} \cap c^{\lambda}=z^{\lambda} .
$$

It is well known the Steinhaus result, which asserts that a regular matrix $A$ cannot transform all bounded sequences into c (see, for example, [2], p. 51 or [1], p. 11). We prove the analogue of this result showing that a $\lambda$-regular matrix $A$ cannot transform all $\lambda$-bounded sequences into $c^{\lambda}$.

## 2. Auxiliary results

For the proof of the main results we need some auxiliary results.
Lemma 2.1 ([2], p. 44, see also [8], Proposition 12). A matrix $A=\left(a_{n k}\right) \in\left(c_{0}, c\right)$ if and only if conditions (I) $\lim _{n} a_{n k}:=a_{k}$ for all $k$
and
(II) $\sum_{k}\left|a_{n k}\right|=O(1)$
are satisfied. Moreover,

$$
\begin{equation*}
\lim _{n} A_{n} x=\sum_{k} a_{k} x_{k} \tag{2.1}
\end{equation*}
$$

Lemma 2.2 ([2], pp. 44-45, see also [8], Proposition 23). We have $A=\left(a_{n k}\right) \in\left(c_{0}, c_{0}\right)$ if and only if conditions (I) and (II) with $a_{k}=0$ are satisfied.
Lemma 2.3 ([2], p. 51, see also [8], Proposition 10). The following statements are equivalent:
(a) $A=\left(a_{n k}\right) \in(m, c)$.
(b) The conditions (I), (II) are satisfied and

$$
\begin{equation*}
\lim _{n} \sum_{k}\left|a_{n k}-a_{k}\right|=0 \tag{2.2}
\end{equation*}
$$

(c) The condition in (I) holds and

$$
\text { the series } \sum_{k}\left|a_{n k}\right| \text { converges uniformly in } n \text {. }
$$

Moreover, if one of statements (a)-(c) is satisfied, then the equation in (2.1) holds.
Lemma 2.4 ([8], Proposition 21). A matrix $A=\left(a_{n k}\right) \in\left(m, c_{0}\right)$ if and only if equation (2.2) with $a_{k}=0$ holds.
Lemma 2.5 ([2], p. 42, see also [8], Proposition 1). A matrix $A=\left(a_{n k}\right) \in(m, m)=(c, m)=\left(c_{0}, m\right)$ if and only if condition (II) holds.
Lemma 2.6 ([2], p. 46, see also [8], Proposition 11). A matrix $A=\left(a_{n k}\right) \in(c, c)$ if and only if conditions (I), (II) are satisfied and
(III) there exists a finite limit $\lim _{n} \sum_{k} a_{n k}=\tau$.

Moreover, if $A \in(c, c)$, then

$$
\lim _{n} A_{n} x=\xi \tau+\sum_{k}\left(x_{k}-\xi\right) a_{k}
$$

Lemma 2.7 ([8], Proposition 22). A matrix $A=\left(a_{n k}\right) \in\left(c, c_{0}\right)$ if and only if conditions (I) with $a_{k}=0$, (II) and (III) with $\tau=0$ are satisfied.

A conservative matrix $A$ is said to be $\tau$-multiplicative, if there exist a number $\tau$ such that

$$
\lim _{n} A_{n} x=\tau \lim _{n} x_{n}
$$

Lemma 2.8 ([2], p. 419, see also [6], p.20-21). A matrix $A=\left(a_{n k}\right)$ is $\tau$-multiplicative, if and only if conditions (I), (II) with $a_{k}=0$ and (III) with $\tau \neq 0$ are satisfied.

Lemma 2.9 ([1], Proposition 9.2). Every element $x:=\left(x_{k}\right) \in c^{\lambda}$ can be represented in the form

$$
x=\xi(x) e+b(x) \lambda^{-1}+\sum_{k} \frac{l_{k}(x)-b(x)}{\lambda_{k}} e^{k}
$$

i.e., $c^{\lambda}=\left\{x=z+\alpha \lambda^{-1}+\beta e: z \in n^{\lambda} ; \alpha, \beta \in \mathbb{C}\right\}$.

Now we give the necessary and sufficient conditions for $\lambda$-regularity of $A$, which was proved in [6], pp. 141-142. As this proof is available only in Estonian, we present this result with the proof.

Lemma 2.10. Let $\lambda$ be unbounded sequence. A matrix $A=\left(a_{n k}\right)$ is $\lambda$-regular, if and only if condition (I) with $a_{k}=0$ holds, and
(IV) $A e \in c^{\lambda} \backslash z^{\lambda}$,
(V) The matrix $B=\left(b_{n k}\right)$ defined by

$$
b_{n k}:=\left(\lambda_{n} \frac{a_{n k}-a_{k}}{\lambda_{k}}\right)
$$

is $\tau$-multiplicative $(\tau \neq 0)$, where $\tau$ is defined by

$$
\begin{equation*}
\tau=\lim _{n} \lambda_{n} \sum_{k} \frac{a_{n k}-a_{k}}{\lambda_{k}} \tag{2.3}
\end{equation*}
$$

Proof. Necessity. Let $A$ be $\lambda$-regular. Then $A$ is also $\lambda$-conservative. Hence $B$ is conservative (see [1], Theorem 8.3). It follows from the definition of $\lambda$-regularity that

$$
n_{A}^{\lambda} \cap c^{\lambda}=n^{\lambda}
$$

i.e., $A \in\left(n^{\lambda}, n^{\lambda}\right)$. Since $A e^{k} \in n^{\lambda}$, we have $a_{k}=\beta_{k}$, where

$$
\beta_{k}:=\lim _{n} \beta_{n k}, \beta_{n k}:=\lambda_{n}\left(a_{n k}-a_{k}\right)
$$

Since $\lambda^{-1} \in z^{\lambda} \backslash n^{\lambda}$, we have $A \lambda^{-1} \in z^{\lambda} \backslash n^{\lambda}$. Therefore

$$
\tau=\lim _{n} \lambda_{n} \sum_{k} \frac{a_{n k}}{\lambda_{k}}
$$

Thus, $B$ is $\tau$-multiplicative.
The validity of condition (IV) immediately follows from the definition of $\lambda$-regularity.
Sufficiency. Let conditions (I) (with $a_{k}=0$ ), (IV) and (V) be satisfied. Since $c^{\lambda}=\left\{x=z+\alpha \lambda^{-1}+\beta e: z \in\right.$ $\left.n^{\lambda} ; \alpha, \beta \in \mathbb{C}\right\}$ (see Lemma 2.9), we have $c_{A}^{\lambda}=\left\{x=z+\alpha \lambda^{-1}+\beta e: z \in n_{A}^{\lambda} ; \alpha, \beta \in \mathbb{C}\right\}$. Hence by the definition of $\lambda$-regularity it is sufficient to show that $A \lambda^{-1} \in z^{\lambda} \backslash n^{\lambda}$ and $A \in\left(n^{\lambda}, n^{\lambda}\right)$. Indeed, in this case from (2.3) we get $\lim _{n} A_{n} \lambda^{-1}=0$. Hence

$$
\lim _{n} d_{n}\left(\lambda^{-1}\right)=\tau \neq 0
$$

It means that $\lambda^{-1} \in z_{A}^{\lambda} \backslash n_{A}^{\lambda}$, and then $A \lambda^{-1} \in z^{\lambda} \backslash n^{\lambda}$. If $x \in n^{\lambda}$, then $\lambda x:=\left(\lambda_{k} x_{k}\right) \in c_{0}$ and

$$
\lim _{n} d_{n}(x)=\lim _{n} \lambda_{n} \sum_{k} a_{n k} x_{k}=\lim _{n} \lambda_{n} \sum_{k} \frac{a_{n k}}{\lambda_{k}} \lambda_{k} x_{k}=\lim _{n} B_{n}(\lambda x)=0
$$

since $\tau$-multiplicative matrix $B \in\left(c_{0}, c_{0}\right)$ by Lemma 2.2. Thus $A \in\left(n^{\lambda}, n^{\lambda}\right)$.

## 3. Main results

Now we are able to prove the main results of the paper.
Theorem 3.1. Let $\lambda_{n} \neq O(1)$. We have $A=\left(a_{n k}\right) \in\left(m^{\lambda}, c^{\mu}\right)$ if and only if
(VI) $A e^{k} \in c^{\mu}$,
(VII) $A e \in c^{\mu}$,
(VIII) $\sum_{k} \frac{\left|q_{n k}\right|}{\lambda_{k}}$ converges uniformly in $n$,
(IX) $\mu_{n} \sum_{k} \frac{\left|a_{n k}-a_{k}\right|}{\lambda_{k}}$ converges uniformly in $n$.

Proof. Necessity. Assume that $A \in\left(m^{\lambda}, c^{\mu}\right)$. It is easy to see that $e^{k} \in m^{\lambda}$ and $e \in m^{\lambda}$. Hence conditions (VI) and (VII) hold. Since, from (2.1) we have

$$
x_{k}=\frac{l_{k}(x)}{\lambda_{k}}+\xi ; \xi:=\lim _{k} x_{k},\left(l_{k}(x)\right) \in m
$$

for every $x:=\left(x_{k}\right) \in m^{\lambda}$, it follows that

$$
\begin{equation*}
A_{n} x=\sum_{k} \frac{a_{n k}}{\lambda_{k}} l_{k}(x)+\xi \mathfrak{A}_{n}, \text { where } \mathfrak{A}_{n}:=\sum_{k} a_{n k} . \tag{3.1}
\end{equation*}
$$

By (VII) we have $\left(\mathfrak{A}_{n}\right) \in c^{\mu}$, and from (3.1) we conclude that the matrix

$$
A_{\lambda}:=\left(\frac{a_{n k}}{\lambda_{k}}\right)
$$

transforms this bounded sequence $\left(l_{k}\right)$ into $c$. On the contrary, for every sequence $\left(l_{k}\right) \in m$, the sequence $\left(l_{k} / \lambda_{k}\right) \in c_{0}$. There exists a convergent sequence $x:=\left(x_{k}\right)$ with $\xi:=\lim _{k} x_{k}$, such that $l_{k} / \lambda_{k}=x_{k}-\xi$. Thus, we have proved that, for every sequence $\left(l_{k}\right) \in m$ there exists a sequence $\left(x_{k}\right) \in m^{\lambda}$ such that $l_{k}=\lambda_{k}\left(x_{k}-\xi\right)$. Hence $A_{\lambda} \in(m, c)$. This implies by Lemma 2.3 ((a) and (c)) that condition (VIII) is satisfied and for every $x:=\left(x_{k}\right) \in m^{\lambda}$ we get

$$
\begin{equation*}
\phi(x):=\lim _{n} A_{n} x=\sum_{k} \frac{a_{k}}{\lambda_{k}} l_{k}(x)+\xi \lim _{n} \mathfrak{A}_{n} . \tag{3.2}
\end{equation*}
$$

Hence for every $x:=\left(x_{k}\right) \in m^{\lambda}$ we can write

$$
\begin{equation*}
\gamma_{n}(x):=\mu_{n}\left(A_{n} x-\phi(x)\right)=\mu_{n} \sum_{k} \frac{a_{n k}-a_{k}}{\lambda_{k}} l_{k}(x)+\xi \mu_{n}\left(\mathfrak{A}_{n}-\lim _{n} \mathfrak{A}_{n}\right) . \tag{3.3}
\end{equation*}
$$

Since $\left(\gamma_{n}(x)\right) \in c$ for every $x:=\left(x_{k}\right) \in m^{\lambda}$, from (3.3) we conclude, by (VII), that the matrix $A_{\lambda, \mu} \in(m, c)$, where

$$
A_{\lambda, \mu}:=\left(\mu_{n} \frac{a_{n k}-a_{k}}{\lambda_{k}}\right)
$$

Therefore condition (IX) is satisfied by Lemma 2.3 ((a) and (c)).
Sufficiency. Let conditions (VI) - (IX) be satisfied. Then relation (3.1) also holds for every $x \in m^{\lambda}$, condition (I) holds by (VI) and $\left(\mathfrak{N}_{n}\right) \in m^{\mu}$ by (VII). Hence by Lemma 2.3 ((a) and (c)), we obtain $A_{\lambda} \in(m, c)$ by (IX). Then also the limit $\phi(x)$ exists for every $x \in m^{\lambda}$ and is finite, and therefore relation (3.2) holds for every $x \in m^{\lambda}$. Consequently, using again Lemma 2.3 ((a) and (c)), we have $A_{\lambda, \mu} \in(m, c)$ by (VI) and (IX). Therefore from (3.2) we can conclude that $A \in\left(m^{\lambda}, c^{\mu}\right)$ by (VII).

Remark 3.1. Theorem 3.1 holds also for $\lambda_{n}=O(1)$. Indeed, in this case $\left(l_{k}(x)\right) \in c_{0}$ for every $x:=\left(x_{k}\right) \in m^{\lambda}$. Therefore instead of $A_{\lambda} \in(m, c)$ and $A_{\lambda, \lambda} \in(m, c)$ we get $A_{\lambda} \in\left(c_{0}, c\right)$ and $A_{\lambda, \lambda} \in\left(c_{0}, c\right)$. These inclusions hold by Lemma 2.1 if and only if condition (VI) holds and

$$
\begin{aligned}
& \text { (X) } \sum_{k} \frac{\left|a_{n k}\right|}{\lambda_{k}}=O(1) \\
& \text { (XI) } \mu_{n} \sum_{k} \frac{\left|a_{n k}-a_{k}\right|}{\lambda_{k}}=O(1)
\end{aligned}
$$

Besides, the validity of conditions (X) and (XI) follows from (VI), (VIII) and (IX) (see also Lemma 2.3).
Remark 3.2. Conditions (VIII) and (IX) in Theorem 3.1 can be replaced by conditions (X), (XI) and
(XII) $\lim _{n} \sum_{k} \frac{\left|\mu_{n}\left(a_{n k}-a_{k}\right)-s_{k}\right|}{\lambda_{k}}=0, s_{k}:=\lim _{n} \mu_{n}\left(a_{n k}-a_{k}\right)$.

Besides, if $\mu_{n}=O(1)$, then it is necessary to replace $O(1)$ by $o(1)$ in (XI); i.e., condition (XI) is equivalent to condition
(XIII) $\lim _{n} \sum_{k} \frac{\left|a_{n k}-a_{k}\right|}{\lambda_{k}}=0$.

Indeed, in the proof of Theorem 3.1, instead of Lemma 2.3 ((a) and (c)) it is necessary to use Lemma 2.3 ((a) and (b)). The limit $s_{k}$ exists and is finite by condition (VI) and the validity of condition (XIII) follows from (XI) for $\mu_{n}=O(1)$.

Now we prove the analogue of the well known theorem of Steinhaus (see, for example, [2], p. 51 or [1], p. 11).

Theorem 3.2. Let $\lambda_{n} \neq O(1)$ and a matrix $A=\left(a_{n k}\right)$ be $\lambda$-regular. Then $A$ does not belong to $\left(m^{\lambda}, c^{\lambda}\right)$.
Proof. Assume that $A$ is $\lambda$-regular and $A \in\left(m^{\lambda}, c^{\lambda}\right)$. Then, by Lemma 2.10, $A$ is $\tau$-multiplicative $(\tau \neq 0)$, where $\tau$ is defined by (2.3), where $a_{k}=0$. Also the sequence

$$
\left(\lambda_{n} \sum_{k} \frac{\left|a_{n k}\right|}{\lambda_{k}}\right)
$$

converges uniformly in $n$ by Theorem 3.1. Hence

$$
\tau=\sum_{k} \frac{\lim _{n} \lambda_{n} a_{n k}}{\lambda_{k}}
$$

Since $A e^{k} \in c^{\lambda}$ by Theorem 3.1 and $A$ is $\lambda$-regular, then

$$
\lim _{n} \lambda_{n} a_{n k}=0
$$

Therefore $\tau=0$. This leads to a contradiction. Thus, a $\lambda$-regular matrix $A$ cannot belong to $\left(m^{\lambda}, c^{\lambda}\right)$.
Theorem 3.3. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c^{\lambda}, c_{0}^{\mu}\right)$ if and only if conditions (X) and (XI) are satisfied, and (XIV) $A e^{k} \in c_{0}^{\mu}$, (XV) $A e \in c_{0}^{\mu}$, (XVI) $A \lambda^{-1} \in c^{\mu}$.

Proof. Necessity. Assume that $A \in\left(c^{\lambda}, c_{0}^{\mu}\right)$. It is easy to see that $e^{k}, e, \lambda^{-1} \in c^{\lambda}$. Hence conditions (XIV) (XVI) hold. Since the equality in (3.1) holds for every $x:=\left(x_{k}\right) \in c^{\lambda}$, and the finite limit $\tau=\lim _{n} \mathfrak{A}_{n}$ exists by (XV), then the matrix $A_{\lambda}$ transforms this convergent sequence $\left(l_{k}(x)\right)$ into $c$. By similar arguments as those used in the proof of the necessity in Theorem 3.1, we may show that, for every sequence $\left(l_{k}\right) \in c$, there exists a sequence $\left(x_{k}\right) \in c^{\lambda}$ such that $l_{k}=\lambda_{k}\left(x_{k}-\xi\right)$. Hence $A_{\lambda} \in(c, c)$. This implies by Lemma 2.6 that the finite limits $a_{k}$ and

$$
a^{\lambda}:=\lim _{n} \sum_{k} \frac{a_{n k}}{\lambda_{k}}
$$

exist, and that condition $(\mathrm{X})$ is satisfied. Using the statement in (3.1), for every $x \in c^{\lambda}$, we can write

$$
\begin{equation*}
\phi(x)=a^{\lambda} b(x)+\sum_{k} \frac{a_{k}}{\lambda_{k}}\left(l_{k}(x)-b(x)\right)+\tau \xi . \tag{3.4}
\end{equation*}
$$

Now, using (3.1) and (3.4), we obtain

$$
\begin{equation*}
\mu_{n}\left(A_{n} x-\phi(x)\right)=\mu_{n} \sum_{k} \frac{a_{n k}-a_{k}}{\lambda_{k}}\left(l_{k}(x)-b(x)\right)+\mu_{n}\left(\mathscr{H}_{n}-\tau\right) \xi+\mu_{n}\left(\sum_{k} \frac{a_{n k}}{\lambda_{k}}-a^{\lambda}\right) b(x) \tag{3.5}
\end{equation*}
$$

for every $x \in c^{\lambda}$. Since

$$
\begin{equation*}
\lim _{n} \mu_{n}\left(\mathfrak{A}_{n}-\tau\right) \xi=0 \text { and } \lim _{n} \mu_{n}\left(\sum_{k} \frac{a_{n k}}{\lambda_{k}}-a^{\lambda}\right) b(x)=0 \tag{3.6}
\end{equation*}
$$

by (XV) and (XVI), then $A_{\lambda, \mu} \in\left(c_{0}, c_{0}\right)$. Hence condition (XI) is satisfied by Lemma 2.1.
Sufficiency. Let conditions (X), (XI) and (XIV) - (XVI) be satisfied. First we note that relation (3.1) holds for every $x \in c^{\lambda}$ and the finite limits $a_{k}, \tau$ and $a^{\lambda}$ exist correspondingly by (XIV), (XV) and (XVI). As (X) also holds, then $A_{\lambda} \in(c, c)$ by Lemma 2.6, and therefore relations (3.4) and (3.5) hold for every $x \in c^{\lambda}$. The relations (3.6) also hold by (XIV) and (XV). In addition, using conditions (XI) and (XIV), we can assert that $A_{\lambda, \mu} \in\left(c_{0}, c_{0}\right)$ by Lemma 2.2. Thus, $A \in\left(c^{\lambda}, c_{0}^{\mu}\right)$.

The proof of the next results is similar to the proof of Theorem 3.1 (see also the following Remark 3.2). Therefore we give for these results only short outlines of the proofs. The general role in the proof of Theorem 3.1 had the matrices $A_{\lambda}$ and $A_{\lambda, \lambda}$. Therefore we always show the role of these matrices in the next results.
Theorem 3.4. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(m^{\lambda}, c_{0}^{\mu}\right)$ if and only if conditions (X). (XIV) and (XV) are satisfied, and
(XVII) $\lim _{n} \mu_{n} \sum_{k} \frac{\left|a_{n k}-a_{k}\right|}{\lambda_{k}}=0$.

Outline of the proof. It is easy to see that now $A_{\lambda} \in(m, c)$. Since $\left(\gamma_{n}(x)\right) \in c_{0}$ for every $x:=\left(x_{k}\right) \in m^{\lambda}$, we have $A_{\lambda, \mu} \in\left(m, c_{0}\right)$. We complete the proof using Lemmas 2.3 and 2.4.

Theorem 3.5. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(m^{\lambda}, m_{0}^{\mu}\right)$ if and only if conditions (XI) and (XIII) are satisfied, and

$$
\begin{aligned}
& \text { (XVIII) } A e^{k} \in m_{0}^{\mu} \\
& \text { (XIX) } A e \in m_{0}^{\mu}
\end{aligned}
$$

Outline of the proof. In this case $\phi(x)=0$ for every $x \in m^{\lambda}$. Hence, due to $(l(x)) \in m$ and $\left(\gamma_{n}(x)\right) \in m$, we have $A_{\lambda} \in\left(m, c_{0}\right)$ (see (3.2)) and $A_{\lambda, \mu} \in(m, m)$. So we complete the proof using Lemmas 2.4 and 2.5.

Remark 3.3. Condition (XIII) is redundant in Theorem 3.5 for $\mu_{n} \neq O(1)$, since in this case the validity of (XIII) follows from (XI).

Theorem 3.6. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(m_{0}^{\lambda}, m^{\mu}\right)$ if and only if conditions (VIII) (or (X)) and (XI) are satisfied, and

$$
(\mathrm{XX}) A e^{k} \in m^{\mu}
$$

Besides, if $\mu_{n}=O(1)$, then it is necessary to replace $O(1)$ by $o(1)$ in (XI).
Outline of the proof. Since in this case $A_{\lambda} \in(m, c)$ (see (3.2) and $A_{\lambda, \mu} \in(m, m)$, we complete the proof using Lemmas 2.3, 2.5 and Remark 3.2.
Theorem 3.7. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(m_{0}^{\lambda}, m_{0}^{\mu}\right)$ if and only if conditions (XI), (XIII) and (XVIII) are satisfied. Besides, for $\mu_{n} \neq O(1)$ condition (XIII) is redundant.
Outline of the proof. Since in this case $A_{\lambda} \in(m, c)$ (see (3.2)) and $A_{\lambda, \mu} \in(m, m)$, we complete the proof using Lemmas 2.4 and 2.5.
Theorem 3.8. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(m_{0}^{\lambda}, c^{\mu}\right)$ if and only if conditions (VIII), (IX) (or conditions $(\mathrm{X}),(\mathrm{XI}))$ ) and (VI) are satisfied. Besides, if $\mu_{n}=O(1)$, then it is necessary to replace $O(1)$ by $o(1)$ in (XI).
Outline of the proof. Since in this case $A_{\lambda} \in(m, c)$ and $A_{\lambda, \mu} \in(m, c)$, we complete the proof using Lemma

## 2.3.

Theorem 3.9. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(m_{0}^{\lambda}, c_{0}^{\mu}\right)$ if and only if conditions (XIV) and (XVII) are satisfied. Outline of the proof. Since in this case $A_{\lambda} \in(m, c)$ and $A_{\lambda, \mu} \in\left(m, c_{0}\right)$, we complete the proof using Lemmas 2.3 and 2.4.

Theorem 3.10. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c_{0}^{\lambda}, m^{\mu}\right)$ if and only if conditions $(X),(X I)$ and $(X X)$ are satisfied.
Outline of the proof. Since in this case $b(x)=0$ for each $x \in c_{0}^{\lambda}, A_{\lambda} \in\left(c_{0}, c\right)$ and $A_{\lambda, \mu} \in\left(c_{0}, m\right)$, we complete the proof using Lemmas 2.3 and 2.5.
Theorem 3.11. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c_{0}^{\lambda}, m_{0}^{\mu}\right)$ if and only if condition (XI) with $a_{k}=0$ and condition (XIV) are satisfied.
Outline of the proof. Since in this case $b(x)=0$ for each $x \in c_{0}^{\lambda}, A_{\lambda} \in\left(c_{0}, c_{0}\right)$ and $A_{\lambda, \mu} \in\left(c_{0}, m\right)$, we complete the proof using Lemmas 2.2 and 2.5.
Theorem 3.12. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c_{0}^{\lambda}, c^{\mu}\right)$ if and only if conditions (VI), (VII) (X) and (XI) are satisfied.
Outline of the proof. Since in this case $b(x)=0$ for each $x \in c_{0}^{\lambda}, A_{\lambda} \in\left(c_{0}, c\right)$ and $A_{\lambda, \mu} \in\left(c_{0}, c\right)$, we complete the proof using Lemma 2.1.

Theorem 3.13. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c_{0}^{\lambda}, c_{0}^{\mu}\right)$ if and only if conditions (XIV), (XV) and (XI) with $a_{k}=0$ are satisfied.
Outline of the proof. Since in this case $b(x)=0$ for each $x \in c_{0}^{\lambda}, A_{\lambda} \in\left(c_{0}, c\right)$ and $A_{\lambda, \mu} \in\left(c_{0}, c_{0}\right)$, we complete the proof using Lemmas 2.1 and 2.2.
Theorem 3.14. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c^{\lambda}, m_{0}^{\mu}\right)$ if and only if conditions (I), (XI) with $a_{k}=0$ and (XIX) are satisfied, and $a^{\lambda}=0$.

Outline of the proof. In this case $\phi(x)=0$ for each $x \in c^{\lambda}, A_{\lambda} \in\left(c, c_{0}\right)$ and $A_{\lambda, \mu} \in(c, m)$. Since condition (X) follows from (XI) for $a_{k}=0$, we complete the proof using Lemmas 2.1 and 2.3.
Theorem 3.15. Let $\lambda_{n} \neq O(1)$. A matrix $A=\left(a_{n k}\right) \in\left(c^{\lambda}, m_{0}^{\mu}\right)$ if and only if conditions (I), (XI) with $a_{k}=0$, and conditions (XIX) and (XX) are satisfied.
Outline of the proof. In this case $\phi(x)=0$ for each $x \in c^{\lambda}, A_{\lambda} \in\left(c, c_{0}\right)$ and $A_{\lambda, \mu} \in(c, m)$. Since condition (X) follows from (XI) for $a_{k}=0$, we complete the proof using Lemmas 2.1 and 2.3.
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