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#### Abstract

We show a complete classification of faithful representations of the $2+1$ space-times Galilean Lie algebra on the polynomial ring in three variables, where actions of the Galilean Lie algebra are given by derivations with coefficients of degree at most one. In particular, all such representations of the Galilean Lie algebra are explicitly constructed and classified by one parameter. In a more general setting we show that, with respect to a nonzero abelian ideal of a finite-dimensional Lie algebra, there is at most one such representation up to graded-equivalence.


## 1. Introduction

Construction and classification of infinite-dimensional representations of Lie algebras are far from being well understood. Lie algebras of vector fields have naturally infinite-dimensional representations on spaces of smooth functions, which have been studied extensively in literature, see, for example, [3][4][5][6][8]. Motivated by the classical representations of the $2+1$ space-times Galilean Lie algebra $\mathfrak{6}$ [1] (see Example 4.3 below for convenience), we investigate faithful representations of Lie algebras on polynomial rings, with an attempt to deduce some classification results.

Representations of a Lie algebra on a polynomial ring involves Lie algebras consisting of differential operators. Presumably Lie algebras consisting of derivations have relatively simpler structure than those consisting of differential operators of higher orders, and hence it seems more practical to study a Lie algebra's representations given by derivations. Since coefficients of derivations may have higher degrees, it still maybe very difficult to study such representations. So, at present we restrict ourself to representations given by derivations with coefficients of degree at most 1 .

For brevity we denote the polynomial ring $\mathbb{F}\left[x_{1}, \cdots, x_{n}\right]$ over a field $\mathbb{F}$ by $\mathbb{F}\left[X_{n}\right]$, and denote by $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ the Lie algebra of derivations on $\mathbb{F}\left[X_{n}\right]$ with coefficients of degree at most 1 . It turns out that the Lie brackets in $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ can be realized as commutators of matrices (see Lemma 2.1 below), which would simplify some computations. For example, by identifying $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ with the Lie subalgebra $L_{n+1}(\mathbb{F})$ (see (8)) of the general linear Lie algebra $\mathfrak{g l}_{n+1}(\mathbb{F})$ we can prove easily a result on commutative Lie subalgebras of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right.$ ) (see Proposition 2.3 below), which plays a key role to deduce the main results of this paper. Moreover, such an identification implies directly existence of some faithful representations of finite-dimensional Lie algebras on polynomial rings (see Proposition 3.1 below), which means that any

[^0]finite-dimensional Lie algebra can be realized as a subalgebra consisting of derivations on a polynomial ring.

Given a Lie algebra $\mathfrak{g}$ over $\mathbb{F}$, we try to deduce some classification results on representations of $\mathfrak{g}$ on $\mathbb{F}\left[X_{n}\right]$ of the form $\mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$. Let $\operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ be the Lie subalgebra of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ consisting of 0 and derivations with homogenous coefficients of degree 1 . We show that, classification of representations of the form $\mathfrak{g} \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$, which maybe called homogeneous representations, is equivalent to classification of finite $\mathfrak{g}$-modules (see Proposition 3.3 below).

Then we consider faithful representations of the form $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ with $\rho(\mathfrak{g}) \cap \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right) \neq 0$, where $\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$ is the space of derivations of $\mathbb{F}\left[X_{n}\right]$ with constant coefficients. Such representations are non-homogeneous. Note that $\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$ is an abelian ideal of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$. Since any faithful representation of the form $\mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ has close relation to abelian ideals of $\mathfrak{g}$ (see Proposition 16 below), we shall consider representations of the form $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ satisfying that $\rho(\mathfrak{h})=\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$, where $\mathfrak{h}$ is an abelian ideal of $\mathfrak{g}$. As an attempt to classify these representations we introduce the notion of graded-equivalence (Definition 3.5). One of the main results is Theorem 3.7, which states that, given an $n$-dimensional abelian ideal $\mathfrak{h}$ of $\mathfrak{g}$ ( $\mathfrak{g}$ is assumed to be finite-dimensional), there is at most one faithful representation $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ up to graded-equivalence such that $\rho(\mathfrak{b})=\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$.

Since Theorem 3.7 concerns abelian ideals we consider solvable Lie algebras to illustrate its applications. There is no general classification result on solvable Lie algebras. We take as an example the $2+1$ space-times Galilean Lie algebra ( 5 , which originated from classical mechanics. See [1][2] for the physical background of $\mathfrak{F}$ and its classical representation. First, we explain that $(\mathfrak{5}$ has no faithful representations of the form $\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{n}\right]\right)$ for $n=1,2$ and of the form $\mathfrak{5} \rightarrow \operatorname{der}_{1}\left(\mathbb{R}\left[X_{3}\right]\right)$ (see Proposition 4.2 below), which leads us to consider faithful representations of $\mathfrak{F}$ of the form $\mathfrak{G} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$. Second, by applying Theorem 3.7 and Lemma 4.6, which states that any faithful representation of $\mathfrak{G}$ of the form $\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ maps bijectively the 3-dimensional abelian ideal $\mathfrak{H}$ given by (33) to $\operatorname{der}_{0}\left(\mathbb{R}\left[X_{3}\right]\right)$, we obtain that any faithful representation of $\mathfrak{5}$ of the form $\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{3}\right]\right)$ is graded-equivalent to its classical representation (Corollary 4.7). Thirdly, we obtain the other main result which, in terms of equivalence in the usual sense, completely classifies all faithful representations of $\mathfrak{F}$ of the form $\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{3}\right]\right)$. For details see Theorem 4.10 below. In particular, all such representations of $\mathfrak{F}$ are explicitly given and classified by one parameter.

The paper is organized as follows. In Section 2 we discuss some properties of the Lie algebra der ${ }_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$. In Section 3 we discuss some properties of representations of Lie algebras on polynomial rings and prove Theorem 3.7. In Section 4 we discuss faithful representations of the Galilean algebra $\mathfrak{F}$ on $\mathbb{R}\left[X_{3}\right]$, and give a detailed proof of Theorem 4.10.

## 2. Derivations with coefficients of degree at most 1

Any derivation d of $\mathbb{F}\left[X_{n}\right]$ has the form $\mathrm{d}=\sum_{i=1}^{n} d_{i} \partial_{x_{i}}$, where $d_{i}=\mathrm{d}\left(x_{i}\right) \in \mathbb{F}\left[X_{n}\right]$ and $\partial_{x_{i}}=\partial / \partial x_{i}$. Let $\operatorname{der}\left(\mathbb{F}\left[X_{n}\right]\right)$ be the Lie algebra of derivations of $\mathbb{F}\left[X_{n}\right]$, whose Lie bracket is the usual commutator given by

$$
\begin{equation*}
\left[\mathrm{d}_{1}, \mathrm{~d}_{2}\right]=\sum_{i=1}^{n}\left(\mathrm{~d}_{1}\left(d_{2, i}\right)-\mathrm{d}_{2}\left(d_{1, i}\right)\right) \partial_{x_{i}} \tag{1}
\end{equation*}
$$

where $\mathrm{d}_{1}=\sum_{i=1}^{n} d_{1, i} \partial_{x_{i}}, \mathrm{~d}_{2}=\sum_{i=1}^{n} d_{2, i} \partial_{x_{i}} \in \operatorname{der}\left(\mathbb{F}\left[X_{n}\right]\right)$. We shall use the following Lie subalgebras of $\operatorname{der}\left(\mathbb{F}\left[X_{n}\right]\right)$ given by

$$
\begin{align*}
& \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right):=\left\{\mathrm{d}=\sum_{i=1}^{n} d_{i} \partial_{x_{i}}: \operatorname{deg}\left(d_{i}\right) \leq 1\right\}  \tag{2}\\
& \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right):=\left\{\mathrm{d}=\sum_{i=1}^{n} d_{i} \partial_{x_{i}}: d_{i} \text { is homogenous with } \operatorname{deg}\left(d_{i}\right)=1\right\} \cup\{0\},  \tag{3}\\
& \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right):=\left\{\mathrm{d}=\sum_{i=1}^{n} d_{i} \partial_{x_{i}}: d_{i} \text { is a constant }\right\} . \tag{4}
\end{align*}
$$

$\operatorname{By}(1), \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ and $\operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ are Lie subalgebras of $\operatorname{der}\left(\mathbb{F}\left[X_{n}\right]\right)$, and $\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$ is an abelian ideal of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$. Note that

$$
\begin{equation*}
\operatorname{dim} \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)=n^{2}+n, \quad \operatorname{dim} \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)=n^{2}, \operatorname{dim} \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)=n \tag{5}
\end{equation*}
$$

The canonical projection $\omega_{n}: \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right) \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ given by

$$
\begin{equation*}
\omega_{n}\left(\sum_{i=1}^{n} d_{i} \partial_{x_{i}}\right)=\sum_{i=1}^{n}\left(d_{i}\left(x_{1}, \cdots, x_{n}\right)-d_{i}(0, \cdots, 0)\right) \partial_{x_{i}} \tag{6}
\end{equation*}
$$

is a Lie algebra homomorphism. Let $\mathbb{F}^{n}$ be the space of $n$-dimensional row vectors on $\mathbb{F}$. Regard $\mathbb{F}^{n}$ as an abelian Lie algebra. Then, $\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$ is isomorphic to $\mathbb{F}^{n}$ via

$$
\begin{equation*}
\text { can. : } \quad \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right) \ni \mathrm{d}=\sum_{i=1}^{n} d_{i} \partial_{x_{i}} \mapsto\left(d_{1}, \cdots, d_{n}\right) \in \mathbb{F}^{n} \tag{7}
\end{equation*}
$$

An important property of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ is that its Lie bracket given by (1) can be computed via matrices. More precisely, $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ can be identified with a Lie subalgebra of the general linear Lie algebra $\mathfrak{g l}_{n+1}(\mathbb{F})$ in the following way. Consider the following Lie subalgebra

$$
L_{n+1}(\mathbb{F}):=\left\{\left(\begin{array}{cc}
A & 0  \tag{8}\\
\alpha & 0
\end{array}\right): A \in \mathfrak{g l}_{n}(\mathbb{F}), \alpha \in \mathbb{F}^{n}\right\}
$$

of $\mathfrak{g l} l_{n+1}(\mathbb{F})$. Note that $\mathfrak{g l}_{n}(\mathbb{F})$ becomes a Lie subalgebra of $L_{n+1}(\mathbb{F})$ via the canonical embedding $A \mapsto\left(\begin{array}{cc}A & 0 \\ 0 & 0\end{array}\right)$, and the canonical projection

$$
\pi_{n}: \quad L_{n+1}(\mathbb{F}) \rightarrow \mathfrak{g l}_{n}(\mathbb{F}):\left(\begin{array}{cc}
A & 0  \tag{9}\\
\alpha & 0
\end{array}\right) \mapsto A
$$

is a Lie algebra homomorphism. Moreover, the canonical embedding $\mathbb{F}^{n} \hookrightarrow L_{n+1}(\mathbb{F})$ given by $\alpha \mapsto\left(\begin{array}{cc}0 & 0 \\ \alpha & 0\end{array}\right)$ makes $\mathbb{F}^{n}$ an abelian ideal of $L_{n+1}(\mathbb{F})$. We think the following result should be known, but we did not find a reference in literature at present.
Lemma 2.1. The mapping given by

$$
\begin{equation*}
\sigma_{n}: \quad x_{i} \partial_{x_{j}} \mapsto E_{i j}, \quad \partial_{x_{k}} \mapsto E_{n+1, k}, 1 \leq i, j, k \leq n \tag{10}
\end{equation*}
$$

is a Lie algebra isomorphism from $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ to $L_{n+1}(\mathbb{F})$, where $E_{p q}$ is the basic matrix defined by $E_{p q}(r, s)=\delta_{p r} \delta_{q s}$, and the restriction $\overline{\sigma_{n}}$ of $\sigma_{n}$ to $\operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ is a Lie algebra isomorphism from $\operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ to $\mathfrak{g l}_{n}(\mathbb{F})$.

Proof. Since $x_{i} \partial_{x_{j}}, \partial_{x_{k}}(1 \leq i, j, k \leq n)$ form a basis of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right), \sigma_{n}$ is a well-defined bijection. Moreover, due to

$$
\left[x_{i} \partial_{x_{j}}, x_{i^{\prime}} \partial_{x_{j^{\prime}}}\right]=\delta_{j i^{\prime}} x_{i} \partial_{x_{j^{\prime}}}-\delta_{i j^{\prime}} x_{i^{\prime}} \partial_{x_{j},}\left[x_{i} \partial_{x_{j},}, \partial_{x_{k}}\right]=-\delta_{k i} \partial_{x_{j^{\prime}},}\left[\partial_{x_{k},} \partial_{x_{k^{\prime}}}\right]=0
$$

and commutators between basic matrices of $\mathfrak{g l}_{n+1}(\mathbb{F}), \sigma_{n}$ is a Lie algebra homomorphism.
So, we have the following commutative diagram of Lie algebras.


To establish equivalence of representations of Lie algebras on $\mathbb{F}\left[X_{n}\right]$ we shall use some $\mathbb{F}$-automorphisms of $\mathbb{F}\left[X_{n}\right]$ given by invertible matrices. For any $P \in \mathrm{GL}_{n}(\mathbb{F})$ define the $\mathbb{F}$-automorphism $\tau_{P}$ of $\mathbb{F}\left[X_{n}\right]$ by

$$
\begin{equation*}
\tau_{P}(f(\mathrm{X}))=f(\mathrm{XP}), \quad \mathrm{X}=\left(x_{1}, \cdots, x_{n}\right) . \tag{12}
\end{equation*}
$$

In particular, $\tau_{P}\left(x_{k}\right)=\sum_{t=1}^{n} P(t, k) x_{t}$. It's direct that $\tau_{P}$ is also an automorphism of the commutative algebra $\mathbb{F}\left[X_{n}\right]$. Moreover, we have

$$
\begin{equation*}
\tau_{P}\left(\partial_{x_{i}} f(\mathrm{X})\right) \stackrel{\mathrm{Y}=\mathrm{XP}}{=} \partial_{y_{i}}(f(\mathrm{Y})) \tag{13}
\end{equation*}
$$

where $\mathrm{Y}=\left(y_{1}, \cdots, y_{n}\right)=\mathrm{XP}$ means that $y_{k}=\tau_{P}\left(x_{k}\right), 1 \leq k \leq n$. Note that $\partial y_{k} / \partial x_{j}=P(j, k)$. We shall use the following result.

Lemma 2.2. Let $A \in \operatorname{gl}_{n}(\mathbb{F})$ and $P \in \mathrm{GL}_{n}(\mathbb{F})$. Then, as $\mathbb{F}$-linear transformations on $\mathbb{F}\left[X_{n}\right]$ it holds that

$$
\begin{equation*}
\tau_{P}{\overline{\sigma_{n}}}^{-1}(A)={\overline{\sigma_{n}}}^{-1}\left(P A P^{-1}\right) \tau_{P} \tag{14}
\end{equation*}
$$

where ${\overline{\sigma_{n}}}^{-1}: \mathfrak{g l}_{n}(\mathbb{F}) \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ is given by Lemma 2.1.
Proof. Fix any $f(X) \in \mathbb{F}\left[X_{n}\right]$. Then we have

$$
\begin{aligned}
&\left({\overline{\sigma_{n}}}^{-1}\left(P A P^{-1}\right) \tau_{P}\right)(f(\mathrm{X}))={\overline{\sigma_{n}}}^{-1}\left(P A P^{-1}\right)(f(\mathrm{XP})) \stackrel{\text { Lemma } 2.1}{=} \sum_{i, j=1}^{n}\left(P A P^{-1}\right)(i, j) x_{i} \partial_{x_{j}}(f(\mathrm{XP})) \\
&= \sum_{i, j=1}^{n}\left(\sum_{k, \ell=1}^{n} P(i, k) A(k, \ell) P^{-1}(\ell, j)\right) x_{i} \partial_{x_{j}}(f(\mathrm{XP}))=\sum_{k, \ell=1}^{n} A(k, \ell)\left(\sum_{i=1}^{n} P(i, k) x_{i}\right)\left(\sum_{j=1}^{n} P^{-1}(\ell, j) \partial_{x_{j}} f(\mathrm{XP})\right) \\
& \stackrel{\mathrm{Y}}{=} \mathrm{XP} \quad \sum_{k, \ell=1}^{n} A(k, \ell)\left(\sum_{i=1}^{n} P(i, k) x_{i}\right)\left(\sum_{j=1}^{n} P^{-1}(\ell, j) \sum_{t=1}^{n} \partial_{y_{t}} f(\mathrm{Y}) \frac{\partial y_{t}}{\partial x_{j}}\right) \\
&= \sum_{k, \ell=1}^{n} A(k, \ell)\left(\sum_{i=1}^{n} P(i, k) x_{i}\right)\left(\sum_{t=1}^{n}\left(\sum_{j=1}^{n}\left(P^{-1}(\ell, j) P(j, t)\right)\right) \partial_{y_{t}} f(\mathrm{Y})\right)=\sum_{k, \ell=1}^{n} A(k, \ell) y_{k} \partial_{y_{t}}(f(\mathrm{Y}))
\end{aligned}
$$

and

$$
\begin{aligned}
\tau_{P}\left({\overline{\sigma_{n}}}^{-1}(A)(f(\mathrm{X}))\right) & =\tau_{P}\left(\sum_{k, \ell=1}^{n} A(k, \ell) x_{k} \partial_{x_{\ell}}(f(\mathrm{X}))\right)=\sum_{k, \ell=1}^{n} A(k, \ell) \tau_{P}\left(x_{k} \partial_{x_{\ell}}(f(\mathrm{X}))\right) \\
(13), \mathrm{Y} & =\mathrm{XP} \sum_{k, \ell=1}^{n} A(k, \ell)\left(y_{k} \partial_{y_{\ell}}(f(\mathrm{Y}))\right),
\end{aligned}
$$

and hence the proof is completed.
We shall use the following result on commutative subalgebras of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$.
Proposition 2.3. Assume that $\mathcal{A}$ is a commutative subalgebra of $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ with $\operatorname{dim} \mathcal{A}>\left[n^{2} / 4\right]+1$. Then $\mathcal{A} \cap \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right) \neq 0$.

Proof. By Lemma 2.1, $\sigma_{n}(\mathcal{A})$ is a commutative subalgebra of $L_{n+1}(\mathbb{F})$. Let $\left\{\mathrm{d}_{k}\right\}$ be a basis of $\mathcal{A}$. Then $\left\{\sigma_{n}\left(\mathrm{~d}_{k}\right)\right\}$ is a basis of $\sigma_{n}(\mathcal{A})$. Write

$$
\sigma_{n}\left(\mathrm{~d}_{k}\right)=\left(\begin{array}{cc}
A_{k} & 0  \tag{15}\\
\alpha_{k} & 0
\end{array}\right) \in L_{n+1}(\mathbb{F}), A_{k} \in \mathfrak{g l}_{n}(\mathbb{F}), \alpha_{k} \in \mathbb{F}^{n}, \quad 1 \leq k \leq \operatorname{dim} \mathcal{A} .
$$

Then $\operatorname{span}_{\mathbb{F}}\left\{A_{k}\right\}$ is a commutative subalgebra of $\mathfrak{g l}_{n}(\mathbb{F})$, and hence $\operatorname{dim} \operatorname{span}_{\mathbb{F}}\left\{A_{k}\right\} \leq\left[n^{2} / 4\right]+1$ due to Schur's theorem [7]. It follows that $A_{1}, \cdots, A_{\operatorname{dim} \mathcal{A}}$ are linearly dependent since $\operatorname{dim} \mathcal{A}>\left[n^{2} / 4\right]+1$. So, we may choose $a_{k} \in \mathbb{F}(1 \leq k \leq \operatorname{dim} \mathcal{A})$, at least one of which is nonzero, such that $\sum_{k=1}^{\operatorname{dim} \mathcal{A}} a_{k} A_{k}=0$. Therefore,

$$
0 \neq \sigma_{n}\left(\sum_{k=1}^{\operatorname{dim} \mathcal{A}} a_{k} \mathrm{~d}_{k}\right)=\sum_{k=1}^{\operatorname{dim} \mathcal{A}} a_{k} \sigma_{n}\left(\mathrm{~d}_{k}\right)=\left(\begin{array}{cc}
0 & 0 \\
\sum_{k=1}^{\operatorname{dim} \mathcal{A}} a_{k} \alpha_{k} & 0
\end{array}\right) \in \sigma_{n}(\mathcal{A})
$$

which implies that $\sum_{k=1}^{\operatorname{dim} \mathcal{A}} a_{k} \mathrm{~d}_{k} \in \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right) \cap \mathcal{A}$. Moreover, $\sum_{k=1}^{\operatorname{dim} \mathcal{A}} a_{k} \mathrm{~d}_{k}$ is nonzero since $\mathrm{d}_{1}, \cdots, \mathrm{~d}_{\operatorname{dim} \mathcal{A}}$ are linearly independent.

## 3. Properties of representations of Lie algebras given by derivations with coefficients at most one

Let $\mathfrak{g}$ be a Lie algebra over $\mathbb{F}$. We shall consider representations of $\mathfrak{g}$ on the polynomial ring $\mathbb{F}\left[X_{n}\right]$ of the form $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$. We collect some basic facts of such representations as follows.

Proposition 3.1. Assume that $\mathfrak{g}$ is finite-dimensional. Then, there is an integer $m$ and $a$ faithful representation $\mathfrak{g} \hookrightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{m}\right]\right)$ of $\mathfrak{g}$ on $\mathbb{F}\left[X_{m}\right]$.

Proof. By Ado's Theorem there is an embedding $\mathfrak{g} \hookrightarrow \mathfrak{g l}_{m}(\mathbb{F})$ as Lie algebras for some $m$, and hence there is an injective Lie algebra homomorphism from $\mathfrak{g}$ to $\operatorname{der}_{1}\left(\mathbb{F}\left[X_{m}\right]\right)$ due to Lemma 2.1.

Recall that $\mathbb{F}\left[X_{n}\right]$ admits the following filtration given by

$$
\begin{equation*}
\mathbb{F} \subset \mathbb{F}\left[X_{n}\right]_{1} \subset \cdots \subset \mathbb{F}\left[X_{n}\right]_{k} \subset \cdots, \tag{16}
\end{equation*}
$$

where $\mathbb{F}\left[X_{n}\right]_{k}=\left\{f \in \mathbb{F}\left[X_{n}\right]: \operatorname{deg}(f) \leq k\right\}, k=0,1,2, \cdots$.
Proposition 3.2. Let $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ be a representation of $\mathfrak{g}$ on $\mathbb{F}\left[X_{n}\right]$.
(i) For each $k=0,1,2, \cdots, \mathbb{F}\left[X_{n}\right]_{k}$ becomes a finite-dimensional $\mathfrak{g}$-module via actions of $\rho(\mathrm{g}) \in \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ for any $\mathrm{g} \in \mathfrak{g}$.
(ii) $\rho$ is uniquely determined by actions of $\rho(\mathrm{g}) \in \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[\mathrm{X}_{n}\right]\right)(\mathrm{g} \in \mathfrak{g})$ on

$$
\mathbb{F}_{1}\left[\mathrm{X}_{n}\right]=\mathbb{F} \oplus \operatorname{span}_{\mathbb{F}}\left\{x_{1}, \cdots, x_{n}\right\} .
$$

(iii) $\rho\left(\operatorname{ker}\left(\omega_{n} \rho\right)\right) \subseteq \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$, where $\omega_{n}: \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right) \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ is the Lie algebra homomorphism given by (6). If $\rho$ is faithful then $\operatorname{ker}\left(\omega_{n} \rho\right)$ is an abelian ideal of $\mathfrak{g}$.

Proof. (i) is direct by definitions. (ii) follows since for any $\mathrm{g} \in \mathfrak{g}$ it holds that $\rho(\mathrm{g})=\sum_{i=1}^{n} \rho(\mathrm{~g})\left(x_{i}\right) \partial_{x_{i}}, 1 \leq i \leq n$.
(iii) For any $\mathrm{g} \in \operatorname{ker}\left(\omega_{n} \rho\right)$, by $\omega_{n}(\rho(\mathrm{~g}))=0$ and $\operatorname{ker} \omega_{n}=\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$ it follows that $\rho(\mathrm{g}) \in \operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$. Assume that $\rho$ is faithful. For any $g_{1}, \mathrm{~g}_{2} \in \operatorname{ker}\left(\omega_{n} \rho\right)$, since $\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$ is abelian, $\rho\left(\left[\mathrm{g}_{1}, \mathrm{~g}_{2}\right]\right)=\left[\rho\left(\mathrm{g}_{1}\right), \rho\left(\mathrm{g}_{2}\right)\right]=$ 0 , and hence $\left[\mathrm{g}_{1}, \mathrm{~g}_{2}\right]=0$ since $\operatorname{ker} \rho=0$.

The category of finite-dimensional $\mathfrak{g}$-modules can be identified with a full subcategory of the category of representations of $\mathfrak{g}$ of the form $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$. In fact, we have the following statement, where $\mathfrak{g}$ is not necessarily finite-dimensional.

Proposition 3.3. Let $M$ be an $n$-dimensional $\mathfrak{g}$-module. Then there is a representation of $\mathfrak{g}$ on $\mathbb{F}\left[X_{n}\right]$ of the form $\rho$ : $\mathfrak{g} \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ such that $M \cong \operatorname{span}_{\mathbb{F}}\left\{x_{1}, \cdots, x_{n}\right\}$ as $\mathfrak{g}$-modules. Moreover, such representations of $\mathfrak{g}$ on polynomial ring of $n$ variables are uniquely determined up to equivalence.

Proof. (Existence.) Let $\rho_{0}: \mathfrak{g} \rightarrow \mathfrak{g l}(M)$ be the $\mathfrak{g}$-module structure on $M$, and $\mathcal{S}(M)$ the symmetric algebra over $M$. Then $\mathcal{S}(M)$ becomes a $\mathfrak{g}$-module with its module structure, denoted again by $\rho_{0}$, given by $\rho_{0}(\mathrm{~g})(u v)=$ $\rho_{0}(\mathrm{~g})(u) v+u \rho_{0}(\mathrm{~g})(v), \mathrm{g} \in \mathfrak{g}, u, v \in \mathcal{S}(M)$.

Fix a basis $\left\{v_{1}, \cdots, v_{n}\right\}$ of $M$. Then there is an associative algebra isomorphism $\sigma: \mathcal{S}(M) \rightarrow \mathbb{F}\left[X_{n}\right]$ given by $v_{i} \mapsto x_{i}, 1 \leq i \leq n$. For any $g \in \mathfrak{g}$ set

$$
\begin{equation*}
\rho(\mathrm{g}):=\sigma \rho_{0}(\mathrm{~g}) \sigma^{-1}: \mathbb{F}\left[\mathrm{X}_{n}\right] \rightarrow \mathbb{F}\left[\mathrm{X}_{n}\right] . \tag{17}
\end{equation*}
$$

By a direct check we get that $\rho(\mathrm{g}) \in \operatorname{der}\left(\mathbb{F}\left[X_{n}\right]\right)$, and the mapping $\rho: \mathfrak{g} \rightarrow \operatorname{der}\left(\mathbb{F}\left[X_{n}\right]\right)$ given by (17) is a Lie algebra homomorphism. Moreover, for any $\mathrm{g} \in \mathfrak{g}$, we may write $\rho(\mathrm{g})=\sum_{i=1}^{n} d_{i} \partial_{x_{i}}$ with $d_{i} \in \mathbb{F}\left[X_{n}\right]$, and hence

$$
d_{j}=\rho(\mathrm{g})\left(x_{j}\right)=\sigma\left(\rho_{0}(\mathrm{~g}) \sigma^{-1}\left(x_{j}\right)\right)=\sigma\left(\rho_{0}(\mathrm{~g})\left(v_{j}\right)\right) \in \operatorname{span}_{\mathbb{F}}\left\{x_{1}, \cdots, x_{n}\right\}, 1 \leq j \leq n
$$

which means that

$$
\begin{equation*}
\rho(\mathrm{g})=\sum_{i=1}^{n} \sigma\left(\rho_{0}(\mathrm{~g})\left(v_{i}\right)\right) \partial_{x_{i}} \in \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right), \quad \mathrm{g} \in \mathfrak{g} \tag{18}
\end{equation*}
$$

Since $\sigma(M)=\operatorname{span}_{\mathbb{F}}\left\{x_{1}, \cdots, x_{n}\right\}$ and $\rho_{0}(\mathrm{~g})(M) \subseteq M$, the existence part is proved.
(Uniqueness.) Let $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ and $\rho^{\prime}: \mathfrak{g} \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[\mathrm{Y}_{n}\right]\right)$ be representations of $\mathfrak{g}$ such that $M \cong \operatorname{span}_{\mathbb{F}}\left\{x_{1}, \cdots, x_{n}\right\} \cong \operatorname{span}_{\mathbb{F}}\left\{y_{1}, \cdots, y_{n}\right\}$ as $\mathfrak{g}$-modules, where $\mathbb{F}\left[Y_{n}\right]$ is the polynomial ring of $y_{1}, \cdots, y_{n}$ and $\operatorname{der}_{1}\left(\mathbb{F}\left[Y_{n}\right]\right)$ is given by (3). Then there is an invertible matrix $P \in \mathrm{GL}_{n}(\mathbb{F})$ such that the $\mathbb{F}$-isomorphism $\left(x_{1}, \cdots, x_{n}\right) \mapsto\left(y_{1}, \cdots, y_{n}\right) P$ is a $\mathfrak{g}$-module isomorphism from $\operatorname{span}_{\mathbb{F}}\left\{x_{1}, \cdots, x_{n}\right\}$ to $\operatorname{span}_{\mathbb{F}}\left\{y_{1}, \cdots, y_{n}\right\}$. For any $\mathrm{g} \in \mathfrak{g}$, since $\rho(\mathrm{g}) \in \operatorname{der}_{1}\left(\mathbb{F}\left[X_{n}\right]\right)$ and $\rho^{\prime}(\mathrm{g}) \in \operatorname{der}_{1}\left(\mathbb{F}\left[\mathrm{Y}_{n}\right]\right)$, by Lemma 2.1 we get matrices $A_{\mathrm{g}}=\overline{\sigma_{n}}(\rho(\mathrm{~g}))$ and $B_{\mathrm{g}}=\overline{\sigma_{n}}\left(\rho^{\prime}(\mathrm{g})\right)$ in $\mathrm{gl}_{n}(\mathbb{F})$ satisfying that

$$
\left\{\begin{array}{l}
P A_{\mathrm{g}}=B_{\mathrm{g}} P,  \tag{19}\\
\left(\rho(\mathrm{~g})\left(x_{1}\right), \cdots, \rho(\mathrm{g})\left(x_{n}\right)\right)=\left(x_{1}, \cdots, x_{n}\right) A_{\mathrm{g}}, \quad\left(\rho^{\prime}(\mathrm{g})\left(y_{1}\right), \cdots, \rho^{\prime}(\mathrm{g})\left(y_{n}\right)\right)=\left(y_{1}, \cdots, y_{n}\right) B_{\mathrm{g}} .
\end{array}\right.
$$

Denote by $\chi_{P}$ the isomorphism of commutative algebras from $\mathbb{F}\left[X_{n}\right]$ to $\mathbb{F}\left[Y_{n}\right]$ determined uniquely by

$$
\begin{equation*}
\chi_{P}\left(x_{i}\right):=\sum_{j=1}^{n} P(j, i) y_{j}, \quad 1 \leq i \leq n \tag{20}
\end{equation*}
$$

Similar to (13), it holds that

$$
\begin{equation*}
\chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right)=\frac{\partial f\left(\chi_{P}\left(x_{1}\right), \cdots, \chi_{P}\left(x_{n}\right)\right)}{\partial\left(\chi_{P}\left(x_{i}\right)\right)}, 1 \leq i \leq n . \tag{21}
\end{equation*}
$$

It remains to check that $\chi_{P}$ is a $\mathfrak{g}$-module homomorphism. Recall that

$$
\begin{equation*}
\rho(\mathrm{g})=\sum_{i=1}^{n} \rho(\mathrm{~g})\left(x_{i}\right) \partial_{x_{i}}, \quad \rho^{\prime}(\mathrm{g})=\sum_{j=1}^{n} \rho(\mathrm{~g})\left(y_{j}\right) \partial_{y_{j}}, \mathrm{~g} \in \mathfrak{g} . \tag{22}
\end{equation*}
$$

Fix any $f\left(x_{1} \cdots, x_{n}\right) \in \mathbb{F}\left[X_{n}\right]$. Then, for any $g \in \mathfrak{g}$ we have

$$
\begin{aligned}
& \rho^{\prime}(\mathrm{g})\left(\chi_{P}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) \stackrel{(22)}{=} \sum_{j=1}^{n} \rho^{\prime}(\mathrm{g})\left(y_{j}\right) \partial_{y_{j}}\left(f\left(\chi_{P}\left(x_{1}\right), \cdots, \chi_{P}\left(x_{n}\right)\right)\right) \\
&=\sum_{j=1}^{n} \rho^{\prime}(\mathrm{g})\left(y_{j}\right) \sum_{i=1}^{n} \frac{\partial f\left(\chi_{P}\left(x_{1}\right), \cdots, \chi_{P}\left(x_{n}\right)\right)}{\partial\left(\chi_{P}\left(x_{i}\right)\right)} \cdot \frac{\partial \chi_{P}\left(x_{i}\right)}{\partial y_{j}} \\
& \stackrel{(20),(21)}{=} \sum_{i, j=1}^{n} \rho^{\prime}(\mathrm{g})\left(y_{j}\right) P(j, i) \chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) \\
& \stackrel{(19)}{=} \sum_{k=1}^{n} \sum_{j=1}^{n} \sum_{i=1}^{n} B_{\mathrm{g}}(k, j) P(j, i) y_{k} \chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) \\
&=\sum_{k=1}^{n} \sum_{i=1}^{n}\left(B_{\mathrm{g}} P\right)(k, i) y_{k} \chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\chi_{P}(\rho(\mathrm{~g}))\left(f\left(x_{1} \cdots, x_{n}\right)\right) & \stackrel{(22)}{=} \chi_{P}\left(\sum_{i=1}^{n} \rho(\mathrm{~g})\left(x_{i}\right) \partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) \\
& \stackrel{(19)}{=} \sum_{\ell=1}^{n} \sum_{i=1}^{n} A_{\mathrm{g}}(\ell, i) \chi_{P}\left(x_{\ell}\right) \chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) \\
& \stackrel{(20)}{=} \sum_{k=1}^{n} \sum_{i=1}^{n} \sum_{\ell=1}^{n} P(k, \ell) A_{\mathrm{g}}(\ell, i) y_{k} \chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) \\
& =\sum_{k=1}^{n} \sum_{i=1}^{n}\left(P A_{\mathrm{g}}\right)(k, i) y_{k} \chi_{P}\left(\partial_{x_{i}}\left(f\left(x_{1} \cdots, x_{n}\right)\right)\right) .
\end{aligned}
$$

So, by $P A_{\mathrm{g}}=B_{\mathrm{g}} P$ we get $\chi_{P}(\rho(\mathrm{~g}))=\rho^{\prime}(\mathrm{g}) \chi_{P}$ as required.
Example 3.4. Consider the 3-dimensional complex simple Lie algebra $\mathfrak{s l}_{2}(\mathbb{C})$ with standard basis $\{\mathrm{e}, \mathrm{h}, \mathrm{f}\}$, i.e., $[\mathrm{e}, \mathrm{f}]=$ $\mathrm{h},[\mathrm{h}, \mathrm{e}]=2 \mathrm{e},[\mathrm{h}, \mathrm{f}]=-2 \mathrm{f}$. Let $M=\left\{v_{1}, v_{2}\right\}$ be the canonical 2 -dimensional irreducible module of $\mathfrak{s l}_{2}(\mathbb{C})$. The mapping $\rho: \mathfrak{s l}_{2}(\mathbb{C}) \rightarrow \operatorname{der}_{1}\left(\mathbb{C}\left[x_{1}, x_{2}\right]\right)$ given by Proposition 3.3 is (see (18))

$$
\begin{equation*}
\rho(\mathrm{e})=x_{1} \partial_{x_{2}}, \quad \rho(\mathrm{~h})=x_{1} \partial_{x_{1}}-x_{2} \partial_{x_{2}}, \quad \rho(\mathrm{f})=x_{2} \partial_{x_{1}} \tag{23}
\end{equation*}
$$

which is a well-known faithful representation of $\mathfrak{s l}_{2}(\mathbb{C})$ on $\mathbb{C}\left[x_{1}, x_{2}\right]$ (see [9, Exercise $\left.4, \S 7\right]$ ). In particular, $M \cong$ $\operatorname{span}_{\mathbb{C}}\left\{x_{1}, x_{2}\right\}$.

Generally, in terms of equivalence in the usual sense it is difficult to classify representations of the form $\mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ on $\mathbb{F}\left[X_{n}\right]$. Given such a representation $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$, by Proposition 3.2 we get a graded $\mathfrak{g}$-module $\oplus_{k=1}^{\infty} \mathbb{F}\left[X_{n}\right]_{k} / \mathbb{F}\left[X_{n}\right]_{k-1}$. For brevity we make the following definition.
Definition 3.5. Let $\left.\rho, \tilde{\rho}: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathrm{~F}_{\mathrm{F}} \mathrm{X}_{n}\right]\right)$ be representations of $\mathfrak{g}$ on $\mathbb{F}\left[X_{n}\right]$. If their induced graded modules are isomorphic as graded modules, then $\rho$ and $\tilde{\rho}$ are called graded-equivalent.
In other words, $\rho$ and $\tilde{\rho}$ are called graded-equivalent if for each $k \geq 1$ there is an $\mathbb{F}$-automorphism $\tau_{k}$ of $\mathbb{F}\left[X_{n}\right]_{k} / \mathbb{F}\left[X_{n}\right]_{k-1}$ such that the diagram

commutes for any $g \in \mathfrak{g}$. Moreover, if $\left.\rho, \tilde{\rho}: \mathfrak{g} \rightarrow \operatorname{der}_{1}\left(\mathrm{~F}_{\mathrm{X}}\right]\right) \subset \operatorname{der}_{\leq 1}\left(\mathrm{~F}\left[\mathrm{X}_{n}\right]\right)$ are representations of $\mathfrak{g}$, then graded-equivalence of $\rho$ and $\tilde{\rho}$ is just the quasi-isomorphism of graded modules.

Example 3.6. Let $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathrm{~F}_{\mathrm{K}}\right]$ ) be representations of $\mathfrak{g}$ on $\mathbb{F}\left[X_{n}\right]$. Then $\rho$ and $\bar{\rho}:=\omega_{n} \rho$ : $\mathfrak{g} \rightarrow$ $\operatorname{der}_{1}\left(\mathrm{~F}_{\mathrm{X}}\right]$ ) are graded-equivalent, where $\omega_{n}$ is the Lie algebra homomorphism given by (6). Indeed, for any $\overline{f(X)} \equiv f_{0}(X) \bmod \left(\mathbb{F}\left[X_{n}\right]_{k-1}\right)$ with $f_{0}(X)$ being a homogenous polynomial of degree $k$, for any $g \in \mathfrak{g}$ it holds that

$$
\rho(\mathrm{g})(\overline{f(\mathrm{X})}) \equiv \rho(\mathrm{g})\left(f_{0}(\mathrm{X})\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{k-1}\right) \equiv \bar{\rho}(\mathrm{g})\left(f_{0}(\mathrm{X})\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{k-1}\right)
$$

$d$ ue to the definition of $\bar{\rho}$.
Motivated by Proposition 3.2 (iii), for finite-dimensional Lie algebras which has abelian ideals, we consider classification in terms of graded-equivalence of their faithful representations on polynomial rings. We have the following main result of this section.

Theorem 3.7. Assume that $\mathfrak{g}$ is finite-dimensional. Let $\mathfrak{h}$ be an abelian ideal of $\mathfrak{g}$ with $\operatorname{dim} \mathfrak{b}=n$. Then there is at most one faithful representation up to graded-equivalence of $\mathfrak{g}$ of the form $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ such that $\rho(\mathfrak{h})=\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$.

Proof. Assume that such a faithful representation $\rho: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ exists. Recall the Lie algebra isomorphism $\sigma_{n}$ : $\operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ given by Lemma 2.1. Fix any basis $\left\{h_{i}\right\}_{i=1}^{n}$ of $\mathfrak{h}$. Since $\rho$ is faithful and $\rho(\mathfrak{h})=\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$, the vectors $\alpha_{i}:=\sigma_{n}\left(\rho\left(\mathrm{~h}_{i}\right)\right) \in \mathbb{F}^{n}(1 \leq i \leq n)$ are linearly independent, and hence we get an invertible matrix $Q:=\left(\alpha_{1}, \cdots, \alpha_{n}\right)^{T}$.

Extend $\left\{\mathrm{h}_{i}\right\}_{i=1}^{n}$ to a basis $\left\{\mathrm{h}_{i}\right\}_{i=1}^{n} \cup\left\{\mathrm{~g}_{j}\right\}_{j=1}^{\ell}$ of $\mathfrak{g}$, and set

$$
\sigma_{n}\left(\rho\left(\mathrm{~g}_{j}\right)\right)=\left(\begin{array}{ll}
A_{j} & 0  \tag{24}\\
\gamma_{j} & 0
\end{array}\right), 1 \leq j \leq \ell
$$

Since $\mathfrak{b}$ is an ideal of $\mathfrak{g}$, there are constants $c_{i j}^{k} \in \mathbb{F}$ such that

$$
\begin{equation*}
\left[\mathrm{h}_{i,}, \mathrm{~g}_{j}\right]=\sum_{k=1}^{n} c_{i j}^{k} \mathrm{~h}_{k}, \quad 1 \leq i \leq n, 1 \leq j \leq \ell \tag{25}
\end{equation*}
$$

from which we deduce that

$$
\left[\left(\begin{array}{cc}
0 & 0 \\
\alpha_{i} & 0
\end{array}\right),\left(\begin{array}{ll}
A_{j} & 0 \\
\gamma_{j} & 0
\end{array}\right)\right]=\left[\sigma_{n}\left(\rho\left(\mathrm{~h}_{i}\right)\right), \sigma_{n}\left(\rho\left(\mathrm{~g}_{j}\right)\right)\right]=\sum_{k=1}^{n} c_{i j}^{k}\left(\begin{array}{cc}
0 & 0 \\
\alpha_{k} & 0
\end{array}\right)
$$

So,

$$
\begin{equation*}
\alpha_{i} A_{j}=\sum_{k=1}^{n} c_{i j}^{k} \alpha_{k}, \quad 1 \leq i \leq n, 1 \leq j \leq \ell \tag{26}
\end{equation*}
$$

Varying $i$ from 1 to $n$, we get for each $j$ that

$$
Q A_{j}=C_{j} Q, \quad \text { where } C_{j}=\left(\begin{array}{cccc}
c_{1 j}^{1} & c_{1 j}^{2} & \cdots & c_{1 j}^{n}  \tag{27}\\
\cdots & \cdots & \cdots & \cdots \\
c_{n j}^{1} & c_{n j}^{2} & \cdots & c_{n j}^{n}
\end{array}\right)
$$

Since $Q$ is invertible, we get that

$$
\begin{equation*}
A_{j}=Q^{-1} C_{j} Q, \quad 1 \leq j \leq \ell \tag{28}
\end{equation*}
$$

which means that $\pi_{n} \sigma_{n}\left(\rho\left(\mathrm{~g}_{j}\right)\right)$ (see (9)) is uniquely determined by $\rho\left(\mathrm{h}_{i}\right), 1 \leq i \leq n$.
Similarly, if $\tilde{\rho}: \mathfrak{g} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{n}\right]\right)$ is another faithful representation of $\mathfrak{g}$ on $\mathbb{F}\left[X_{n}\right]$ satisfying that $\tilde{\rho}(\mathfrak{h})=$ $\operatorname{der}_{0}\left(\mathbb{F}\left[X_{n}\right]\right)$, then we have the similar identity

$$
\begin{equation*}
\tilde{A}_{j}=\tilde{Q}^{-1} C_{j} \tilde{Q}, \quad 1 \leq j \leq \ell \tag{29}
\end{equation*}
$$

where $\tilde{A}_{j}=\pi_{n} \sigma_{n}\left(\tilde{\rho}\left(\mathrm{~g}_{j}\right)\right), \tilde{Q}=\left(\tilde{\alpha}_{1}, \cdots, \tilde{\alpha}_{n}\right)^{T}$ and $\tilde{\alpha}_{i}=\sigma_{n} \tilde{\rho}\left(\mathrm{~h}_{i}\right) \in \mathbb{F}^{n}$. So, by (28) and (29) it follows that

$$
\begin{equation*}
A_{j}=P \tilde{A}_{j} P^{-1}, 1 \leq j \leq \ell, \tag{30}
\end{equation*}
$$

where $P:=Q^{-1} \tilde{Q} \in \mathrm{GL}_{n}(\mathbb{F})$. We use $P$ to show that $\rho$ and $\tilde{\rho}$ are graded-equivalent. Indeed, the $\mathbb{F}-$ automorphism $\tau_{P}$ on $\mathbb{F}\left[X_{n}\right]$ given by (12) induces for each $m \geq 1$ an $\mathbb{F}$-automorphism, denoted by $\tau_{m}$, on $\mathbb{F}\left[X_{n}\right]_{m} / \mathbb{F}\left[X_{n}\right]_{m-1}$. By Definition 3.5, it remains to check that, for $1 \leq i \leq n$ and $1 \leq j \leq \ell$,

$$
\begin{equation*}
\tau_{m} \rho\left(\mathrm{~h}_{i}\right)=\tilde{\rho}\left(\mathrm{h}_{i}\right) \tau_{m} \text { and } \tau_{m} \rho\left(\mathrm{~g}_{j}\right)=\tilde{\rho}\left(\mathrm{g}_{j}\right) \tau_{m} \tag{31}
\end{equation*}
$$

as $\mathbb{F}$-linear transformations on $\mathbb{F}\left[X_{n}\right]_{m} / \mathbb{F}\left[X_{n}\right]_{m}$.
Fix any $\overline{f(X)} \equiv f_{0}(X) \bmod \left(\mathbb{F}\left[X_{n}\right]_{m-1}\right)$ with $f_{0}(X)$ being a homogenous polynomial of degree $m$. Since $\rho\left(\mathrm{h}_{i}\right)\left(f_{0}(\mathrm{X})\right)$ and $\tilde{\rho}\left(\mathrm{h}_{i}\right) \tau_{m}\left(f_{0}(\mathrm{X})\right)$ has degree $\leq m-1$, the first identity of (31) follows. To check the second identity we have

$$
\begin{array}{rll}
\left(\tau_{m} \rho\left(\mathrm{~g}_{j}\right)\right)(\overline{f(\mathrm{X})}) & \equiv & \tau_{m}\left(\rho\left(\mathrm{~g}_{j}\right)\left(f_{0}(\mathrm{X})\right)\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{m-1}\right) \\
& \equiv & \left(\tau_{m}{\overline{\sigma_{n}}}^{-1}\left(A_{j}\right)\right)\left(f_{0}(\mathrm{X})\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{m-1}\right) \\
& \stackrel{(30), \text { Lemma } 2.2}{\equiv} & \left({\overline{\sigma_{n}}}^{-1}\left(P \tilde{A}_{j} P^{-1}\right) \tau_{m}\right)\left(f_{0}(\mathrm{X})\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{m-1}\right) \\
& \equiv & \left({\overline{\sigma_{n}}}^{-1}\left(\tilde{A}_{j}\right) \tau_{m}\right)\left(f_{0}(\mathrm{X})\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{m-1}\right) \equiv\left(\tilde{\rho}\left(\mathrm{g}_{j}\right) \tau_{m}\right)\left(f_{0}(\mathrm{X})\right) \bmod \left(\mathbb{F}\left[\mathrm{X}_{n}\right]_{m-1}\right)
\end{array}
$$

as required.

## 4. Faithful representations of the Galilean Lie algebra on the polynomial ring in three variables

In this section we denote by $\mathfrak{G}$ the Galilean Lie algebra, which is the six-dimensional Lie algebra over $\mathbb{R}$ with a basis $m, h, n_{i}, p_{i}(i=1,2)$ under which the Lie bracket is given by [1]

$$
\begin{align*}
& {\left[m, n_{1}\right]=n_{2},\left[m, n_{2}\right]=-n_{1},\left[n_{i}, h\right]=p_{i},\left[m, p_{1}\right]=p_{2},\left[m, p_{2}\right]=-p_{1},\left[h, p_{i}\right]=0,} \\
& {\left[p_{1}, p_{2}\right]=\left[n_{1}, n_{2}\right]=[m, h]=\left[n_{i}, p_{j}\right]=0 .} \tag{32}
\end{align*}
$$

In the sequel we shall use the following abelian ideals of $\mathfrak{G}$ given by

$$
\begin{equation*}
\mathfrak{H}:=\operatorname{span}_{\mathbb{R}}\left\{\mathrm{h}, \mathrm{p}_{1}, \mathrm{p}_{2}\right\} \text { and } \mathfrak{N}:=\operatorname{span}_{\mathbb{R}}\left\{\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{n}_{1}, \mathrm{n}_{2}\right\} \tag{33}
\end{equation*}
$$

respectively. Since $[\mathfrak{G}, \mathfrak{F}]=\mathfrak{N}, \mathfrak{F}$ is solvable, but not nilpotent.
Remark 4.1. Note that any nonzero ideal $\mathfrak{\Im}$ of $\mathfrak{G}$ must contain $\mathrm{p}_{1}, \mathrm{p}_{2}$. One may use this fact to determine all ideals of $\mathfrak{G}$.

We have the following result.
Proposition 4.2. There is no faithful representations of $\mathfrak{G 5}$ of the form $\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{n}\right]\right)$ for $n=1,2$, and there is no faithful representations of $\mathfrak{G}$ of the form $\left(\mathfrak{5} \rightarrow \operatorname{der}_{1}\left(\mathbb{R}\left[X_{3}\right]\right)\right.$.

Proof. Since $\operatorname{dim} \operatorname{der}_{\leq 1} \mathbb{R}\left[X_{1}\right]=2<\operatorname{dim}(5)$, there is no faithful representation of $\mathbb{5}$ on $\mathbb{R}[x]$ of the form $\left(\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}(\mathbb{R}[x])\right.$. If there were a faithful representation of $\mathfrak{G 5}$ of the form $\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{2}\right]\right)$, then by $\operatorname{dim} \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{2}\right]\right)=6=\operatorname{dim}\left(\mathfrak{5}\right.$ we have $\left(\mathfrak{5} \cong \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{2}\right]\right)\right.$ as Lie algebras, which is impossible since $\mathfrak{F}$ is solvable, while by Lemma $2.1, \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[\mathrm{X}_{2}\right]\right)$ is isomorphic to $L_{3}(\mathbb{R})$ which contains a Lie subalgebra isomorphic to $\mathfrak{s l}_{2}(\mathbb{R})$. If there were a faithful representation $\rho:\left(\mathfrak{5} \rightarrow \operatorname{der}_{1}\left(\mathbb{R}\left[X_{3}\right]\right)\right.$ then $\rho(\mathfrak{P})$ is a 4 -dimensional commutative Lie subalgebra of $\operatorname{der}_{1}\left(\mathbb{R}\left[X_{3}\right]\right)$, and hence $\rho(\mathfrak{R}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[X_{3}\right]\right) \neq 0$ by Proposition 2.3, a contradiction.

So, we consider faithful representations of $\mathfrak{G}$ on $\mathbb{R}\left[X_{3}\right]$ of the form $\mathfrak{G} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$.

Example 4.3. The classical faithful representation $\rho_{0}:\left(\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right.\right.$, which has concrete physical meaning [1], is given by

$$
\begin{align*}
& \rho_{0}(\mathrm{~m})=x_{2} \partial_{x_{1}}-x_{1} \partial_{x_{2}}, \quad \rho_{0}(\mathrm{~h})=-\partial_{x_{3}}, \\
& \rho_{0}\left(\mathrm{p}_{1}\right)=\partial_{x_{1}}, \quad \rho_{0}\left(\mathrm{p}_{2}\right)=\partial_{x_{2}}, \quad \rho_{0}\left(\mathrm{n}_{1}\right)=x_{3} \partial_{x_{1}}, \quad \rho_{0}\left(\mathrm{n}_{2}\right)=x_{3} \partial_{x_{2}} . \tag{34}
\end{align*}
$$

The canonical projection $\omega_{3}: \operatorname{der}_{\leq 1}\left(\mathbb{F}\left[X_{3}\right]\right) \rightarrow \operatorname{der}_{1}\left(\mathbb{F}\left[X_{3}\right]\right)$ given by (6) induces a representation $\overline{\rho_{0}}=\omega_{3} \rho_{0}$ : $\mathfrak{5} \rightarrow \operatorname{der}_{1}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ of $\mathfrak{G}$ on $\mathbb{R}\left[\mathrm{X}_{3}\right]$ given by

$$
\begin{align*}
& \overline{\rho_{0}}(\mathrm{~m})=x_{2} \partial_{x_{1}}-x_{1} \partial_{x_{2}}, \overline{\rho_{0}}(\mathrm{~h})=0, \\
& \overline{\rho_{0}}\left(\mathrm{p}_{1}\right)=0, \overline{\rho_{0}}\left(\mathrm{p}_{2}\right)=0, \overline{\rho_{0}}\left(\mathrm{n}_{1}\right)=x_{3} \partial_{x_{1}}, \overline{\rho_{0}}\left(\mathrm{n}_{2}\right)=x_{3} \partial_{x_{2}}, \tag{35}
\end{align*}
$$

Clearly $\overline{\rho_{0}}$ is not faithful.
We present a series with one parameter of faithful representations $\rho_{\lambda}(\lambda \in \mathbb{R})$ of $\mathfrak{F}$ of the form $\mathfrak{b} \rightarrow$ $\operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ as follows.
Lemma 4.4. For any $\lambda \in \mathbb{R}$ define the map $\rho_{\lambda}:\left(\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}[X]_{3}\right)\right.$ by

$$
\begin{align*}
& \rho_{\lambda}\left(\mathrm{p}_{1}\right)=\partial_{x_{1}}, \quad \rho_{\lambda}\left(\mathrm{p}_{2}\right)=\partial_{x_{2}}, \quad \rho_{\lambda}(\mathrm{h})=-\partial_{x_{3}}, \\
& \rho_{\lambda}\left(\mathrm{n}_{1}\right)=x_{3} \partial_{x_{1}}+\lambda \partial_{x_{2}}, \quad \rho_{\lambda}\left(\mathrm{n}_{2}\right)=x_{3} \partial_{x_{2}}-\lambda \partial_{x_{1}}, \quad \rho_{\lambda}(\mathrm{m})=x_{2} \partial_{x_{1}}-x_{1} \partial_{x_{2}} . \tag{36}
\end{align*}
$$

Then,
(i) $\rho_{\lambda}$ is a faithful representation of $\mathfrak{5}$ on $\mathbb{R}\left[\mathrm{X}_{3}\right]$.
(ii) $\rho_{\lambda_{1}}$ and $\rho_{\lambda_{2}}$ are equivalent if and only if $\lambda_{1}=\lambda_{2}$.
(iii) All $\rho_{\lambda}(\lambda \in \mathbb{R})$ are graded-equivalent.

Proof. (i) It follows by a direct check.
(ii) If $\rho_{\lambda_{1}}$ and $\rho_{\lambda_{2}}$ are equivalent then there is an $\mathbb{R}$-automorphism $\varphi$ of $\mathbb{R}\left[X_{3}\right]$ such that

$$
\begin{equation*}
\left(\varphi \rho_{\lambda_{1}}(\mathrm{~g})\right)(f)=\left(\rho_{\lambda_{2}}(\mathrm{~g}) \varphi\right)(f), \mathrm{g} \in \mathfrak{G}, f \in \mathbb{R}\left[\mathrm{X}_{3}\right] \tag{37}
\end{equation*}
$$

Choosing $\mathrm{g}=\mathrm{p}_{1}, \mathrm{p}_{2}$, h and $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}$ in (37) we get $\varphi\left(x_{1}\right) \in \mathbb{R}\left[x_{1}\right], \partial_{x_{1}}\left(\varphi\left(x_{1}\right)\right)=\varphi(1)$. Similarly, $\varphi\left(x_{2}\right) \in$ $\mathbb{R}\left[x_{2}\right], \partial_{x_{2}}\left(\varphi\left(x_{2}\right)\right)=\varphi(1) ; \varphi\left(x_{3}\right) \in \mathbb{R}\left[x_{3}\right], \partial_{x_{3}}\left(\varphi\left(x_{3}\right)\right)=\varphi(1)$. Now, by choosing $g=\mathrm{n}_{1}$ and $f\left(x_{1}, x_{2}, x_{3}\right)=x_{2}$ in (37) we get that $\lambda_{1} \varphi(1)=\lambda_{2} \varphi(1)$, and hence $\lambda_{1}=\lambda_{2}$ as required since $\varphi(1) \neq 0$.
(iii) It follows by Example 3.6, since $\overline{\rho_{\lambda}}=\omega_{n} \rho_{\lambda}=\overline{\rho_{0}}$ holds for any $\lambda \in \mathbb{R}$, where $\overline{\rho_{0}}$ is given by (35).

Remark 4.5. Due to (36), $\rho_{0}$ for $\lambda=0$ coincides with the representation given by Example 4.3. As kindly pointed out by the referee, it would be interesting to elucidate some physical meaning of the representation $\rho_{\lambda}$ for any $\lambda \in \mathbb{R}$.

In the remaining of this section we shall classify all faithful representations of $\mathfrak{5}$ of the form $\mathfrak{5} \rightarrow$ $\operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ in terms of the usual equivalence, not just graded-equivalence. To this end we fix some notations for basis elements $\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{~h}, \mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{~m}$ of $\mathfrak{f}$ as follows. Recall the mapping $\sigma_{n}$ given by Lemma 2.1. For any representation $\rho: \mathscr{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ set

$$
\begin{align*}
& \left(\sigma_{3} \rho\right)\left(\mathrm{p}_{1}\right)=\left(\begin{array}{ll}
A_{1} & 0 \\
\delta_{1} & 0
\end{array}\right),\left(\sigma_{3} \rho\right)\left(\mathrm{p}_{2}\right)=\left(\begin{array}{cc}
A_{2} & 0 \\
\delta_{2} & 0
\end{array}\right),\left(\sigma_{3} \rho\right)(\mathrm{h})=\left(\begin{array}{cc}
A_{3} & 0 \\
\delta_{3} & 0
\end{array}\right), \\
& \left(\sigma_{3} \rho\right)\left(\mathrm{n}_{1}\right)=\left(\begin{array}{ll}
A_{4} & 0 \\
\delta_{4} & 0
\end{array}\right),\left(\sigma_{3} \rho\right)\left(\mathrm{n}_{2}\right)=\left(\begin{array}{cc}
A_{5} & 0 \\
\delta_{5} & 0
\end{array}\right),\left(\sigma_{3} \rho\right)(\mathrm{m})=\left(\begin{array}{cc}
A_{6} & 0 \\
\delta_{6} & 0
\end{array}\right), \tag{38}
\end{align*}
$$

where $A_{i} \in \operatorname{gl}_{3}(\mathbb{R})$, $\delta_{i} \in \mathbb{R}^{3}, 1 \leq i \leq 6$. For example, the identity $\left(\sigma_{3} \rho\right)(\mathrm{m})=\left(\begin{array}{cc}A_{6} & 0 \\ \delta_{6} & 0\end{array}\right)$ is equivalent to $\rho(\mathrm{m})=\sum_{i, j=1}^{3} A_{6}(i, j) x_{i} \partial_{x_{j}}+\sum_{i=1}^{3} t_{i} \partial_{x_{i}} \in \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right.$, where $\left(t_{1}, t_{2}, t_{3}\right)$ is the row vector $\delta_{6} \in \mathbb{R}^{3}$, and $A_{6}(i, j)$ is the ( $i, j$ )-entry of $A_{6}$. Moreover, for brevity we set

$$
A:=\left(\begin{array}{c}
\delta_{1}  \tag{39}\\
\delta_{2} \\
\delta_{3}
\end{array}\right) \in \mathfrak{g l}_{3}(\mathbb{R})
$$

The following observation plays a key role for our arguments of classification.

Lemma 4.6. Keep notation as above. Let $\rho: \mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ be a faithful representation of $\mathfrak{F}$. Then $A_{1}=A_{2}=$ $A_{3}=0$. Moreover, the matrix $A$ given by (39) is invertible and $\rho(\mathfrak{H})=\operatorname{der}_{0}\left(\mathbb{R}\left[X_{3}\right]\right)$.

Proof. Since $\rho$ is faithful and $\mathfrak{N}$ is a 4-dimensional abelian ideal of $\mathfrak{5}, \rho(\mathfrak{N})$ is a 4-dimensional commutative algebra of $\operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$, and hence $\rho(\mathfrak{R}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[X_{3}\right]\right) \neq 0$ due to Proposition 2.3. So we can choose $0 \neq \mathrm{g}_{1}=r_{1} \mathrm{n}_{1}+r_{2} \mathrm{n}_{2}+s_{1} \mathrm{p}_{1}+s_{2} \mathrm{p}_{2} \in \mathfrak{N}$ such that $\rho\left(\mathrm{g}_{1}\right) \in \rho(\mathfrak{N}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right), r_{i}, s_{i} \in \mathbb{R}$. Then by Lemma 2.1 we get

$$
\left(\sigma_{3} \rho\right)\left(\mathrm{g}_{1}\right)=\left(\begin{array}{ll}
0 & 0 \\
\gamma & 0
\end{array}\right), \gamma:=r_{1} \delta_{4}+r_{2} \delta_{5}+s_{1} \delta_{1}+s_{2} \delta_{2} \in \mathbb{R}^{3}
$$

Set $\mathrm{g}_{2}:=\left[\mathrm{g}_{1}, \mathrm{~m}\right]=r_{2} \mathrm{n}_{1}-r_{1} \mathrm{n}_{2}+s_{2} \mathrm{p}_{1}-s_{1} \mathrm{p}_{2}$. Then $0 \neq \mathrm{g}_{2} \in \mathfrak{N}$ since $\mathfrak{M}$ is an ideal of $\mathfrak{5}$ and at least one of $r_{1}$, $r_{2}, s_{1}, s_{2}$ is nonzero. By

$$
\left(\sigma_{3} \rho\right)\left(\mathrm{g}_{2}\right)=\left[\left(\sigma_{3} \rho\right)\left(\mathrm{g}_{1}\right),\left(\sigma_{3} \rho\right)(\mathrm{m})\right]=\left(\begin{array}{cc}
0 & 0 \\
\gamma A_{6} & 0
\end{array}\right)
$$

it follows that $\rho\left(\mathrm{g}_{2}\right) \in \rho(\mathfrak{R}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ due to Lemma 2.1. Set

$$
\mathrm{g}_{3}:=\left[\mathrm{g}_{1}, \mathrm{~h}\right]=r_{1} \mathrm{p}_{1}+r_{2} \mathrm{p}_{2}, \mathrm{~g}_{4}:=\left[\mathrm{g}_{2}, \mathrm{~h}\right]=r_{2} \mathrm{p}_{1}-r_{1} \mathrm{p}_{2}
$$

By a similar argument we get that $\rho\left(\mathrm{g}_{3}\right), \rho\left(\mathrm{g}_{4}\right) \in \rho(\mathfrak{P}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$. But $\operatorname{dim} \rho(\mathfrak{N}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right) \leq 3$. So, $\mathrm{g}_{i}$ $(1 \leq i \leq 4)$ are linearly dependent, which means that

$$
\operatorname{det}\left(\begin{array}{cccc}
r_{1} & r_{2} & s_{1} & s_{2} \\
r_{2} & -r_{1} & s_{2} & -s_{1} \\
0 & 0 & r_{1} & r_{2} \\
0 & 0 & r_{2} & -r_{1}
\end{array}\right)=-\left(r_{1}^{2}+r_{2}^{2}\right)=0
$$

and hence $r_{1}=r_{2}=0$ since $r_{i} \in \mathbb{R}$. Therefore,

$$
\mathrm{g}_{1}=s_{1} \mathrm{p}_{1}+s_{2} \mathrm{p}_{2}, \quad \mathrm{~g}_{2}=s_{2} \mathrm{p}_{1}-s_{1} \mathrm{p}_{2} \in \mathfrak{R}
$$

and hence $\rho\left(\mathrm{p}_{1}\right), \rho\left(\mathrm{p}_{2}\right) \in \rho(\mathfrak{M}) \cap \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ by $s_{1} s_{2} \neq 0$, from which we deduce that $A_{1}=A_{2}=0$ by Lemma 2.1. Moreover, by (32) and (38) we get that

$$
\begin{equation*}
\delta_{1} A_{i}=\delta_{2} A_{i}=0, \quad\left[A_{i}, A_{j}\right]=0, \quad i, j=3,4,5, \tag{40}
\end{equation*}
$$

Indeed, by $\left(\sigma_{3} \rho\right)\left(\left[\mathrm{n}_{j}, \mathrm{~h}\right]\right)=\left(\sigma_{3} \rho\right)\left(\left[\mathrm{n}_{j}, \mathrm{p}_{i}\right]\right)=0$ and (38) we get the first identity; by $\left(\sigma_{3} \rho\right)\left(\left[\mathrm{n}_{i}, \mathrm{~h}\right]\right)=\left(\sigma_{3} \rho\right)\left(\mathrm{p}_{i}\right)$, $A_{1}=A_{2}=0$ and (38) we get the second identity.

Assume contrarily that $A_{3} \neq 0$. By (40) it follows that $\operatorname{rank}\left(A_{3}\right)=1$, since $\delta_{1}, \delta_{2} \in \mathbb{R}^{3}$ are linearly independent. Therefore, $A_{3}$ is similar to a diagonal matrix over $\mathbb{R}$, i.e., there is $0 \neq \lambda_{3} \in \mathbb{R}$ and $\delta_{0} \in \mathbb{R}^{3}$ such that

$$
T A_{3} T^{-1}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{41}\\
0 & 0 & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right), \quad T:=\left(\begin{array}{c}
\delta_{1} \\
\delta_{2} \\
\delta_{0}
\end{array}\right) \in G L_{3}(\mathbb{R})
$$

Since $\left[A_{3}, A_{4}\right]=0=\left[A_{3}, A_{5}\right]$ due to (40), by (41) and $\lambda_{3} \neq 0$ we get that

$$
T A_{4} T^{-1}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{42}\\
0 & 0 & 0 \\
0 & 0 & \lambda_{4}
\end{array}\right), \quad T A_{5} T^{-1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \lambda_{5}
\end{array}\right)
$$

where $\lambda_{4}, \lambda_{5} \in \mathbb{R}$. So, by $\lambda_{3} \neq 0,(41)$ and (42) there are $\mu_{4}, \mu_{5} \in \mathbb{R}$ such that $\mu_{4} A_{3}+A_{4}=0$ and $\mu_{5} A_{3}+A_{5}=0$, from which we deduce by using (38) that

$$
\left(\sigma_{3} \rho\right)\left(\mu_{4} \mathrm{~h}+\mathrm{n}_{1}\right)=\left(\begin{array}{cc}
0 & 0 \\
\mu_{4} \delta_{3}+\delta_{4} & 0
\end{array}\right),\left(\sigma_{3} \rho\right)\left(\mu_{5} \mathrm{~h}+\mathrm{n}_{2}\right)=\left(\begin{array}{cc}
0 & 0 \\
\mu_{5} \delta_{3}+\delta_{5} & 0
\end{array}\right)
$$

which means that $\rho\left(\mu_{4} \mathrm{~h}+\mathrm{n}_{1}\right), \rho\left(\mu_{5} \mathrm{~h}+\mathrm{n}_{2}\right) \in \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ by Lemma 2.1. We have already shown that $\rho\left(\mathrm{p}_{1}\right), \rho\left(\mathrm{p}_{2}\right) \in \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$. Since $\operatorname{dim} \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)=3$, there are $t_{i} \in \mathbb{R}$, at least one of which is nonzero, such that

$$
t_{1} \rho\left(\mathrm{p}_{1}\right)+t_{2} \rho\left(\mathrm{p}_{2}\right)+t_{3} \rho\left(\mu_{4} \mathrm{~h}+\mathrm{n}_{1}\right)+t_{4} \rho\left(\mu_{5} \mathrm{~h}+\mathrm{n}_{2}\right)=0
$$

Since ker $\rho=0$ we get $t_{1} \mathrm{p}_{1}+t_{2} \mathrm{p}_{2}+\left(t_{3} \mu_{4}+t_{4} \mu_{5}\right) \mathrm{h}+t_{3} \mathrm{n}_{1}+t_{4} \mathrm{n}_{2}=0$, from which we deduce that $t_{1}=t_{2}=t_{3}=$ $t_{4}=0$, a contradiction, since $\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{~h}, \mathrm{n}_{1}, \mathrm{n}_{1}, \mathrm{n}_{2}$ are linearly independent. Therefore, we have shown that $A_{3}=0$ as required.

By $A_{1}=A_{2}=A_{3}=0$ and Lemma 2.1 we get that $\delta_{1}, \delta_{2}, \delta_{3}$ are linearly independent since $\rho$ is faithful. So $A$ is invertible and $\rho(\mathfrak{H})=\operatorname{der}_{0}\left(\mathbb{R}\left[X_{3}\right]\right)$.

By Theorem 3.7 and Lemma 4.6 we get the following corollary, which extends Lemma 4.4 (iii).
Corollary 4.7. All faithful representations of the form $\rho:\left(\mathfrak{b} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)\right.$ are graded-equivalent to the representation of $\mathfrak{5}$ given by (34).

We continue to discuss the matrices given in (38) for faithful representations of $\mathfrak{5}$ of the form $\mathfrak{5} \rightarrow$ $\operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$.

Lemma 4.8. Keep notation as above. If $\rho: \mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ is faithful then,
(i) For row vectors $\delta_{4}, \delta_{5}, \delta_{6}$ in (38) there are unique $a_{1}, a_{2}, c_{1}, c_{2} \in \mathbb{R}$ such that

$$
\begin{equation*}
\delta_{4}=a_{1} \delta_{1}+a_{2} \delta_{2}, \delta_{5}=-a_{2} \delta_{1}+a_{1} \delta_{2}, \delta_{6}=c_{1} \delta_{1}+c_{2} \delta_{2} \tag{43}
\end{equation*}
$$

In particular, $\delta_{i} \in \operatorname{span}_{\mathbb{R}}\left\{\delta_{1}, \delta_{2}\right\}, i=4,5,6$.
(ii) The matrices $A_{4}, A_{5}, A_{6}$ in (38) are uniquely determined via

$$
A_{4} A^{-1}=A^{-1}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{44}\\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), A_{5} A^{-1}=A^{-1}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & -1 & 0
\end{array}\right), A_{6} A^{-1}=A^{-1}\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $A$ is given by (39).
Proof. (i) By Lemma 4.6, $\delta_{4}, \delta_{5}, \delta_{6}$ can be uniquely linearly presented by $\delta_{1}, \delta_{2}, \delta_{3}$. Hence there are unique $a_{i}, b_{i}, c_{i} \in \mathbb{R}$ such that

$$
\delta_{4}=a_{1} \delta_{1}+a_{2} \delta_{2}+a_{3} \delta_{3}, \delta_{5}=b_{1} \delta_{1}+b_{2} \delta_{2}+b_{3} \delta_{3}, \delta_{6}=c_{1} \delta_{1}+c_{2} \delta_{2}+c_{3} \delta_{3}
$$

It remains to show that $a_{3}=b_{3}=c_{3}=0$ and $b_{1}=-a_{2}, b_{2}=a_{1}$. By (38) and

$$
\left[\left(\sigma_{3} \rho\right)(\mathrm{m}),\left(\sigma_{3} \rho\right)\left(\mathrm{n}_{1}\right)\right]=\left(\sigma_{3} \rho\right)\left(\mathrm{n}_{2}\right),\left[\left(\sigma_{3} \rho\right)(\mathrm{m}),\left(\sigma_{3} \rho\right)\left(\mathrm{n}_{2}\right)\right]=-\left(\sigma_{3} \rho\right)\left(\mathrm{n}_{1}\right)
$$

we get that

$$
\begin{equation*}
\delta_{5}=\delta_{6} A_{4}-\delta_{4} A_{6}, \quad \delta_{4}=-\left(\delta_{6} A_{5}-\delta_{5} A_{6}\right) \tag{45}
\end{equation*}
$$

Moreover, similar to (40), by $A_{1}=A_{2}=A_{3}=0$ (see Lemma 4.6) we get that

$$
\begin{equation*}
-\delta_{1} A_{6}=\delta_{2}, \quad \delta_{2} A_{6}=\delta_{1}, \quad \delta_{3} A_{6}=0,-\delta_{3} A_{5}=\delta_{2},-\delta_{3} A_{4}=\delta_{1} \tag{46}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
\delta_{5} & =b_{1} \delta_{1}+b_{2} \delta_{2}+b_{3} \delta_{3} \stackrel{(45)}{=} \delta_{6} A_{4}-\delta_{4} A_{6} \\
& =\left(c_{1} \delta_{1}+c_{2} \delta_{2}+c_{3} \delta_{3}\right) A_{4}-\left(a_{1} \delta_{1}+a_{2} \delta_{2}+a_{3} \delta_{3}\right) A_{6} \stackrel{(40),(46)}{=}\left(-a_{2}-c_{3}\right) \delta_{1}+a_{1} \delta_{2}
\end{aligned}
$$

which implies that $b_{3}=0$ and $b_{2}=a_{1}, b_{1}=-a_{2}-c_{3}$, since $\delta_{1}, \delta_{2}, \delta_{3}$ are linearly independent. Similarly, we get that $\delta_{4}=\left(a_{2}+2 c_{3}\right) \delta_{2}+a_{1} \delta_{1}$, which means that $c_{3}=0$, and hence $b_{2}=a_{1}, b_{1}=-a_{2}$ as required.
(ii) By (40) and (46) we have

$$
A A_{4}=\left(\begin{array}{c}
0 \\
0 \\
-\delta_{1}
\end{array}\right), A A_{5}=\left(\begin{array}{c}
0 \\
0 \\
-\delta_{2}
\end{array}\right), A A_{6}=\left(\begin{array}{c}
-\delta_{2} \\
\delta_{1} \\
0
\end{array}\right)
$$

Write $A^{-1}=\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)$, where $\gamma_{i}$ is a 3-dimensional column vector over $\mathbb{R}$, that is, $\delta_{i} \gamma_{j}=\delta_{i j}$, the Kronecker notation. It follows that

$$
A A_{4} A^{-1}=\left(\begin{array}{c}
0 \\
0 \\
-\delta_{1}
\end{array}\right)\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

The other two identities in (44) are similar.
We write down explicitly all faithful representations of $\mathfrak{F}$ of the form $\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ as follows.
Lemma 4.9. Let $\mathrm{d}_{1}, \mathrm{~d}_{2}, \mathrm{~d}_{3} \in \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ be linearly independent, $\mathrm{f}_{1}, \mathrm{f}_{2}, \mathrm{f}_{3} \in \mathbb{R}\left[\mathrm{X}_{3}\right]$ be homogeneous of degree 1 satisfying $\mathrm{d}_{i}\left(\mathrm{f}_{j}\right)=\delta_{i j}$, and $a_{i}, c_{i}(i=1,2)$ be real numbers. Set

$$
\begin{gather*}
\rho\left(\mathrm{p}_{1}\right)=\mathrm{d}_{1}, \rho\left(\mathrm{p}_{2}\right)=\mathrm{d}_{2}, \rho(\mathrm{~h})=\mathrm{d}_{3}  \tag{47}\\
\rho\left(\mathrm{n}_{1}\right)=\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1}+a_{2} \mathrm{~d}_{2}, \quad \rho\left(\mathrm{n}_{2}\right)=-a_{2} \mathrm{~d}_{1}+\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{2},  \tag{48}\\
\rho(\mathrm{~m})=\left(\mathrm{f}_{2}+c_{1}\right) \mathrm{d}_{1}-\left(\mathrm{f}_{1}-c_{2}\right) \mathrm{d}_{2} . \tag{49}
\end{gather*}
$$

Then (47)-(49) define a faithful of $\mathfrak{5}$ of the form $\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$. Conversely, any faithful representation $\rho$ : $\left(\mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)\right.$ has the form given by (47)-(49).

Proof. By choices of $\mathrm{d}_{i}, \mathrm{f}_{j}$ and (47)-(49) it follows that $\rho(\mathrm{g}) \in \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ for any $\mathrm{g} \in(\mathfrak{F}$. It's direct to check that (47)-(49) define a representation of $\mathfrak{F}$. For example, we can check $\left[\rho(\mathrm{m}), \rho\left(\mathrm{n}_{1}\right)\right]=\rho\left(\mathrm{n}_{2}\right)$ holds as derivations of $\mathbb{R}\left[\mathrm{X}_{3}\right]$. Indeed, by $\mathrm{d}_{1}\left(\mathrm{f}_{3}\right)=0$ and $\mathrm{d}_{1}\left(\mathrm{f}_{2}\right)=0$ we have $\left[\left(\mathrm{f}_{2}+c_{1}\right) \mathrm{d}_{1},\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1}\right]=0$, and by $\mathrm{d}_{1}\left(\mathrm{f}_{1}\right)=1, \mathrm{~d}_{2}\left(\mathrm{f}_{3}\right)=0$ we get

$$
\begin{aligned}
& {\left[\left(\mathrm{f}_{1}-c_{2}\right) \mathrm{d}_{2},\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1}\right] } \\
= & \left(\mathrm{f}_{1}-c_{2}\right) \mathrm{d}_{2}\left(\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1}\right)-\left(\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1}\right)\left(\left(\mathrm{f}_{1}-c_{2}\right) \mathrm{d}_{2}\right) \\
= & \left(\mathrm{f}_{1}-c_{2}\right)\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{2} \mathrm{~d}_{1}-\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{2}-\left(\mathrm{f}_{1}-c_{2}\right)\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1} \mathrm{~d}_{2}=-\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{2}
\end{aligned}
$$

since $d_{1} d_{2}=d_{2} d_{1}$ as derivations of $\mathbb{R}\left[X_{3}\right]$. Similarly, we have

$$
\left[\left(\mathrm{f}_{1}-c_{2}\right) \mathrm{d}_{2}, a_{2} \mathrm{~d}_{1}\right]=0,\left[\left(\mathrm{f}_{2}+c_{1}\right) \mathrm{d}_{1}, a_{2} \mathrm{~d}_{2}\right]=-a_{2} \mathrm{~d}_{1}
$$

Therefore, by (48) and (49) we get that

$$
\left[\rho(\mathrm{m}), \rho\left(\mathrm{n}_{1}\right)\right]=\left[\left(\mathrm{f}_{2}+c_{1}\right) \mathrm{d}_{1}-\left(\mathrm{f}_{1}-c_{2}\right) \mathrm{d}_{2}, \quad\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1}+a_{2} \mathrm{~d}_{2}\right]=-a_{2} \mathrm{~d}_{1}+\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{2}=\rho\left(\mathrm{n}_{2}\right)
$$

as required. Moreover, if $\mathrm{g}=u_{1} \mathrm{p}_{1}+u_{2} \mathrm{p}_{2}+u_{3} \mathrm{~h}+u_{4} \mathrm{n}_{1}+u_{5} \mathrm{p}_{2}+u_{3} \mathrm{~m} \in \operatorname{ker} \rho\left(u_{i} \in \mathbb{R}\right)$, then by (48) and (49) we have

$$
\begin{aligned}
\operatorname{der}_{\leq 1}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right) \ni 0= & \left(u_{1}+u_{4}\left(-\mathrm{f}_{3}+a_{1}\right)-u_{2} a_{5}+u_{6}\left(\mathrm{f}_{2}+c_{1}\right)\right) \mathrm{d}_{1} \\
& +\left(u_{2}+u_{4} a_{2}+u_{5}\left(-\mathrm{f}_{3}+a_{1}\right)-u_{6}\left(\mathrm{f}_{1}-c_{2}\right)\right) \mathrm{d}_{2}+u_{3} \mathrm{~d}_{3}
\end{aligned}
$$

Applying both sides to $f\left(x_{1}, x_{2}, x_{3}\right)=\mathrm{f}_{1}, f\left(x_{1}, x_{2}, x_{3}\right)=\mathrm{f}_{2}$ and $f\left(x_{1}, x_{2}, x_{3}\right)=\mathrm{f}_{3}$ respectively, and using $\mathrm{d}_{i}\left(\mathrm{f}_{j}\right)=\delta_{i j}$ we get that

$$
\begin{array}{r}
u_{1}+u_{4}\left(-\mathrm{f}_{3}+a_{1}\right)-u_{2} a_{5}+u_{6}\left(\mathrm{f}_{2}+c_{1}\right)=0 \\
u_{2}+u_{4} a_{2}+u_{5}\left(-\mathrm{f}_{3}+a_{1}\right)-u_{6}\left(\mathrm{f}_{1}-c_{2}\right)=0 \\
u_{3}=0
\end{array}
$$

By comparing degrees of polynomials we get that $u_{i}=0(1 \leq i \leq 6)$, which implies that $\rho$ is faithful.

Now we assume that $\rho: \mathfrak{5} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ is a faithful representation of $\mathfrak{F}$. Recall the notation given in (38). Set $\mathrm{d}_{i}:=\sigma_{3}^{-1}\left(\begin{array}{cc}A_{i} & 0 \\ \delta_{i} & 0\end{array}\right), i=1,2,3$. By Lemma 4.6 we get that $\mathrm{d}_{1}, \mathrm{~d}_{2}, \mathrm{~d}_{3} \in \operatorname{der}_{0}\left(\mathbb{R}\left[\mathrm{X}_{3}\right]\right)$ are linearly independent and (47) holds.

By Lemma 2.1 we get that the derivation $\mathrm{D}_{j}:=\left(\overline{\sigma_{3}}\right)^{-1}\left(A_{j}\right) \in \operatorname{der}_{1}\left(\mathbb{R}\left[X_{3}\right]\right)$ for $j=4,5,6$, where $A_{i}$ is given by (38). Then, by Lemma 4.8 (i) and Lemma 2.1 we get that

$$
\begin{equation*}
\rho\left(\mathrm{n}_{1}\right)=\mathrm{D}_{4}+a_{1} \mathrm{~d}_{1}+a_{2} \mathrm{~d}_{2}, \quad \rho\left(\mathrm{n}_{2}\right)=\mathrm{D}_{5}-a_{2} \mathrm{~d}_{1}+a_{1} \mathrm{~d}_{2}, \rho(\mathrm{~m})=\mathrm{D}_{6}+c_{1} \mathrm{~d}_{1}+c_{2} \mathrm{~d}_{2} \tag{50}
\end{equation*}
$$

We compute $\mathrm{D}_{i}$ further as follows. By Lemma 4.6 we define homogeneous polynomials $\mathrm{f}_{1}, \mathrm{f}_{2}, \mathrm{f}_{3} \in \mathbb{R}\left[\mathrm{X}_{3}\right]$ of degree 1 by setting $\left(\mathrm{f}_{1} \mathrm{f}_{2} \mathrm{f}_{3}\right)=\left(x_{1} x_{2} x_{3}\right) A^{-1}$, where $A$ is given by (39). By the definition of $A$ (see (39)) we have $\delta_{i}=(A(i, 1) A(i, 2) A(i, 3))$, and hence $\mathrm{d}_{i}=\sum_{k=1}^{3} A(i, k) \partial_{x_{k}}$. So, for $1 \leq i, j \leq 3$ we have

$$
\begin{equation*}
\mathrm{d}_{i}\left(\mathrm{f}_{j}\right)=\left(\sum_{k=1}^{3} A(i, k) \partial_{x_{k}}\right)\left(\sum_{\ell=1}^{3} A^{-1}(\ell, j) x_{\ell}\right)=\sum_{k=1}^{3} A(i, k) A^{-1}(k, j)=\left(A A^{-1}\right)(i, j)=\delta_{i j} . \tag{51}
\end{equation*}
$$

Now we claim that

$$
\begin{equation*}
D_{4}=-f_{3} d_{1}, \quad D_{5}=-f_{3} d_{2}, \quad D_{6}=f_{2} d_{1}-f_{1} d_{2} \tag{52}
\end{equation*}
$$

as derivations of $\mathbb{R}\left[\mathrm{X}_{3}\right]$. Since $\mathrm{f}_{1}, \mathrm{f}_{2}, \mathrm{f}_{3}$ and $x_{1}, x_{2}, x_{3}$ are equivalent in the linear space $\operatorname{span}_{\mathbb{R}}\left\{x_{1}, x_{2}, x_{3}\right\}$, it suffices to check both sides of each identity in (52) have the same actions on $f_{1}, f_{2}, f_{3} \in \mathbb{R}\left[X_{3}\right]$. For example, we have

$$
\begin{aligned}
\mathrm{D}_{4}\left(\mathrm{f}_{1} \mathrm{f}_{2} \mathrm{f}_{3}\right) & =\mathrm{D}_{4}\left(\left(x_{1} x_{2} x_{3}\right) A^{-1}\right) \stackrel{\text { Lemma } 2.1}{=}\left(\left(x_{1} x_{2} x_{3}\right) A_{4}\right) A^{-1} \stackrel{(44)}{=}\left(x_{1} x_{2} x_{3}\right) A^{-1}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right) \\
& =\left(\mathrm{f}_{1} \mathrm{f}_{2} \mathrm{f}_{3}\right)\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)=\left(-\mathrm{f}_{3} 00\right) \stackrel{(51)}{=}-\mathrm{f}_{3} \mathrm{~d}_{1}\left(\mathrm{f}_{1} \mathrm{f}_{2} \mathrm{f}_{3}\right),
\end{aligned}
$$

which implies the first identity in (52). The other two identities in (52) can be obtained similarly. By (50) and (52) we get (48) and (49) as required.

Now we are in the position to prove the main result of this section.
Theorem 4.10. Let $\rho:\left(\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)\right.$ be a faithful representation of $\mathfrak{F}$ on $\mathbb{R}\left[X_{3}\right]$. Then there is a unique $\lambda \in \mathbb{R}$ such that $\rho$ is equivalent to $\rho_{\lambda}$ given by (36).

Proof. The uniqueness of $\lambda$ follows by Lemma 4.4 (ii).
It remains to show existence of $\lambda$. By Lemma 4.9, $\rho\left(\mathrm{p}_{1}\right), \rho\left(\mathrm{p}_{2}\right), \rho(\mathrm{h}), \rho\left(\mathrm{n}_{1}\right), \rho\left(\mathrm{n}_{2}\right)$ and $\rho(\mathrm{m})$ are given by (47)-(49) for some linearly independent derivations $d_{1}, d_{2}, d_{3} \in \operatorname{der}_{0}\left(\mathbb{R}\left[X_{3}\right]\right)$, homogeneous polynomials $\mathrm{f}_{1}, \mathrm{f}_{2}, \mathrm{f}_{3} \in \mathbb{R}\left[\mathrm{X}_{3}\right]$ of degree 1 satisfying $\mathrm{d}_{i}\left(\mathrm{f}_{j}\right)=\delta_{i j}$, and real numbers $a_{i}, c_{i}(i=1,2)$. By the computation in (51) we have $\left(\mathrm{f}_{1} \mathrm{f}_{2} \mathrm{f}_{3}\right)=\left(x_{1} x_{2} x_{3}\right) A^{-1}$ and hence

$$
\begin{equation*}
\frac{\partial \mathrm{f}_{i}}{\partial x_{k}}=A^{-1}(k, i), \quad 1 \leq i, k \leq 3 \tag{53}
\end{equation*}
$$

We show that $\rho$ is equivalent to $\rho_{\lambda}$ given by (36) for $\lambda=a_{2}$. To this end we consider the $\mathbb{R}$-automorphism $\mathcal{T}$ of $\mathbb{R}\left[X_{3}\right]$ given by

$$
\begin{equation*}
\mathcal{T}: h\left(x_{1}, x_{2}, x_{3}\right) \mapsto h\left(\mathrm{f}_{1}-c_{2}, \mathrm{f}_{2}+c_{1},-\mathrm{f}_{3}+a_{1}\right) \tag{54}
\end{equation*}
$$

Clearly $\mathcal{T}$ is also an automorphism of $\mathbb{R}\left[\mathrm{X}_{3}\right]$ as a commutative algebra. Similar to (13), for $i=1,2,3$ it holds that

$$
\begin{equation*}
\frac{\partial(\mathcal{T}(h))}{\partial \mathrm{f}_{i}}=\mathcal{T}\left(\partial_{x_{i}} h\right), \quad h \in \mathbb{R}\left[X_{3}\right] . \tag{55}
\end{equation*}
$$

It suffices to check that $\mathcal{T} \rho_{a_{2}}(\mathrm{~g})=\rho(\mathrm{g}) \mathcal{T}$ as $\mathbb{R}$-linear transformations on $\mathbb{R}\left[X_{3}\right]$ holds for $g$ being any one of the basis elements $\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{~h}, \mathrm{n}_{1}, \mathrm{n}_{2}$ and m of $(\mathfrak{5}$.

By the definition of $A$ (see (39)) we have $\delta_{i}=(A(i, 1) A(i, 2) A(i, 3))$, and hence $\mathrm{d}_{i}=\sum_{k=1}^{3} A(i, k) \partial_{x_{k}}$. Therefore, for any $h \in \mathbb{R}\left[\mathrm{X}_{3}\right]$ it holds that

$$
\begin{aligned}
& \rho(\mathrm{h})(\mathcal{T}(h)) \stackrel{(47)}{=}-\mathrm{d}_{3}(\mathcal{T}(h))=\sum_{k=1}^{3} A(3, k) \partial_{x_{k}}(\mathcal{T}(h))=-\sum_{k=1}^{3} A(3, k)\left(\sum_{i=1}^{3} \frac{\partial \mathcal{T}(h)}{\partial \mathrm{f}_{i}} \cdot \frac{\partial \mathrm{f}_{i}}{\partial x_{k}}\right) \\
& \stackrel{(53)}{=}-\sum_{k=1}^{3} A(3, k)\left(\sum_{i=1}^{3} \frac{\partial \mathcal{T}(h)}{\partial \mathrm{f}_{i}} A^{-1}(k, i)\right)=-\sum_{i=1}^{3}\left(\sum_{k=1}^{3} A(3, k) A^{-1}(k, i)\right) \frac{\partial \mathcal{T}(h)}{\partial \mathrm{f}_{i}} \\
&=-\frac{\partial \mathcal{T}(h)}{\partial \mathrm{f}_{3}} \stackrel{(55)}{=} \mathcal{T}\left(-\partial_{x_{3}}(h)\right) \stackrel{(36)}{=} \mathcal{T}\left(\rho_{a_{2}}(\mathrm{~h})(h)\right) .
\end{aligned}
$$

So $\rho(\mathrm{h}) \mathcal{T}=\mathcal{T} \rho_{a_{2}}(\mathrm{~h})$ follows. Similarly, $\rho\left(\mathrm{p}_{1}\right) \mathcal{T}=\mathcal{T} \rho_{a_{2}}\left(\mathrm{p}_{1}\right), \rho\left(\mathrm{p}_{2}\right) \mathcal{T}=\mathcal{T} \rho_{a_{2}}\left(\mathrm{p}_{2}\right)$. Based on these identities we proceed to consider other basis elements of $\mathfrak{F b}$.

Since $\mathcal{T}$ is also a commutative algebra automorphism, it holds that

$$
\begin{aligned}
\rho\left(\mathrm{n}_{1}\right) \mathcal{T} & \stackrel{(48)}{=}\left(-\mathrm{f}_{3}+a_{1}\right) \mathrm{d}_{1} \mathcal{T}+a_{2} \mathrm{~d}_{2} \mathcal{T} \stackrel{(47)}{=}\left(-\mathrm{f}_{3}+a_{1}\right) \rho\left(\mathrm{p}_{1}\right) \mathcal{T}+a_{2} \rho\left(\mathrm{p}_{2}\right) \mathcal{T} \\
& =\left(-\mathrm{f}_{3}+a_{1}\right) \mathcal{T} \rho_{a_{2}}\left(\mathrm{p}_{1}\right)+a_{2} \mathcal{T} \rho_{a_{2}}\left(\mathrm{p}_{2}\right) \\
& \stackrel{(36)}{=}\left(-\mathrm{f}_{3}+a_{1}\right) \mathcal{T} \partial_{x_{1}}+a_{2} \mathcal{T} \partial_{x_{2}} \stackrel{(54)}{=} \mathcal{T}\left(x_{3}\right) \mathcal{T} \partial_{x_{1}}+a_{2} \mathcal{T} \partial_{x_{2}}=\mathcal{T}\left(x_{3} \partial_{x_{1}}+a_{2} \partial_{x_{2}}\right) \stackrel{(36)}{=} \mathcal{T} \rho_{a_{2}}\left(\mathrm{n}_{1}\right)
\end{aligned}
$$

as required. Similarly we obtain $\rho\left(\mathrm{n}_{2}\right) \mathcal{T}=\mathcal{T} \rho_{a_{2}}\left(\mathrm{n}_{2}\right)$ and $\rho(\mathrm{m}) \mathcal{T}=\mathcal{T} \rho_{a_{2}}(\mathrm{~m})$. This completes the proof.
Remark 4.11. By Lemma 4.4 (iii) and Theorem 4.10, all faithful of $\mathfrak{5}$ of the form $\mathfrak{F} \rightarrow \operatorname{der}_{\leq 1}\left(\mathbb{R}\left[X_{3}\right]\right)$ are gradedequivalent. So we can deduce Corollary 4.7 without using Theorem 3.7.
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