
Filomat 37:9 (2023), 2807–2821
https://doi.org/10.2298/FIL2309807W

Published by Faculty of Sciences and Mathematics,
University of Niš, Serbia
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On a classification of faithful representations of the Galilean Lie
algebra on the polynomial ring in three variables
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Abstract. We show a complete classification of faithful representations of the 2 + 1 space-times Galilean
Lie algebra on the polynomial ring in three variables, where actions of the Galilean Lie algebra are given
by derivations with coefficients of degree at most one. In particular, all such representations of the Galilean
Lie algebra are explicitly constructed and classified by one parameter. In a more general setting we show
that, with respect to a nonzero abelian ideal of a finite-dimensional Lie algebra, there is at most one such
representation up to graded-equivalence.

1. Introduction

Construction and classification of infinite-dimensional representations of Lie algebras are far from being
well understood. Lie algebras of vector fields have naturally infinite-dimensional representations on spaces
of smooth functions, which have been studied extensively in literature, see, for example, [3][4][5][6][8].
Motivated by the classical representations of the 2 + 1 space-times Galilean Lie algebra G [1] (see Example
4.3 below for convenience), we investigate faithful representations of Lie algebras on polynomial rings,
with an attempt to deduce some classification results.

Representations of a Lie algebra on a polynomial ring involves Lie algebras consisting of differential
operators. Presumably Lie algebras consisting of derivations have relatively simpler structure than those
consisting of differential operators of higher orders, and hence it seems more practical to study a Lie
algebra’s representations given by derivations. Since coefficients of derivations may have higher degrees, it
still maybe very difficult to study such representations. So, at present we restrict ourself to representations
given by derivations with coefficients of degree at most 1.

For brevity we denote the polynomial ring F[x1, · · · , xn] over a field F by F[Xn], and denote by
der≤1(F[Xn]) the Lie algebra of derivations on F[Xn] with coefficients of degree at most 1. It turns out
that the Lie brackets in der≤1(F[Xn]) can be realized as commutators of matrices (see Lemma 2.1 below),
which would simplify some computations. For example, by identifying der≤1(F[Xn]) with the Lie subalge-
bra Ln+1(F) (see (8)) of the general linear Lie algebra gln+1(F) we can prove easily a result on commutative Lie
subalgebras of der≤1(F[Xn]) (see Proposition 2.3 below), which plays a key role to deduce the main results
of this paper. Moreover, such an identification implies directly existence of some faithful representations
of finite-dimensional Lie algebras on polynomial rings (see Proposition 3.1 below), which means that any
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finite-dimensional Lie algebra can be realized as a subalgebra consisting of derivations on a polynomial
ring.

Given a Lie algebra g over F, we try to deduce some classification results on representations of g on
F[Xn] of the form g→ der≤1(F[Xn]). Let der1(F[Xn]) be the Lie subalgebra of der≤1(F[Xn]) consisting of 0 and
derivations with homogenous coefficients of degree 1. We show that, classification of representations of the
form g→ der1(F[Xn]), which maybe called homogeneous representations, is equivalent to classification of
finite g-modules (see Proposition 3.3 below).

Then we consider faithful representations of the form ρ: g→ der≤1(F[Xn]) with ρ(g) ∩ der0(F[Xn]) , 0,
where der0(F[Xn]) is the space of derivations of F[Xn] with constant coefficients. Such representations are
non-homogeneous. Note that der0(F[Xn]) is an abelian ideal of der≤1(F[Xn]). Since any faithful represen-
tation of the form g → der≤1(F[Xn]) has close relation to abelian ideals of g (see Proposition 16 below), we
shall consider representations of the form ρ: g → der≤1(F[Xn]) satisfying that ρ(h) = der0(F[Xn]), where
h is an abelian ideal of g. As an attempt to classify these representations we introduce the notion of
graded-equivalence (Definition 3.5). One of the main results is Theorem 3.7, which states that, given an
n-dimensional abelian ideal h of g (g is assumed to be finite-dimensional), there is at most one faithful
representation ρ: g→ der≤1(F[Xn]) up to graded-equivalence such that ρ(h) = der0(F[Xn]).

Since Theorem 3.7 concerns abelian ideals we consider solvable Lie algebras to illustrate its applications.
There is no general classification result on solvable Lie algebras. We take as an example the 2+1 space-times
Galilean Lie algebra G, which originated from classical mechanics. See [1][2] for the physical background
of G and its classical representation. First, we explain that G has no faithful representations of the form
G→ der≤1(R[Xn]) for n = 1, 2 and of the formG→ der1(R[X3]) (see Proposition 4.2 below), which leads us to
consider faithful representations ofG of the formG→ der≤1(R[X3]). Second, by applying Theorem 3.7 and
Lemma 4.6, which states that any faithful representation ofG of the formG→ der≤1(R[X3]) maps bijectively
the 3-dimensional abelian ideal H given by (33) to der0(R[X3]), we obtain that any faithful representation of
G of the formG→ der≤1(F[X3]) is graded-equivalent to its classical representation (Corollary 4.7). Thirdly,
we obtain the other main result which, in terms of equivalence in the usual sense, completely classifies
all faithful representations of G of the form G → der≤1(F[X3]). For details see Theorem 4.10 below. In
particular, all such representations of G are explicitly given and classified by one parameter.

The paper is organized as follows. In Section 2 we discuss some properties of the Lie algebra der≤1(F[Xn]).
In Section 3 we discuss some properties of representations of Lie algebras on polynomial rings and prove
Theorem 3.7. In Section 4 we discuss faithful representations of the Galilean algebra G on R[X3], and give
a detailed proof of Theorem 4.10.

2. Derivations with coefficients of degree at most 1

Any derivation d of F[Xn] has the form d =
∑n

i=1 di∂xi , where di = d(xi) ∈ F[Xn] and ∂xi = ∂/∂xi. Let
der(F[Xn]) be the Lie algebra of derivations of F[Xn], whose Lie bracket is the usual commutator given by

[d1,d2] =
n∑

i=1

(d1(d2,i) − d2(d1,i))∂xi , (1)

where d1 =
∑n

i=1 d1,i∂xi , d2 =
∑n

i=1 d2,i∂xi ∈ der(F[Xn]). We shall use the following Lie subalgebras of
der(F[Xn]) given by

der≤1(F[Xn]) := {d =
n∑

i=1

di∂xi : deg(di) ≤ 1}, (2)

der1(F[Xn]) := {d =
n∑

i=1

di∂xi : di is homogenous with deg(di) = 1} ∪ {0}, (3)

der0(F[Xn]) := {d =
n∑

i=1

di∂xi : di is a constant}. (4)
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By (1), der≤1(F[Xn]) and der1(F[Xn]) are Lie subalgebras of der(F[Xn]), and der0(F[Xn]) is an abelian ideal
of der≤1(F[Xn]). Note that

dim der≤1(F[Xn]) = n2 + n, dim der1(F[Xn]) = n2, dim der0(F[Xn]) = n. (5)

The canonical projection ϖn : der≤1(F[Xn])→ der1(F[Xn]) given by

ϖn

 n∑
i=1

di∂xi

 = n∑
i=1

(di(x1, · · · , xn) − di(0, · · · , 0))∂xi (6)

is a Lie algebra homomorphism. Let Fn be the space of n-dimensional row vectors on F. Regard Fn as an
abelian Lie algebra. Then, der0(F[Xn]) is isomorphic to Fn via

can. : der0(F[Xn]) ∋ d =
n∑

i=1

di∂xi 7→ (d1, · · · , dn) ∈ Fn. (7)

An important property of der≤1(F[Xn]) is that its Lie bracket given by (1) can be computed via matrices.
More precisely, der≤1(F[Xn]) can be identified with a Lie subalgebra of the general linear Lie algebra gln+1(F)
in the following way. Consider the following Lie subalgebra

Ln+1(F) :=
{(

A 0
α 0

)
: A ∈ gln(F), α ∈ Fn

}
(8)

of gln+1(F). Note that gln(F) becomes a Lie subalgebra of Ln+1(F) via the canonical embedding A 7→
(

A 0
0 0

)
,

and the canonical projection

πn : Ln+1(F)→ gln(F) :
(

A 0
α 0

)
7→ A (9)

is a Lie algebra homomorphism. Moreover, the canonical embedding Fn ↪→ Ln+1(F) given by α 7→
(

0 0
α 0

)
makes Fn an abelian ideal of Ln+1(F). We think the following result should be known, but we did not find
a reference in literature at present.

Lemma 2.1. The mapping given by

σn : xi∂x j 7→ Ei j, ∂xk 7→ En+1,k, 1 ≤ i, j, k ≤ n, (10)

is a Lie algebra isomorphism from der≤1(F[Xn]) to Ln+1(F), where Epq is the basic matrix defined by Epq(r, s) = δprδqs,
and the restriction σn of σn to der1(F[Xn]) is a Lie algebra isomorphism from der1(F[Xn]) to gln(F).

Proof. Since xi∂x j , ∂xk (1 ≤ i, j, k ≤ n) form a basis of der≤1(F[Xn]), σn is a well-defined bijection. Moreover,
due to

[xi∂x j , xi′∂x j′ ] = δ ji′xi∂x j′ − δi j′xi′∂x j , [xi∂x j , ∂xk ] = −δki∂x j , [∂xk , ∂xk′ ] = 0

and commutators between basic matrices of gln+1(F), σn is a Lie algebra homomorphism.

So, we have the following commutative diagram of Lie algebras.

0 // der0(F[Xn]) //

can.

��

der≤1(F[Xn])
ϖn //

σn

��

der1(F[Xn]) //

σn

��

0

0 // Fn // Ln+1(F)
πn // gln(F) // 0

(11)
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To establish equivalence of representations of Lie algebras onF[Xn] we shall use someF-automorphisms
of F[Xn] given by invertible matrices. For any P ∈ GLn(F) define the F-automorphism τP of F[Xn] by

τP( f (X)) = f (XP), X = (x1, · · · , xn). (12)

In particular, τP(xk) =
∑n

t=1 P(t, k)xt. It’s direct that τP is also an automorphism of the commutative algebra
F[Xn]. Moreover, we have

τP(∂xi f (X)) Y = XP
= ∂yi ( f (Y)), (13)

where Y = (y1, · · · , yn) = XP means that yk = τP(xk), 1 ≤ k ≤ n. Note that ∂yk/∂x j = P( j, k). We shall use the
following result.

Lemma 2.2. Let A ∈ gln(F) and P ∈ GLn(F). Then, as F-linear transformations on F[Xn] it holds that

τPσn
−1(A) = σn

−1(PAP−1)τP, (14)

where σn
−1: gln(F)→ der1(F[Xn]) is given by Lemma 2.1.

Proof. Fix any f (X) ∈ F[Xn]. Then we have

(σn
−1(PAP−1)τP)( f (X)) = σn

−1(PAP−1)( f (XP)) Lemma 2.1
=

n∑
i, j=1

(PAP−1)(i, j)xi∂x j ( f (XP))

=

n∑
i, j=1

 n∑
k,ℓ=1

P(i, k)A(k, ℓ)P−1(ℓ, j)

 xi∂x j ( f (XP)) =
n∑

k,ℓ=1

A(k, ℓ)

 n∑
i=1

P(i, k)xi


 n∑

j=1

P−1(ℓ, j)∂x j f (XP)


Y = XP
=

n∑
k,ℓ=1

A(k, ℓ)

 n∑
i=1

P(i, k)xi


 n∑

j=1

P−1(ℓ, j)
n∑

t=1

∂yt f (Y)
∂yt

∂x j


=

n∑
k,ℓ=1

A(k, ℓ)

 n∑
i=1

P(i, k)xi


 n∑

t=1

 n∑
j=1

(P−1(ℓ, j)P( j, t))

 ∂yt f (Y)

 = n∑
k,ℓ=1

A(k, ℓ)yk∂yℓ ( f (Y))

and

τP(σn
−1(A)( f (X))) = τP

 n∑
k,ℓ=1

A(k, ℓ)xk∂xℓ ( f (X))

 = n∑
k,ℓ=1

A(k, ℓ)τP(xk∂xℓ ( f (X)))

(13),Y = XP
=

n∑
k,ℓ=1

A(k, ℓ)(yk∂yℓ ( f (Y))),

and hence the proof is completed.

We shall use the following result on commutative subalgebras of der≤1(F[Xn]).

Proposition 2.3. Assume that A is a commutative subalgebra of der≤1(F[Xn]) with dimA >
[
n2/4

]
+ 1. Then

A∩ der0(F[Xn]) , 0.

Proof. By Lemma 2.1, σn(A) is a commutative subalgebra of Ln+1(F). Let {dk} be a basis ofA. Then {σn(dk)}
is a basis of σn(A). Write

σn(dk) =
(

Ak 0
αk 0

)
∈ Ln+1(F), Ak ∈ gln(F), αk ∈ F

n, 1 ≤ k ≤ dimA. (15)
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Then spanF{Ak} is a commutative subalgebra of gln(F), and hence dim spanF{Ak} ≤
[
n2/4

]
+1 due to Schur’s

theorem [7]. It follows that A1, · · · ,AdimA are linearly dependent since dimA >
[
n2/4

]
+ 1. So, we may

choose ak ∈ F (1 ≤ k ≤ dimA), at least one of which is nonzero, such that
∑dimA

k=1 akAk = 0. Therefore,

0 , σn

dimA∑
k=1

akdk

 = dimA∑
k=1

akσn(dk) =


0 0

dimA∑
k=1

akαk 0

 ∈ σn(A),

which implies that
∑dimA

k=1 akdk ∈ der0(F[Xn]) ∩A. Moreover,
∑dimA

k=1 akdk is nonzero since d1, · · · , ddimA are
linearly independent.

3. Properties of representations of Lie algebras given by derivations with coefficients at most one

Let g be a Lie algebra over F. We shall consider representations of g on the polynomial ring F[Xn] of the
form ρ: g→ der≤1(F[Xn]). We collect some basic facts of such representations as follows.

Proposition 3.1. Assume that g is finite-dimensional. Then, there is an integer m and a faithful representation
g ↪→ der1(F[Xm]) of g on F[Xm].

Proof. By Ado’s Theorem there is an embedding g ↪→ glm(F) as Lie algebras for some m, and hence there is
an injective Lie algebra homomorphism from g to der1(F[Xm]) due to Lemma 2.1.

Recall that F[Xn] admits the following filtration given by

F ⊂ F[Xn]1 ⊂ · · · ⊂ F[Xn]k ⊂ · · · , (16)

where F[Xn]k = { f ∈ F[Xn] : deg( f ) ≤ k}, k = 0, 1, 2, · · · .

Proposition 3.2. Let ρ: g→ der≤1(F[Xn]) be a representation of g on F[Xn].

(i) For each k = 0, 1, 2, · · · , F[Xn]k becomes a finite-dimensional g-module via actions of ρ(g) ∈ der≤1(F[Xn]) for
any g ∈ g.

(ii) ρ is uniquely determined by actions of ρ(g) ∈ der≤1(F[Xn]) (g ∈ g) on

F1[Xn] = F ⊕ spanF{x1, · · · , xn}.

(iii) ρ(ker(ϖnρ)) ⊆ der0(F[Xn]), where ϖn: der≤1(F[Xn])→ der1(F[Xn]) is the Lie algebra homomorphism given
by (6). If ρ is faithful then ker(ϖnρ) is an abelian ideal of g.

Proof. (i) is direct by definitions. (ii) follows since for any g ∈ g it holds that ρ(g) =
n∑

i=1
ρ(g)(xi)∂xi , 1 ≤ i ≤ n.

(iii) For any g ∈ ker(ϖnρ), by ϖn(ρ(g)) = 0 and kerϖn = der0(F[Xn]) it follows that ρ(g) ∈ der0(F[Xn]).
Assume that ρ is faithful. For any g1,g2 ∈ ker(ϖnρ), since der0(F[Xn]) is abelian, ρ([g1,g2]) = [ρ(g1), ρ(g2)] =
0, and hence [g1,g2] = 0 since kerρ = 0.

The category of finite-dimensional g-modules can be identified with a full subcategory of the category of
representations of g of the form ρ: g→ der1(F[Xn]). In fact, we have the following statement, where g is not
necessarily finite-dimensional.

Proposition 3.3. Let M be an n-dimensional g-module. Then there is a representation of g on F[Xn] of the form ρ:
g→ der1(F[Xn]) such that M � spanF{x1, · · · , xn} as g-modules. Moreover, such representations of g on polynomial
ring of n variables are uniquely determined up to equivalence.
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Proof. (Existence.) Let ρ0 : g→ gl(M) be the g-module structure on M, andS(M) the symmetric algebra over
M. Then S(M) becomes a g-module with its module structure, denoted again by ρ0, given by ρ0(g)(uv) =
ρ0(g)(u)v + uρ0(g)(v), g ∈ g, u, v ∈ S(M).

Fix a basis {v1, · · · , vn} of M. Then there is an associative algebra isomorphism σ: S(M) → F[Xn] given
by vi 7→ xi, 1 ≤ i ≤ n. For any g ∈ g set

ρ(g) := σρ0(g)σ−1 : F[Xn]→ F[Xn]. (17)

By a direct check we get that ρ(g) ∈ der(F[Xn]), and the mapping ρ: g → der(F[Xn]) given by (17) is a Lie

algebra homomorphism. Moreover, for any g ∈ g, we may write ρ(g) =
n∑

i=1
di∂xi with di ∈ F[Xn], and hence

d j = ρ(g)(x j) = σ(ρ0(g)σ−1(x j)) = σ(ρ0(g)(v j)) ∈ spanF{x1, · · · , xn}, 1 ≤ j ≤ n,

which means that

ρ(g) =
n∑

i=1

σ(ρ0(g)(vi))∂xi ∈ der1(F[Xn]), g ∈ g. (18)

Since σ(M) = spanF{x1, · · · , xn} and ρ0(g)(M) ⊆M, the existence part is proved.
(Uniqueness.) Let ρ: g → der1(F[Xn]) and ρ′: g → der1(F[Yn]) be representations of g such that

M � spanF{x1, · · · , xn} � spanF{y1, · · · , yn} as g-modules, where F[Yn] is the polynomial ring of y1, · · · , yn
and der1(F[Yn]) is given by (3). Then there is an invertible matrix P ∈ GLn(F) such that the F-isomorphism
(x1, · · · , xn) 7→ (y1, · · · , yn)P is a g-module isomorphism from spanF{x1, · · · , xn} to spanF{y1, · · · , yn}. For any
g ∈ g, since ρ(g) ∈ der1(F[Xn]) and ρ′(g) ∈ der1(F[Yn]), by Lemma 2.1 we get matrices Ag = σn(ρ(g)) and
Bg = σn(ρ′(g)) in gln(F) satisfying that

{
PAg = BgP,
(ρ(g)(x1), · · · , ρ(g)(xn)) = (x1, · · · , xn)Ag, (ρ′(g)(y1), · · · , ρ′(g)(yn)) = (y1, · · · , yn)Bg.

(19)

Denote by χP the isomorphism of commutative algebras from F[Xn] to F[Yn] determined uniquely by

χP(xi) :=
n∑

j=1

P( j, i)y j, 1 ≤ i ≤ n. (20)

Similar to (13), it holds that

χP(∂xi ( f (x1 · · · , xn))) =
∂ f (χP(x1), · · · , χP(xn))

∂(χP(xi))
, 1 ≤ i ≤ n. (21)

It remains to check that χP is a g-module homomorphism. Recall that

ρ(g) =
n∑

i=1

ρ(g)(xi)∂xi , ρ
′(g) =

n∑
j=1

ρ(g)(y j)∂y j , g ∈ g. (22)
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Fix any f (x1 · · · , xn) ∈ F[Xn]. Then, for any g ∈ gwe have

ρ′(g)(χP( f (x1 · · · , xn)))
(22)
=

n∑
j=1

ρ′(g)(y j)∂y j ( f (χP(x1), · · · , χP(xn)))

=

n∑
j=1

ρ′(g)(y j)
n∑

i=1

∂ f (χP(x1), · · · , χP(xn))
∂(χP(xi))

·
∂χP(xi)
∂y j

(20),(21)
=

n∑
i, j=1

ρ′(g)(y j)P( j, i)χP(∂xi ( f (x1 · · · , xn)))

(19)
=

n∑
k=1

n∑
j=1

n∑
i=1

Bg(k, j)P( j, i)ykχP(∂xi ( f (x1 · · · , xn)))

=

n∑
k=1

n∑
i=1

(BgP)(k, i)ykχP(∂xi ( f (x1 · · · , xn))).

Similarly, we have

χP(ρ(g))( f (x1 · · · , xn))
(22)
= χP

 n∑
i=1

ρ(g)(xi)∂xi ( f (x1 · · · , xn))


(19)
=

n∑
ℓ=1

n∑
i=1

Ag(ℓ, i)χP(xℓ)χP(∂xi ( f (x1 · · · , xn)))

(20)
=

n∑
k=1

n∑
i=1

n∑
ℓ=1

P(k, ℓ)Ag(ℓ, i)ykχP(∂xi ( f (x1 · · · , xn)))

=

n∑
k=1

n∑
i=1

(PAg)(k, i)ykχP(∂xi ( f (x1 · · · , xn))).

So, by PAg = BgP we get χP(ρ(g)) = ρ′(g)χP as required.

Example 3.4. Consider the 3-dimensional complex simple Lie algebra sl2(C) with standard basis {e,h, f}, i.e., [e, f] =
h, [h, e] = 2e, [h, f] = −2f. Let M = {v1, v2} be the canonical 2-dimensional irreducible module of sl2(C). The
mapping ρ: sl2(C)→ der1(C[x1, x2]) given by Proposition 3.3 is (see (18))

ρ(e) = x1∂x2 , ρ(h) = x1∂x1 − x2∂x2 , ρ(f) = x2∂x1 , (23)

which is a well-known faithful representation of sl2(C) on C[x1, x2] (see [9, Exercise 4, §7]). In particular, M �
spanC{x1, x2}. □

Generally, in terms of equivalence in the usual sense it is difficult to classify representations of the form
g → der≤1(F[Xn]) on F[Xn]. Given such a representation ρ: g → der≤1(F[Xn]), by Proposition 3.2 we get a
graded g-module ⊕∞k=1F[Xn]k/F[Xn]k−1. For brevity we make the following definition.

Definition 3.5. Let ρ, ρ̃: g → der≤1(F[Xn]) be representations of g on F[Xn]. If their induced graded modules are
isomorphic as graded modules, then ρ and ρ̃ are called graded-equivalent.

In other words, ρ and ρ̃ are called graded-equivalent if for each k ≥ 1 there is an F-automorphism τk of
F[Xn]k/F[Xn]k−1 such that the diagram

F[Xn]k/F[Xn]k−1
τk //

ρ(g)
��

F[Xn]k/F[Xn]k−1

ρ̃(g)
��

F[Xn]k/F[Xn]k−1
τk // F[Xn]k/F[Xn]k−1
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commutes for any g ∈ g. Moreover, if ρ, ρ̃: g → der1(F[Xn]) ⊂ der≤1(F[Xn]) are representations of g, then
graded-equivalence of ρ and ρ̃ is just the quasi-isomorphism of graded modules.

Example 3.6. Let ρ: g → der≤1(F[Xn]) be representations of g on F[Xn]. Then ρ and ρ := ϖnρ: g →
der1(F[Xn]) are graded-equivalent, where ϖn is the Lie algebra homomorphism given by (6). Indeed, for any
f (X) ≡ f0(X) mod(F[Xn]k−1) with f0(X) being a homogenous polynomial of degree k, for any g ∈ g it holds that

ρ(g)( f (X)) ≡ ρ(g)( f0(X)) mod(F[Xn]k−1) ≡ ρ(g)( f0(X)) mod(F[Xn]k−1)

due to the definition of ρ.

Motivated by Proposition 3.2 (iii), for finite-dimensional Lie algebras which has abelian ideals, we consider
classification in terms of graded-equivalence of their faithful representations on polynomial rings. We have
the following main result of this section.

Theorem 3.7. Assume that g is finite-dimensional. Let h be an abelian ideal of g with dim h = n. Then there
is at most one faithful representation up to graded-equivalence of g of the form ρ: g → der≤1(F[Xn]) such that
ρ(h) = der0(F[Xn]).

Proof. Assume that such a faithful representation ρ: g → der≤1(F[Xn]) exists. Recall the Lie algebra
isomorphism σn: der≤1(F[Xn]) given by Lemma 2.1. Fix any basis {hi}

n
i=1 of h. Since ρ is faithful and

ρ(h) = der0(F[Xn]), the vectors αi := σn(ρ(hi)) ∈ Fn (1 ≤ i ≤ n) are linearly independent, and hence we get
an invertible matrix Q := (α1, · · · , αn)T.

Extend {hi}
n
i=1 to a basis {hi}

n
i=1 ∪ {g j}

ℓ
j=1 of g, and set

σn(ρ(g j)) =
(

A j 0
γ j 0

)
, 1 ≤ j ≤ ℓ. (24)

Since h is an ideal of g, there are constants ck
i j ∈ F such that

[hi,g j] =
n∑

k=1

ck
i jhk, 1 ≤ i ≤ n, 1 ≤ j ≤ ℓ, (25)

from which we deduce that[(
0 0
αi 0

)
,

(
A j 0
γ j 0

)]
= [σn(ρ(hi)), σn(ρ(g j))] =

n∑
k=1

ck
i j

(
0 0
αk 0

)
.

So,

αiA j =

n∑
k=1

ck
i jαk, 1 ≤ i ≤ n, 1 ≤ j ≤ ℓ. (26)

Varying i from 1 to n, we get for each j that

QA j = C jQ, where C j =


c1

1 j c2
1 j · · · cn

1 j
· · · · · · · · · · · ·

c1
nj c2

nj · · · cn
nj

 . (27)

Since Q is invertible, we get that

A j = Q−1C jQ, 1 ≤ j ≤ ℓ, (28)

which means that πnσn(ρ(g j)) (see (9)) is uniquely determined by ρ(hi), 1 ≤ i ≤ n.
Similarly, if ρ̃: g → der≤1(F[Xn]) is another faithful representation of g on F[Xn] satisfying that ρ̃(h) =

der0(F[Xn]), then we have the similar identity

Ã j = Q̃−1C jQ̃, 1 ≤ j ≤ ℓ, (29)
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where Ã j = πnσn(ρ̃(g j)), Q̃ = (α̃1, · · · , α̃n)T and α̃i = σnρ̃(hi) ∈ Fn. So, by (28) and (29) it follows that

A j = PÃ jP−1, 1 ≤ j ≤ ℓ, (30)

where P := Q−1Q̃ ∈ GLn(F). We use P to show that ρ and ρ̃ are graded-equivalent. Indeed, the F-
automorphism τP on F[Xn] given by (12) induces for each m ≥ 1 an F-automorphism, denoted by τm, on
F[Xn]m/F[Xn]m−1. By Definition 3.5, it remains to check that, for 1 ≤ i ≤ n and 1 ≤ j ≤ ℓ,

τmρ(hi) = ρ̃(hi)τm and τmρ(g j) = ρ̃(g j)τm (31)

as F-linear transformations on F[Xn]m/F[Xn]m.
Fix any f (X) ≡ f0(X) mod(F[Xn]m−1) with f0(X) being a homogenous polynomial of degree m. Since

ρ(hi)( f0(X)) and ρ̃(hi)τm( f0(X)) has degree ≤ m − 1, the first identity of (31) follows. To check the second
identity we have

(τmρ(g j))( f (X)) ≡ τm(ρ(g j)( f0(X))) mod(F[Xn]m−1)

≡ (τmσn
−1(A j))( f0(X)) mod(F[Xn]m−1)

(30),Lemma 2.2
≡ (σn

−1(PÃ jP−1)τm)( f0(X)) mod(F[Xn]m−1)

≡ (σn
−1(Ã j)τm)( f0(X)) mod(F[Xn]m−1) ≡ (ρ̃(g j)τm)( f0(X)) mod(F[Xn]m−1)

as required.

4. Faithful representations of the Galilean Lie algebra on the polynomial ring in three variables

In this section we denote byG the Galilean Lie algebra, which is the six-dimensional Lie algebra overR
with a basis m,h,ni,pi (i = 1, 2) under which the Lie bracket is given by [1]

[m,n1] = n2, [m,n2] = −n1, [ni,h] = pi, [m,p1] = p2, [m,p2] = −p1, [h,pi] = 0,
[p1,p2] = [n1,n2] = [m,h] = [ni,p j] = 0.

(32)

In the sequel we shall use the following abelian ideals of G given by

H := spanR{h,p1,p2} and N := spanR{p1,p2,n1,n2} (33)

respectively. Since [G,G] = N, G is solvable, but not nilpotent.

Remark 4.1. Note that any nonzero ideal I of G must contain p1,p2. One may use this fact to determine all ideals
of G.

We have the following result.

Proposition 4.2. There is no faithful representations of G of the form G → der≤1(R[Xn]) for n = 1, 2, and there is
no faithful representations of G of the form G→ der1(R[X3]).

Proof. Since dim der≤1R[X1] = 2 < dimG, there is no faithful representation of G on R[x] of the form
G → der≤1(R[x]). If there were a faithful representation of G of the form G → der≤1(R[X2]), then by
dim der≤1(R[X2]) = 6 = dimG we have G � der≤1(R[X2]) as Lie algebras, which is impossible since G is
solvable, while by Lemma 2.1, der≤1(R[X2]) is isomorphic to L3(R) which contains a Lie subalgebra iso-
morphic to sl2(R). If there were a faithful representation ρ: G → der1(R[X3]) then ρ(N) is a 4-dimensional
commutative Lie subalgebra of der1(R[X3]), and hence ρ(N) ∩ der0(R[X3]) , 0 by Proposition 2.3, a contra-
diction.

So, we consider faithful representations of G on R[X3] of the form G→ der≤1(R[X3]).
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Example 4.3. The classical faithful representation ρ0: G→ der≤1(R[X3], which has concrete physical meaning [1],
is given by

ρ0(m) = x2∂x1 − x1∂x2 , ρ0(h) = −∂x3 ,

ρ0(p1) = ∂x1 , ρ0(p2) = ∂x2 , ρ0(n1) = x3∂x1 , ρ0(n2) = x3∂x2 .
(34)

The canonical projection ϖ3 : der≤1(F[X3]) → der1(F[X3]) given by (6) induces a representation ρ0 = ϖ3ρ0:
G→ der1(R[X3]) of G on R[X3] given by

ρ0(m) = x2∂x1 − x1∂x2 , ρ0(h) = 0,
ρ0(p1) = 0, ρ0(p2) = 0, ρ0(n1) = x3∂x1 , ρ0(n2) = x3∂x2 ,

(35)

Clearly ρ0 is not faithful.

We present a series with one parameter of faithful representations ρλ (λ ∈ R) of G of the form G →
der≤1(R[X3]) as follows.

Lemma 4.4. For any λ ∈ R define the map ρλ: G→ der≤1(R[X]3) by

ρλ(p1) = ∂x1 , ρλ(p2) = ∂x2 , ρλ(h) = −∂x3 ,

ρλ(n1) = x3∂x1 + λ∂x2 , ρλ(n2) = x3∂x2 − λ∂x1 , ρλ(m) = x2∂x1 − x1∂x2 .
(36)

Then,
(i) ρλ is a faithful representation of G on R[X3].

(ii) ρλ1 and ρλ2 are equivalent if and only if λ1 = λ2.
(iii) All ρλ (λ ∈ R) are graded-equivalent.

Proof. (i) It follows by a direct check.
(ii) If ρλ1 and ρλ2 are equivalent then there is an R-automorphism φ of R[X3] such that

(φρλ1 (g))( f ) = (ρλ2 (g)φ)( f ), g ∈ G, f ∈ R[X3]. (37)

Choosing g = p1,p2,h and f (x1, x2, x3) = x1 in (37) we get φ(x1) ∈ R[x1], ∂x1 (φ(x1)) = φ(1). Similarly, φ(x2) ∈
R[x2], ∂x2 (φ(x2)) = φ(1); φ(x3) ∈ R[x3], ∂x3 (φ(x3)) = φ(1). Now, by choosing g = n1 and f (x1, x2, x3) = x2 in
(37) we get that λ1φ(1) = λ2φ(1), and hence λ1 = λ2 as required since φ(1) , 0.

(iii) It follows by Example 3.6, since ρλ = ϖnρλ = ρ0 holds for any λ ∈ R, where ρ0 is given by (35).

Remark 4.5. Due to (36), ρ0 for λ = 0 coincides with the representation given by Example 4.3. As kindly pointed
out by the referee, it would be interesting to elucidate some physical meaning of the representation ρλ for any λ ∈ R.

In the remaining of this section we shall classify all faithful representations of G of the form G →
der≤1(R[X3]) in terms of the usual equivalence, not just graded-equivalence. To this end we fix some
notations for basis elements p1, p2, h, n1, n2, m ofG as follows. Recall the mapping σn given by Lemma 2.1.
For any representation ρ: G→ der≤1(R[X3]) set

(σ3ρ)(p1) =
(

A1 0
δ1 0

)
, (σ3ρ)(p2) =

(
A2 0
δ2 0

)
, (σ3ρ)(h) =

(
A3 0
δ3 0

)
,

(σ3ρ)(n1) =
(

A4 0
δ4 0

)
, (σ3ρ)(n2) =

(
A5 0
δ5 0

)
, (σ3ρ)(m) =

(
A6 0
δ6 0

)
,

(38)

where Ai ∈ gl3(R), δi ∈ R3, 1 ≤ i ≤ 6. For example, the identity (σ3ρ)(m) =
(

A6 0
δ6 0

)
is equivalent to

ρ(m) =
∑3

i, j=1 A6(i, j)xi∂x j +
∑3

i=1 ti∂xi ∈ der≤1(R[X3], where (t1, t2, t3) is the row vector δ6 ∈ R3, and A6(i, j) is
the (i, j)-entry of A6. Moreover, for brevity we set

A :=

 δ1
δ2
δ3

 ∈ gl3(R). (39)

The following observation plays a key role for our arguments of classification.
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Lemma 4.6. Keep notation as above. Let ρ: G→ der≤1(R[X3]) be a faithful representation of G. Then A1 = A2 =
A3 = 0. Moreover, the matrix A given by (39) is invertible and ρ(H) = der0(R[X3]).

Proof. Since ρ is faithful and N is a 4-dimensional abelian ideal of G, ρ(N) is a 4-dimensional commutative
algebra of der≤1(R[X3]), and hence ρ(N) ∩ der0(R[X3]) , 0 due to Proposition 2.3. So we can choose
0 , g1 = r1n1 + r2n2 + s1p1 + s2p2 ∈ N such that ρ(g1) ∈ ρ(N)∩ der0(R[X3]), ri, si ∈ R. Then by Lemma 2.1 we
get

(σ3ρ)(g1) =
(

0 0
γ 0

)
, γ := r1δ4 + r2δ5 + s1δ1 + s2δ2 ∈ R

3.

Set g2 := [g1,m] = r2n1 − r1n2 + s2p1 − s1p2. Then 0 , g2 ∈ N since N is an ideal of G and at least one of r1,
r2, s1, s2 is nonzero. By

(σ3ρ)(g2) = [(σ3ρ)(g1), (σ3ρ)(m)] =
(

0 0
γA6 0

)
it follows that ρ(g2) ∈ ρ(N) ∩ der0(R[X3]) due to Lemma 2.1. Set

g3 := [g1,h] = r1p1 + r2p2, g4 := [g2,h] = r2p1 − r1p2.

By a similar argument we get that ρ(g3), ρ(g4) ∈ ρ(N) ∩ der0(R[X3]). But dimρ(N) ∩ der0(R[X3]) ≤ 3. So, gi
(1 ≤ i ≤ 4) are linearly dependent, which means that

det


r1 r2 s1 s2
r2 −r1 s2 −s1
0 0 r1 r2
0 0 r2 −r1

 = −(r2
1 + r2

2) = 0,

and hence r1 = r2 = 0 since ri ∈ R. Therefore,

g1 = s1p1 + s2p2, g2 = s2p1 − s1p2 ∈ N,

and hence ρ(p1), ρ(p2) ∈ ρ(N) ∩ der0(R[X3]) by s1s2 , 0, from which we deduce that A1 = A2 = 0 by Lemma
2.1. Moreover, by (32) and (38) we get that

δ1Ai = δ2Ai = 0, [Ai,A j] = 0, i, j = 3, 4, 5, (40)

Indeed, by (σ3ρ)([n j,h]) = (σ3ρ)([n j,pi]) = 0 and (38) we get the first identity; by (σ3ρ)([ni,h]) = (σ3ρ)(pi),
A1 = A2 = 0 and (38) we get the second identity.

Assume contrarily that A3 , 0. By (40) it follows that rank(A3) = 1, since δ1, δ2 ∈ R3 are linearly
independent. Therefore, A3 is similar to a diagonal matrix over R, i.e., there is 0 , λ3 ∈ R and δ0 ∈ R3 such
that

TA3T−1 =

 0 0 0
0 0 0
0 0 λ3

 , T :=

 δ1
δ2
δ0

 ∈ GL3(R). (41)

Since [A3,A4] = 0 = [A3,A5] due to (40), by (41) and λ3 , 0 we get that

TA4T−1 =

 0 0 0
0 0 0
0 0 λ4

 , TA5T−1 =

 0 0 0
0 0 0
0 0 λ5

 , (42)

where λ4, λ5 ∈ R. So, by λ3 , 0, (41) and (42) there are µ4, µ5 ∈ R such that µ4A3 +A4 = 0 and µ5A3 +A5 = 0,
from which we deduce by using (38) that

(σ3ρ)(µ4h + n1) =
(

0 0
µ4δ3 + δ4 0

)
, (σ3ρ)(µ5h + n2) =

(
0 0

µ5δ3 + δ5 0

)
,
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which means that ρ(µ4h + n1), ρ(µ5h + n2) ∈ der0(R[X3]) by Lemma 2.1. We have already shown that
ρ(p1), ρ(p2) ∈ der0(R[X3]). Since dim der0(R[X3]) = 3, there are ti ∈ R, at least one of which is nonzero, such
that

t1ρ(p1) + t2ρ(p2) + t3ρ(µ4h + n1) + t4ρ(µ5h + n2) = 0.

Since kerρ = 0 we get t1p1 + t2p2 + (t3µ4 + t4µ5)h+ t3n1 + t4n2 = 0, from which we deduce that t1 = t2 = t3 =
t4 = 0, a contradiction, since p1, p2, h, n1, n1, n2 are linearly independent. Therefore, we have shown that
A3 = 0 as required.

By A1 = A2 = A3 = 0 and Lemma 2.1 we get that δ1, δ2, δ3 are linearly independent since ρ is faithful. So
A is invertible and ρ(H) = der0(R[X3]).

By Theorem 3.7 and Lemma 4.6 we get the following corollary, which extends Lemma 4.4 (iii).

Corollary 4.7. All faithful representations of the form ρ: G→ der≤1(R[X3]) are graded-equivalent to the represen-
tation of G given by (34).

We continue to discuss the matrices given in (38) for faithful representations of G of the form G →
der≤1(R[X3]).

Lemma 4.8. Keep notation as above. If ρ: G→ der≤1(R[X3]) is faithful then,

(i) For row vectors δ4, δ5, δ6 in (38) there are unique a1, a2, c1, c2 ∈ R such that

δ4 = a1δ1 + a2δ2, δ5 = −a2δ1 + a1δ2, δ6 = c1δ1 + c2δ2. (43)

In particular, δi ∈ spanR{δ1, δ2}, i = 4, 5, 6.
(ii) The matrices A4,A5,A6 in (38) are uniquely determined via

A4A−1 = A−1

 0 0 0
0 0 0
−1 0 0

 , A5A−1 = A−1

 0 0 0
0 0 0
0 −1 0

 , A6A−1 = A−1

 0 −1 0
1 0 0
0 0 0

 , (44)

where A is given by (39).

Proof. (i) By Lemma 4.6, δ4, δ5, δ6 can be uniquely linearly presented by δ1, δ2, δ3. Hence there are unique
ai, bi, ci ∈ R such that

δ4 = a1δ1 + a2δ2 + a3δ3, δ5 = b1δ1 + b2δ2 + b3δ3, δ6 = c1δ1 + c2δ2 + c3δ3.

It remains to show that a3 = b3 = c3 = 0 and b1 = −a2, b2 = a1. By (38) and

[(σ3ρ)(m), (σ3ρ)(n1)] = (σ3ρ)(n2), [(σ3ρ)(m), (σ3ρ)(n2)] = −(σ3ρ)(n1)

we get that

δ5 = δ6A4 − δ4A6, δ4 = −(δ6A5 − δ5A6). (45)

Moreover, similar to (40), by A1 = A2 = A3 = 0 (see Lemma 4.6) we get that

−δ1A6 = δ2, δ2A6 = δ1, δ3A6 = 0, −δ3A5 = δ2, −δ3A4 = δ1. (46)

Then we have

δ5 = b1δ1 + b2δ2 + b3δ3
(45)
= δ6A4 − δ4A6

= (c1δ1 + c2δ2 + c3δ3)A4 − (a1δ1 + a2δ2 + a3δ3)A6
(40),(46)
= (−a2 − c3)δ1 + a1δ2,

which implies that b3 = 0 and b2 = a1, b1 = −a2 − c3, since δ1, δ2, δ3 are linearly independent. Similarly, we
get that δ4 = (a2 + 2c3)δ2 + a1δ1, which means that c3 = 0, and hence b2 = a1, b1 = −a2 as required.



L. Wu, Y. Tan / Filomat 37:9 (2023), 2807–2821 2819

(ii) By (40) and (46) we have

AA4 =

 0
0
−δ1

 , AA5 =

 0
0
−δ2

 , AA6 =

 −δ2
δ1
0

 .
Write A−1 = (γ1 γ2 γ3), where γi is a 3-dimensional column vector over R, that is, δiγ j = δi j, the Kronecker
notation. It follows that

AA4A−1 =

 0
0
−δ1

 (γ1 γ2 γ3) =

 0 0 0
0 0 0
−1 0 0

 .
The other two identities in (44) are similar.

We write down explicitly all faithful representations of G of the form G→ der≤1(R[X3]) as follows.

Lemma 4.9. Let d1,d2,d3 ∈ der0(R[X3]) be linearly independent, f1, f2, f3 ∈ R[X3] be homogeneous of degree 1
satisfying di(f j) = δi j, and ai, ci (i = 1, 2) be real numbers. Set

ρ(p1) = d1, ρ(p2) = d2, ρ(h) = d3, (47)
ρ(n1) = (−f3 + a1)d1 + a2d2, ρ(n2) = −a2d1 + (−f3 + a1)d2, (48)

ρ(m) = (f2 + c1)d1 − (f1 − c2)d2. (49)

Then (47)-(49) define a faithful of G of the form G → der≤1(R[X3]). Conversely, any faithful representation ρ:
G→ der≤1(R[X3]) has the form given by (47)-(49).

Proof. By choices of di, f j and (47)-(49) it follows that ρ(g) ∈ der≤1(R[X3]) for any g ∈ G. It’s direct to
check that (47)-(49) define a representation of G. For example, we can check [ρ(m), ρ(n1)] = ρ(n2) holds as
derivations of R[X3]. Indeed, by d1(f3) = 0 and d1(f2) = 0 we have [(f2 + c1)d1, (−f3 + a1)d1] = 0, and by
d1(f1) = 1, d2(f3) = 0 we get

[(f1 − c2)d2, (−f3 + a1)d1]
= (f1 − c2)d2((−f3 + a1)d1) − ((−f3 + a1)d1)((f1 − c2)d2)
= (f1 − c2)(−f3 + a1)d2d1 − (−f3 + a1)d2 − (f1 − c2)(−f3 + a1)d1d2 = −(−f3 + a1)d2

since d1d2 = d2d1 as derivations of R[X3]. Similarly, we have

[(f1 − c2)d2, a2d1] = 0, [(f2 + c1)d1, a2d2] = −a2d1.

Therefore, by (48) and (49) we get that

[ρ(m), ρ(n1)] = [(f2 + c1)d1 − (f1 − c2)d2, (−f3 + a1)d1 + a2d2] = −a2d1 + (−f3 + a1)d2 = ρ(n2)

as required. Moreover, if g = u1p1 + u2p2 + u3h + u4n1 + u5p2 + u3m ∈ kerρ (ui ∈ R), then by (48) and (49)
we have

der≤1(R[X3]) ∋ 0 = (u1 + u4(−f3 + a1) − u2a5 + u6(f2 + c1))d1

+(u2 + u4a2 + u5(−f3 + a1) − u6(f1 − c2))d2 + u3d3.

Applying both sides to f (x1, x2, x3) = f1, f (x1, x2, x3) = f2 and f (x1, x2, x3) = f3 respectively, and using
di(f j) = δi j we get that

u1 + u4(−f3 + a1) − u2a5 + u6(f2 + c1) = 0,
u2 + u4a2 + u5(−f3 + a1) − u6(f1 − c2) = 0,

u3 = 0.

By comparing degrees of polynomials we get that ui = 0 (1 ≤ i ≤ 6), which implies that ρ is faithful.
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Now we assume that ρ: G → der≤1(R[X3]) is a faithful representation of G. Recall the notation given

in (38). Set di := σ−1
3

(
Ai 0
δi 0

)
, i = 1, 2, 3. By Lemma 4.6 we get that d1,d2,d3 ∈ der0(R[X3]) are linearly

independent and (47) holds.
By Lemma 2.1 we get that the derivation D j := (σ3)−1(A j) ∈ der1(R[X3]) for j = 4, 5, 6, where Ai is given

by (38). Then, by Lemma 4.8 (i) and Lemma 2.1 we get that

ρ(n1) = D4 + a1d1 + a2d2, ρ(n2) = D5 − a2d1 + a1d2, ρ(m) = D6 + c1d1 + c2d2. (50)

We compute Di further as follows. By Lemma 4.6 we define homogeneous polynomials f1, f2, f3 ∈ R[X3] of
degree 1 by setting (f1 f2 f3) = (x1 x2 x3)A−1, where A is given by (39). By the definition of A (see (39)) we
have δi = (A(i, 1) A(i, 2) A(i, 3)), and hence di =

∑3
k=1 A(i, k)∂xk . So, for 1 ≤ i, j ≤ 3 we have

di(f j) =

 3∑
k=1

A(i, k)∂xk


 3∑
ℓ=1

A−1(ℓ, j)xℓ

 = 3∑
k=1

A(i, k)A−1(k, j) = (AA−1)(i, j) = δi j. (51)

Now we claim that

D4 = −f3d1, D5 = −f3d2, D6 = f2d1 − f1d2 (52)

as derivations of R[X3]. Since f1, f2, f3 and x1, x2, x3 are equivalent in the linear space spanR{x1, x2, x3}, it
suffices to check both sides of each identity in (52) have the same actions on f1, f2, f3 ∈ R[X3]. For example,
we have

D4(f1 f2 f3) = D4((x1 x2 x3)A−1) Lemma 2.1
= ((x1 x2 x3)A4)A−1 (44)

= (x1 x2 x3)A−1

 0 0 0
0 0 0
−1 0 0


= (f1 f2 f3)

 0 0 0
0 0 0
−1 0 0

 = (−f3 0 0)
(51)
= −f3d1(f1 f2 f3),

which implies the first identity in (52). The other two identities in (52) can be obtained similarly. By (50)
and (52) we get (48) and (49) as required.

Now we are in the position to prove the main result of this section.

Theorem 4.10. Let ρ: G→ der≤1(R[X3]) be a faithful representation of G on R[X3]. Then there is a unique λ ∈ R
such that ρ is equivalent to ρλ given by (36).

Proof. The uniqueness of λ follows by Lemma 4.4 (ii).
It remains to show existence of λ. By Lemma 4.9, ρ(p1), ρ(p2), ρ(h), ρ(n1), ρ(n2) and ρ(m) are given

by (47)-(49) for some linearly independent derivations d1,d2,d3 ∈ der0(R[X3]), homogeneous polynomials
f1, f2, f3 ∈ R[X3] of degree 1 satisfying di(f j) = δi j, and real numbers ai, ci (i = 1, 2). By the computation in
(51) we have (f1 f2 f3) = (x1 x2 x3)A−1 and hence

∂fi

∂xk
= A−1(k, i), 1 ≤ i, k ≤ 3. (53)

We show that ρ is equivalent to ρλ given by (36) for λ = a2. To this end we consider the R-automorphism
T of R[X3] given by

T : h(x1, x2, x3) 7→ h(f1 − c2, f2 + c1, −f3 + a1). (54)

Clearly T is also an automorphism ofR[X3] as a commutative algebra. Similar to (13), for i = 1, 2, 3 it holds
that

∂(T (h))
∂fi

= T (∂xi h), h ∈ R[X3]. (55)
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It suffices to check that Tρa2 (g) = ρ(g)T as R-linear transformations on R[X3] holds for g being any one of
the basis elements p1, p2, h, n1, n2 and m of G.

By the definition of A (see (39)) we have δi = (A(i, 1) A(i, 2) A(i, 3)), and hence di =
∑3

k=1 A(i, k)∂xk .
Therefore, for any h ∈ R[X3] it holds that

ρ(h)(T (h))
(47)
= −d3(T (h)) =

3∑
k=1

A(3, k)∂xk (T (h)) = −
3∑

k=1

A(3, k)

 3∑
i=1

∂T (h)
∂fi

·
∂fi

∂xk


(53)
= −

3∑
k=1

A(3, k)

 3∑
i=1

∂T (h)
∂fi

A−1(k, i)

 = − 3∑
i=1

 3∑
k=1

A(3, k)A−1(k, i)

 ∂T (h)
∂fi

= −
∂T (h)
∂f3

(55)
= T (−∂x3 (h))

(36)
= T (ρa2 (h)(h)).

So ρ(h)T = Tρa2 (h) follows. Similarly, ρ(p1)T = Tρa2 (p1), ρ(p2)T = Tρa2 (p2). Based on these identities we
proceed to consider other basis elements of G.

Since T is also a commutative algebra automorphism, it holds that

ρ(n1)T
(48)
= (−f3 + a1)d1T + a2d2T

(47)
= (−f3 + a1)ρ(p1)T + a2ρ(p2)T

= (−f3 + a1)Tρa2 (p1) + a2Tρa2 (p2)
(36)
= (−f3 + a1)T∂x1 + a2T∂x2

(54)
= T (x3)T∂x1 + a2T∂x2 = T (x3∂x1 + a2∂x2 )

(36)
= Tρa2 (n1)

as required. Similarly we obtain ρ(n2)T = Tρa2 (n2) and ρ(m)T = Tρa2 (m). This completes the proof.

Remark 4.11. By Lemma 4.4 (iii) and Theorem 4.10, all faithful of G of the form G → der≤1(R[X3]) are graded-
equivalent. So we can deduce Corollary 4.7 without using Theorem 3.7.

Acknowledgements. The authors thank the referee for helpful suggestions on the manuscript.

References

[1] S. K. Bose, The Galilean group in 2+1 space-times and its central extension, Commun. Math. Phys. 169 (1995) 385-395.
[2] S. K. Bose, Representations of the (2+1)-dimensional Galilean group, J. Math, Phys. 36 (1995) 875-890.
[3] J. Draisma, Constructing Lie algebras of first order differential operators, J. Symb. Comput. 36 (2003) 685–698.
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