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#### Abstract

In this paper, we provide original representation for the Drazin inverse of $P+Q$ under the conditions $P^{2} Q=0, Q(P Q)^{2}=0, Q^{2} P Q^{2}=0, Q P Q^{3}=0$ and $Q P Q^{2} P Q=0$. Then, we apply our results to derive some new expressions for the Drazin inverse of a $2 \times 2$ complex block matrix $M=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right] \in$ $\mathbb{C}^{n \times n}$ (where $A$ and $D$ are square matrices but not necessarily of the same size). Finally, several illustrative numerical examples are given to demonstrate our results.


## 1. Introduction

For $A \in \mathbb{C}^{n \times n}$, where $\mathbb{C}^{n \times n}$ denotes the set of $n \times n$ complex matrices and $\operatorname{rank}(A)$ is the rank of $A$, the smallest non-negative integer $k$ which satisfies $\operatorname{rank}\left(A^{k+1}\right)=\operatorname{rank}\left(A^{k}\right)$ is called the index of $A$, and marked by $\operatorname{ind}(A)$. The Drazin inverse of $A \in \mathbb{C}^{n \times n}$ with $\operatorname{ind}(A)=k$, denoted by $A^{d}$, is the unique matrix satisfying the equations as follows:

$$
A A^{d}=A^{d} A, \quad A^{d} A A^{d}=A^{d} \text { and } A^{k}=A^{k+1} A^{d}
$$

We denote by $A^{e}=A A^{d}$, and by $A^{\pi}=I-A^{e}$ the spectral idempotent of $A$ corresponding to $\{0\}$, and define $A^{0}=I$, where $I$ is the identity matrix with proper sizes. In the case that $\operatorname{ind}(A)=1$, we called the Drazin inverse of $A$ as group inverse and denoted by $A^{\sharp}$. The Drazin inverse is useful and its applications are showed in various fields, such as singular linear differential equations and difference equations [17], finite Markov chains [20], iterative methods [21]. And the relevant research about the Drazin inverse was widely developed in [2, 23-28, 30, 31, 35, 36, 38, 39].

According to current papers, it is still an open problem to derive the formula for $(P+Q)^{d}$ without any side conditions for matrices $P$ and $Q$. Suppose that $P, Q \in \mathbb{C}^{n \times n}$. In 1958, Drazin [13] gave the explicit representation of $(P+Q)^{d}$ under the conditions $P Q=Q P=0$. In 2001, Hartwig et al. [16] developed

[^0]an expression of $(P+Q)^{d}$ when $P Q=0$. Expressions of the Drazin inverse of the sum of two matrices under the weaker conditions $P Q^{2}=P Q P=0$ and $P^{2} Q=Q P Q=0$ were provided in [33] by Yang and Liu. In 2018, Yousefi and Dana [34] presented a representation for $(P+Q)^{d}$ when $P^{2} Q P=0, P^{2} Q^{2}=0$ and $Q P Q=0$. In 2022, Shakoor et al. [29] gave some results of $(P+Q)^{d}$ under conditions $P^{2} Q P=P Q^{2}=0$ and $Q P Q^{2}=P^{2} Q=0$.

Likewise, formulae for $(P+Q)^{d}$ are valuable in computing the representations of a $n \times n$ block matrix:

$$
M=\left[\begin{array}{ll}
A & B  \tag{1}\\
C & D
\end{array}\right]
$$

where $A$ and $D$ are square matrices. In 1979, Campbell and Meyer [4] proposed an open problem to find an explicit representation for the Drazin inverse of $M$. Until now, there has been no formula for $M^{d}$ without any side conditions for blocks of matrix $M$. Here we list some results below:

1. In [8], $A B C=0$ and $D C=0$;
2. In [11], $B C=0, B D=0$ and $D C=0$;
3. In [12], $B C=0, B D C=0$ and $B D^{2}=0$;
4. In [19], $B D^{\pi} C=0, B D D^{d}=0, D D^{\pi} C A=0$ and $D D^{\pi} C B=0$;
5. In [1], $A B D=0, C B D=0, B C A=0, D C A=0, B C B C=0$ and $D^{\pi} C B C=0$.

Inspired by previous results, we continue to study additive results for the Drazin inverse. Under some weaker conditions, we attain original result for $(P+Q)^{d}$ in this paper. Applying this result, we investigate the Drazin inverse of arbitrary block matrix. By establishing several original results and combining various facts known in the literature, the article reveals new expressions for the Drazin inverse of the sum and of the block matrix.

We organize the article in five sections. In Sect. 2, we first introduce some lemmas about the results of the Drazin inverse of an anti-triangular matrix. In Sect. 3, we derive a new explicit formula for the Drazin inverse of a sum of two matrices $P, Q \in \mathbb{C}^{n \times n}$ under conditions $P^{2} Q=0, Q(P Q)^{2}=0, Q^{2} P Q^{2}=0, Q P Q^{3}=0$ and $Q P Q^{2} P Q=0$. These results extend the formulae proved in [32] and [33], respectively. In Sect. 4, we apply these formulae for $(P+Q)^{d}$ to attain the representations for the Drazin inverse of $M$ given by (1) under conditions weaker than those used in some recent papers. In Sect. 5, we demonstrate our results by some numerical examples.

## 2. Key lemma

To prove the main results, we need the following lemmas. Then, we begin with the well-known Cline's formula.

Lemma 2.1. [6] (Cline's Formula) For $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times m},(B A)^{d}=B(A B)^{2 d} A$.
The next representation about the Drazin inverse of the sum of two matrices proved in [16] is valuable for our results.

Lemma 2.2. [16] Let $S, R \in \mathbb{C}^{n \times n}$. If $S R=0$, then

$$
\begin{equation*}
(S+R)^{d}=\sum_{i=0}^{i_{R}-1} R^{\pi} R^{i}\left(S^{d}\right)^{i+1}+\sum_{i=0}^{i_{S}-1}\left(R^{d}\right)^{i+1} S^{i} S^{\pi} \tag{2}
\end{equation*}
$$

where $\operatorname{ind}(S)=i_{S}$ and $\operatorname{ind}(R)=i_{R}$.
We need the next lemma about the Drazin inverse of block triangular matrices.

Lemma 2.3. $[15,22]$ Let $U=\left[\begin{array}{cc}A & B \\ 0 & D\end{array}\right]$ and $V=\left[\begin{array}{cc}D & 0 \\ B & A\end{array}\right] \in \mathbb{C}^{n \times n}$, where $A$ and $D$ are square matrices such that $\operatorname{ind}(A)=i_{A}$ and $\operatorname{ind}(D)=i_{D}$. Then

$$
U^{d}=\left[\begin{array}{cc}
A^{d} & X \\
0 & D^{d}
\end{array}\right] \text { and } V^{d}=\left[\begin{array}{cc}
D^{d} & 0 \\
X & A^{d}
\end{array}\right]
$$

where

$$
\begin{equation*}
X=\sum_{i=0}^{i_{D}-1}\left(A^{d}\right)^{i+2} B D^{i} D^{\pi}+A^{\pi} \sum_{i=0}^{i_{A}-1} A^{i} B\left(D^{d}\right)^{i+2}-A^{d} B D^{d} \tag{3}
\end{equation*}
$$

Furthermore, we provide some results about the Drazin inverse of $\left[\begin{array}{cc}A & B \\ I & 0\end{array}\right]$ and $\left[\begin{array}{ll}A & B \\ C & 0\end{array}\right]$, which are extremely useful in Section 4.

Lemma 2.4. [37, Theorem 3.1] Assume that $A$ and $B$ of a matrix $\bar{N}=\left[\begin{array}{cc}A & B \\ I & 0\end{array}\right]$ are square matrices of the same size and obey $A B^{2}=0, A^{2} B A=0, A B A^{2}=0$ and $(A B)^{2}=0$. Then

$$
\bar{N}^{d}=\left[\begin{array}{ll}
E_{1} & E_{2}  \tag{4}\\
E_{3} & E_{4}
\end{array}\right],
$$

where $\operatorname{ind}(A)=i_{A}$ and $\operatorname{ind}(B)=i_{B}$,

$$
\begin{aligned}
E_{1} & =-B^{d} A^{d} B+\sum_{i=0}^{i_{B}-1} B^{\pi} B^{i} A^{(2 i+3) d} B+\sum_{i=0}^{i_{B}-1} B^{\pi} B^{i} A^{(2 i+1) d}+\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]-1} B^{(i+2) d} A^{2 i+1} A^{\pi} B \\
& +\sum_{i=0}^{\left[i_{A}\right]-1} B^{(i+1) d} A^{2 i+1} A^{\pi}, \\
E_{2} & =\sum_{i=0}^{i_{B}-1} B^{\pi} B^{i} A^{(2 i+2) d} B+\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]} B^{(i+1) d} A^{2 i} A^{\pi} B, \\
E_{3}= & B^{3 d} A B A-B^{d} A^{2 d} B-B^{d}+\sum_{i=0}^{i_{B}-1} B^{\pi} B^{i} A^{(2 i+2) d}+\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]} B^{(i+1) d} A^{2 i} A^{\pi}+\sum_{i=0}^{i_{B}-1} B^{\pi} B^{i} A^{(2 i+4) d} B \\
& +\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]} B^{(i+2) d} A^{2 i} A^{\pi} B, \\
E_{4}= & -B^{d} A^{d} B+\sum_{i=0}^{i_{B}-1} B^{\pi} B^{i} A^{(2 i+3) d} B+\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]} B^{(i+2) d} A^{2 i+1} A^{\pi} B .
\end{aligned}
$$

Lemma 2.5. [37, Theorem 3.2] Assume that $A$ and $B C$ of a matrix $N=\left[\begin{array}{ll}A & B \\ C & 0\end{array}\right]$ are square matrices of the same size and obey $A(B C)^{2}=0, A^{2} B C A=0, A B C A^{2}=0$ and $(A B C)^{2}=0$. Then

$$
N^{d}=\left[\begin{array}{ll}
F_{1} & F_{2} \\
F_{3} & F_{4}
\end{array}\right],
$$

where $\operatorname{ind}(A)=i_{A}$ and $\operatorname{ind}(B C)=i_{B C}$,

$$
\begin{aligned}
F_{1} & =\sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+1) d}+\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]-1}(B C)^{(i+1) d} A^{2 i+1} A^{\pi}+\sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+3) d} B C \\
& +\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]-1}(B C)^{(i+2) d} A^{2 i+1} A^{\pi} B C-(B C)^{d} A^{d} B C, \\
F_{2} & =\sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+2) d} B+\sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+4) d} B C B+\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]}(B C)^{(i+1) d} A^{2 i} A^{\pi} B \\
& +\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]}(B C)^{(i+2) d} A^{2 i} A^{\pi} B C B+(B C)^{3 d} A B C A B-(B C)^{d} A^{2 d} B C B-(B C)^{d} B, \\
F_{3} & =C \sum_{i=0}^{\left[\frac{i_{A}}{2}\right]}(B C)^{(i+1) d} A^{2 i} A^{\pi}+C \sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+2) d}+C \sum_{i=0}^{\left[\frac{i_{A}}{2}\right]}(B C)^{(i+2) d} A^{2 i} A^{\pi} B C \\
& +C \sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+4) d} B C-C(B C)^{d} A^{2 d} B C-C(B C)^{d}, \\
F_{4} & =C \sum_{i=0}^{\left[\frac{L_{A}}{2}\right]-1}(B C)^{(i+2) d} A^{2 i+1} A^{\pi} B+C \sum_{i=0}^{\left[\frac{i}{2}\right]-1}(B C)^{(i+3) d} A^{2 i+1} A^{\pi} B C B+C \sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+3) d} B \\
& +C \sum_{i=0}^{i_{B C}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+5) d} B C B-C(B C)^{d} A^{d} B-C(B C)^{d} A^{3 d} B C B-C(B C)^{2 d} A^{d} B C B .
\end{aligned}
$$

Lemma 2.6. [10, Theorem 3.3] and [37, Corollary 3.3] Let $N=\left[\begin{array}{ll}A & B \\ C & 0\end{array}\right]$, where $A$ and $B C$ are square matrices of the same size. If $A B C=0$, then

$$
N^{d}=\left[\begin{array}{cc}
Y A & Y B \\
C Y & C\left[Y A^{d}+(B C)^{d}\left(Y A-A^{d}\right)\right] B
\end{array}\right]
$$

where

$$
\begin{equation*}
Y=\sum_{i=0}^{\left[\frac{i_{A}}{2}\right]}(B C)^{(i+1) d} A^{2 i} A^{\pi}+\sum_{i=0}^{i_{\mathrm{BC}}-1}(B C)^{\pi}(B C)^{i} A^{(2 i+2) d} \tag{5}
\end{equation*}
$$

such that $\operatorname{ind}(A)=i_{A}$ and $\operatorname{ind}(B C)=i_{B C}$.

## 3. Main results

In this section, we present the explicit formula for $(P+Q)^{d}$, under the conditions $P^{2} Q=0, Q(P Q)^{2}=0$, $Q^{2} P Q^{2}=0, Q P Q^{3}=0$ and $Q P Q^{2} P Q=0$, which extends the consequences proved in [32] and [33]. Now, we are in position to state the main result.

Theorem 3.1. Let $P^{2} Q=0, Q(P Q)^{2}=0, Q^{2} P Q^{2}=0, Q P Q^{3}=0$ and $Q P Q^{2} P Q=0$, where $P, Q \in \mathbb{C}^{n \times n}$ are such that $\operatorname{ind}(Q)=i_{Q}$ and $\operatorname{ind}(P)=i_{P}$. Then

$$
\begin{aligned}
(P+Q)^{d} & =\sum_{i=0}^{i_{P}-1} Q^{(i+1) d} P^{i} P^{\pi}+\sum_{i=0}^{i_{p}-1} Q^{(i+3) d} P Q P^{i} P^{\pi}+\sum_{i=0}^{i_{Q}-1} Q^{\pi} Q^{i} P^{(i+1) d}+\sum_{i=0}^{i_{Q}-1} P Q^{\pi} Q^{i} P Q P^{(i+4) d} \\
& +\sum_{i=0}^{i_{P}-1} P Q^{(i+2) d} P^{i} P^{\pi}+\sum_{i=0}^{i_{p}-1} P Q^{(i+4) d} P Q P^{i} P^{\pi}+\sum_{i=0}^{i_{Q}-1} P Q^{\pi} Q^{i} P^{(i+2) d}+\sum_{i=0}^{i_{Q}-1} Q^{\pi} Q^{i} P Q P^{(i+3) d} \\
& +Q P Q^{2} P^{5 d}-P Q P^{3 d}-Q^{d} P Q P^{2 d}-Q^{2 d} P Q P^{d}+P Q P Q^{2} P^{6 d}-P Q^{d} P Q P^{3 d}-P^{d} \\
& -P Q^{2 d} P Q P^{2 d}-P Q^{d} P^{d}-P Q^{3 d} P Q P^{d} .
\end{aligned}
$$

Proof. We denote that $P+Q=\left[\begin{array}{ll}Q & I\end{array}\right]\left[\begin{array}{l}I \\ P\end{array}\right]$. Due to Lemma 2.1, we have

$$
(P+Q)^{d}=\left[\begin{array}{ll}
Q & I
\end{array}\right]\left[\begin{array}{cc}
Q & I  \tag{6}\\
P Q & P
\end{array}\right]^{2 d}\left[\begin{array}{l}
I \\
P
\end{array}\right]
$$

The next splitting of $\left[\begin{array}{cc}Q & I \\ P Q & P\end{array}\right]$ will be used:

$$
\left[\begin{array}{cc}
Q & I \\
P Q & P
\end{array}\right]=\left[\begin{array}{cc}
Q & I \\
P Q & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & P
\end{array}\right]:=R+S
$$

Since $P^{2} Q=0$, we are able to obtain $S R=0$. Hence, Lemma 2.2 can be utilized. Now, for $H=\left[\begin{array}{cc}0 & I \\ I & -Q\end{array}\right]$ and $H^{-1}=\left[\begin{array}{cc}Q & I \\ I & 0\end{array}\right]$, we calculate $R^{d}$ as follows:

$$
\begin{aligned}
{\left[\begin{array}{cc}
Q & I \\
P Q & 0
\end{array}\right]^{d} } & =\left(H\left[\begin{array}{cc}
Q & P Q \\
I & 0
\end{array}\right] H^{-1}\right)^{d}=H\left[\begin{array}{cc}
Q & P Q \\
I & 0
\end{array}\right]^{d} H^{-1} \\
& =\left[\begin{array}{cc}
E_{3} Q+E_{4} & E_{3} \\
E_{1} Q-Q E_{3} Q+E_{2}-Q E_{4} & E_{1}-Q E_{3}
\end{array}\right] \\
& =\left[\begin{array}{cc}
Q^{d}+P Q^{2 d}+P Q^{4 d} P Q+Q^{3 d} P Q & Q^{2 d}+P Q^{3 d}+P Q^{5 d} P Q+Q^{4 d} P Q \\
P Q^{d}+P Q^{3 d} P Q & P Q^{2 d}+P Q^{4 d} P Q
\end{array}\right],
\end{aligned}
$$

where $\left[\begin{array}{cc}Q & P Q \\ I & 0\end{array}\right]^{d}$ and $E_{n}, n=\overline{1,4}$ can be expressed by Lemma 2.4. In addition, we attain the expression for $R^{\pi}$ as

$$
R^{\pi}=\left[\begin{array}{cc}
Q^{\pi}-Q^{2 d} P Q-P Q^{d}-P Q^{3 d} P Q & -Q^{d}-Q^{3 d} P Q-P Q^{2 d}-P Q^{4 d} P Q \\
-P Q Q^{d}-P Q^{2 d} P Q & I-P Q^{d}-P Q^{3 d} P Q
\end{array}\right]
$$

Then, we prove, for $n \geq 7$,

$$
R^{n}=\left[\begin{array}{cc}
Q^{n}+Q^{n-2} P Q+P Q^{n-1}+P Q^{n-3} P Q & Q^{n-1}+Q^{n-3} P Q+P Q^{n-2}+P Q^{n-4} P Q \\
P Q^{n}+P Q^{n-2} P Q & P Q^{n-1}+P Q^{n-3} P Q
\end{array}\right]
$$

and for $n \geq 1$,

$$
R^{n d}=\left[\begin{array}{cc}
Q^{n d}+Q^{(n+2) d} P Q+P Q^{(n+1) d}+P Q^{(n+3) d} P Q & Q^{(n+1) d}+Q^{(n+3) d} P Q+P Q^{(n+2) d}+P Q^{(n+4) d} P Q \\
P Q^{n d}+P Q^{(n+2) d} P Q & P Q^{(n+1) d}+P Q^{(n+3) d} P Q
\end{array}\right] .
$$

Consequently, the proof is finished by substituting the above expressions into (2) and (6).

Now, we have strengthened the conditions of Theorem 3.1 and obtained the following corollaries represented in [32] and [33].

Corollary 3.2. [32, Theorem 3.2] Let $P^{2} Q=0, Q P Q^{2}=0$ and $(Q P)^{2}=0$, where $P, Q \in \mathbb{C}^{n \times n}$ are such that $\operatorname{ind}(Q)=i_{Q}$ and $\operatorname{ind}(P)=i_{P}$. Then

$$
\begin{aligned}
(P+Q)^{d} & =\sum_{i=0}^{i_{p}-1} Q^{(i+1) d} P^{i} P^{\pi}+\sum_{i=0}^{i_{Q}-1} Q^{\pi} Q^{i} P^{(i+1) d}+\sum_{i=0}^{i_{p}-1} P Q^{(i+2) d} P^{i} P^{\pi}+\sum_{i=0}^{i_{Q}-1} P Q^{i} Q^{\pi} P^{(i+2) d} \\
& +Q^{3 d} P Q+P Q^{4 d} P Q-P^{d}-P Q^{d} P^{d} .
\end{aligned}
$$

Corollary 3.3. [33, Theorem 2.2] Let $P^{2} Q=0$ and $Q P Q=0$, where $P, Q \in \mathbb{C}^{n \times n}$ are such that $\operatorname{ind}(Q)=i_{Q}$ and $\operatorname{ind}(P)=i_{P}$. Then

$$
\begin{aligned}
(P+Q)^{d} & =\sum_{i=0}^{i_{p}-1} Q^{(i+1) d} P^{i} P^{\pi}+\sum_{i=0}^{i_{Q}-1} Q^{\pi} Q^{i} P^{(i+1) d}+\sum_{i=0}^{i_{p}-1} P Q^{(i+2) d} P^{i} P^{\pi}+\sum_{i=0}^{i_{Q}-2} P Q^{i+1} Q^{\pi} P^{(i+3) d} \\
& -P Q^{d} P^{d}-P Q Q^{d} P^{2 d}
\end{aligned}
$$

We illustrate by the following example that Theorem 3.1 is an extension of Corollary 3.2 and Corollary 3.3.

Example 3.4. Consider $4 \times 4$ complex matrices

$$
P=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right] \text { and } Q=\left[\begin{array}{cccc}
a_{1} & a_{2} & a_{3} & a_{4} \\
0 & 0 & b_{3} & b_{4} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where $a_{1}, a_{2}, a_{3}, a_{4}, b_{3}, b_{4} \in \mathbb{C} \backslash\{0\}$. Since

$$
Q P Q=\left[\begin{array}{cccc}
0 & 0 & a_{1} b_{3} & a_{1} b_{4} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0 \quad \text { and } \quad(Q P)^{2}=\left[\begin{array}{cccc}
0 & 0 & 0 & a_{1} b_{3} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0
$$

The assumptions of Corollary 3.2 and Corollary 3.3 do not hold. Then $\operatorname{ind}(P)=4, Q(P Q)^{2}=(Q P)^{2} Q=0, P^{2} Q=0$ and $Q P Q^{2}=0$. So, $Q^{2} P Q^{2}=0, Q P Q^{3}=0$ and $Q P Q^{2} P Q=0$, that is, the conditions of Theorem 3.1 are satisfied and we obtain

$$
\begin{equation*}
(P+Q)^{d}=\sum_{i=0}^{3} Q^{(i+1) d} P^{i}+\sum_{i=0}^{3} Q^{(i+3) d} P Q P^{i}+\sum_{i=0}^{3} P Q^{(i+2) d} P^{i}+\sum_{i=0}^{3} P Q^{(i+4) d} P Q P^{i} \tag{7}
\end{equation*}
$$

According to Lemma 2.3, we get

$$
Q^{d}=\left[\begin{array}{cccc}
a_{1}^{-1} & a_{1}^{-2} a_{2} & a_{1}^{-2} a_{3}+a_{1}^{-3} a_{2} b_{3} & a_{1}^{-2} a_{4}+a_{1}^{-3} a_{2} b_{4} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Substituting the above matrices into (7), we get

$$
(P+Q)^{d}=\left[\begin{array}{cccc}
a_{1}^{-1} & 0 & 0 & 0 \\
a_{1}^{-2} a_{2}+a_{1}^{-2} & 0 & 0 & 0 \\
a_{1}^{-2} a_{4}+a_{1}^{-4} a_{2}+a_{1}^{-4}+a_{1}^{-3} b_{4}+a_{1}^{-4} b_{3}+a_{1}^{-3} a_{2} b_{4}+a_{1}^{-3} a_{3}+a_{1}^{-4} a_{2} b_{3} & 0 & 0 & 0 \\
a_{1}^{-2} a_{3}+a_{1}^{-3} b_{1}+a_{1}^{-3} a_{2}^{-3} .
\end{array}\right]^{\top}
$$

## 4. Applications to the Drazin inverse of block matrix

In this section, we apply our explicit formulae proved in Section 3 to present the formulae for the Drazin inverse of a block matrix $M$ given by (1). The Drazin inverse of anti-triangular matrices given by lemmas in Section 2 are extremely valuable for us to derive the specific expressions of $M^{d}$ in this part.
Theorem 4.1. Let $M$ be defined in (1), if

$$
B C A=0, \quad D C A=0, \quad C B C B=0, \quad D C B D=0 \quad \text { and } \quad B C B D=0
$$

then

$$
M^{d}=\left[\begin{array}{cc}
A^{d}+A^{d} X C+X D^{d} C & X+\left(A^{2 d} X-A^{2 d} B D^{2 d}+X D^{2 d}\right) C B \\
+\left(A^{3 d} X-A^{3 d} B D^{2 d}-A^{2 d} B D^{3 d}+X D^{3 d}\right) C B C & \\
(I+C X) D^{2 d} C+\left(D^{4 d}+C A^{4 d} X-C A^{4 d} B D^{2 d}\right. & D^{d}+C A^{d} X+C X D^{d}+\left(D^{3 d}+C A^{3 d} X\right. \\
\left.-C A^{3 d} B D^{3 d}-C A^{2 d} B D^{4 d}+C X D^{4 d}\right) C B C & \left.-C A^{3 d} B D^{2 d}-C A^{2 d} B D^{3 d}+C X D^{3 d}\right) C B \\
+C A^{2 d}\left(I+X C-B D^{2 d} C\right) &
\end{array}\right],
$$

where $X$ is given by (3).
Proof. We consider the splitting

$$
M=\left[\begin{array}{ll}
0 & 0 \\
C & 0
\end{array}\right]+\left[\begin{array}{ll}
A & B \\
0 & D
\end{array}\right]:=K+U
$$

and we can obtain $K^{2}=0, K^{d}=0$ and $K^{\pi}=I$. After applying Lemma 2.3, the Drazin inverse of $U$ can be gained as follows:

$$
U^{d}=\left[\begin{array}{cc}
A^{d} & X \\
0 & D^{d}
\end{array}\right]
$$

According to Theorem 3.1, we get

$$
M^{d}=\left(U^{d}+K U^{2 d}\right)\left(I+U^{d} K+U^{2 d} K U+U^{3 d} K U K\right)
$$

We have $K^{2} U=0$,

$$
\begin{gathered}
U(K U)^{2}=\left[\begin{array}{cc}
B C B C A & B C B C B \\
D C B C A & D C B C B
\end{array}\right]=0, \\
U^{2} K U^{2}=\left[\begin{array}{cc}
A B C A^{2}+B D C A^{2} & A B C A B+A B C B D+B D C A B+B D C B D \\
D^{2} C A^{2} & D^{2} C A B+D^{2} C B D
\end{array}\right]=0 \\
D C A^{3} \\
D C A^{2} B+D C A B D+B C B D^{2} \\
U K U^{2} K U=\left[\begin{array}{cc}
B C A B C A+B C B D C A & B C A B C B+B C B D C B \\
D C A B C A+D C B D C A & D C A B C B+D C B D C B
\end{array}\right]=0
\end{gathered}
$$

Obviously, the conditions are hold. After a series of calculations, we get the new formula for $M^{d}$.
On the basis of Theorem 4.1, after strengthening the conditions, we can obtain the following result, which is given in [19, Theorem 3.2].
Corollary 4.2. Let $M$ be defined in (1), if

$$
B C A=0, \quad D C A=0, \quad C B C=0 \quad \text { and } \quad C B D=0
$$

then

$$
M^{d}=\left[\begin{array}{cc}
A^{d}+A^{d} X C+X D^{d} C & X+\left(A^{2 d} X-A^{2 d} B D^{2 d}+X D^{2 d}\right) C B \\
(I+C X) D^{2 d} C & D^{d}+C A^{d} X+C X D^{d}+\left(D^{3 d}+C A^{3 d} X\right. \\
+C A^{2 d}\left(I+X C-B D^{2 d} C\right) & \left.-C A^{3 d} B D^{2 d}-C A^{2 d} B D^{3 d}+C X D^{3 d}\right) C B
\end{array}\right]
$$

where $X$ is given by (3).

Remark 4.3. Theorem 4.1 generalizes some known results for $M^{d}$ under the assumptions:

1. $C A=0$ and $C B=0$ (see [9, Theorem 2.1]);
2. $B D=0, C A=0$ and $C B=0$ (see [12, Case (b3)]);
3. $B C A=0, B C B=0, D C A=0$ and $D C B=0$ (see [33, Theorem 3.1]);
4. $B C=0$ and $D C=0$ (see [18, Corollary 3.3]);
5. $A B D=0, C B D=0, B C A=0, D C A=0$ and $C B C=0$ (see [1, Corollary 3.2]);
6. $D C A=0, B C A=0, C B D=0, A B D=0, C B C B=0$ and $A^{\pi} B C B=0$ (see [1, Theorem 3.3]).

Now, another theorem for calculating $M^{d}$ is proved.
Theorem 4.4. Let $M$ be defined in (1), if

$$
A(B C)^{2}=0, A^{2} B C A=0, A B C A^{2}=0,(A B C)^{2}=0, B D C A=0, B D C B=0 \text { and } D^{2} C=0
$$

then

$$
\begin{aligned}
M^{d} & =\sum_{i=0}^{i_{D}-1} N^{(i+1) d}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right]^{i}\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right]+N^{3 d}\left[\begin{array}{cc}
0 & 0 \\
D C & 0
\end{array}\right]+\sum_{i=0}^{i_{N}-1} N^{\pi} N^{i}\left[\begin{array}{cc}
0 & 0 \\
0 & D^{(i+1) d}
\end{array}\right] \\
& +\sum_{i=0}^{i_{D}-1}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right] N^{(i+2) d}\left[\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right]^{i}\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right] N^{4 d}\left[\begin{array}{cc}
0 & 0 \\
D C & 0
\end{array}\right] \\
& +\sum_{i=0}^{i_{N}-1}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right] N^{i} N^{\pi}\left[\begin{array}{cc}
0 & 0 \\
0 & D^{(i+2) d}
\end{array}\right]-\left[\begin{array}{cc}
0 & 0 \\
0 & D^{d}+D F_{4} D^{d}
\end{array}\right]
\end{aligned}
$$

where $N^{d}$ and $F_{4}$ are given by Lemma 2.5 such that $\operatorname{ind}(N)=i_{N}$ and $\operatorname{ind}(D)=i_{D}$.
Proof. We consider the splitting

$$
M=\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right]+\left[\begin{array}{ll}
A & B \\
C & 0
\end{array}\right]:=P+N
$$

We have $N(P N)^{2}=0$,

$$
\begin{gathered}
P^{2} N=\left[\begin{array}{cc}
0 & 0 \\
D^{2} C & 0
\end{array}\right]=0, \\
N^{2} P N^{2}=\left[\begin{array}{cc}
A B D C A & A B D C B \\
C B D C A & C B D C B
\end{array}\right]=0 \\
N P N^{3}=\left[\begin{array}{cc}
B D C A^{2}+B D C B C & B D C A B \\
0 & 0
\end{array}\right]=0, \quad N P N^{2} P N=\left[\begin{array}{cc}
B D C B D C & 0 \\
0 & 0
\end{array}\right]=0 .
\end{gathered}
$$

By applying the result in Lemma $2.5, N^{d}$ is given and we can prove the following representation

$$
N^{\pi}=\left[\begin{array}{cc}
I-F_{1} A-F_{2} C & -F_{1} B \\
-F_{3} A-F_{4} C & I-F_{3} B
\end{array}\right] .
$$

Analogously, using Lemma 2.3, we note that

$$
P^{d}=\left[\begin{array}{cc}
0 & 0 \\
0 & D^{d}
\end{array}\right] \quad \text { and } \quad P^{\pi}=\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right]
$$

After that $\operatorname{ind}(P)=i_{D}$, because, for $i \geq 1$,

$$
P^{i} P^{\pi}=\left[\begin{array}{cc}
0 & 0 \\
0 & D^{i} D^{\pi}
\end{array}\right]
$$

Consequently, applying Theorem 3.1, we finish the proof.

In order to facilitate the application, we give the following deduction, and the conditions about $D$ are strengthened on the basis of Theorem 4.4.

Corollary 4.5. Let $M$ be defined in (1), if

$$
A(B C)^{2}=0, \quad A^{2} B C A=0, \quad A B C A^{2}=0, \quad(A B C)^{2}=0, \quad B D C=0 \quad \text { and } \quad D^{2} C=0
$$

then

$$
\begin{aligned}
M^{d} & =\sum_{i=0}^{i_{D}-1} N^{(i+1) d}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right]^{i}\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right]+\sum_{i=0}^{i_{N}-1} N^{\pi} N^{i}\left[\begin{array}{cc}
0 & 0 \\
0 & D^{(i+1) d}
\end{array}\right] \\
& +\sum_{i=0}^{i_{D}-1}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right] N^{(i+2) d}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right]^{i}\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right] \\
& +\sum_{i=0}^{i_{N}-1}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right] N^{i} N^{\pi}\left[\begin{array}{cc}
0 & 0 \\
0 & D^{(i+2) d}
\end{array}\right]-\left[\begin{array}{cc}
0 & 0 \\
0 & D^{d}+D F_{4} D^{d}
\end{array}\right]
\end{aligned}
$$

where $N^{d}$ and $F_{4}$ are given by Lemma 2.5 such that $\operatorname{ind}(N)=i_{N}$ and $\operatorname{ind}(D)=i_{D}$.
After strengthening the conditions about the Drazin inverse of anti-triangular matrix $N$ of Theorem 4.4, we can obtain the result represented in Corollary 4.6.

Corollary 4.6. Let $M$ be defined in (1), if

$$
A B C=0, \quad B D C A=0, \quad B D C B=0 \quad \text { and } \quad D^{2} C=0
$$

then

$$
\begin{aligned}
M^{d} & =\sum_{i=0}^{i_{D}-1} N^{(i+1) d}\left[\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right]^{i}\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right]+Q^{3 d}\left[\begin{array}{cc}
0 & 0 \\
D C & 0
\end{array}\right]+\sum_{i=0}^{i_{N}-1} N^{\pi} N^{i}\left[\begin{array}{cc}
0 & 0 \\
0 & D^{(i+1) d}
\end{array}\right] \\
& +\sum_{i=0}^{i_{D}-1}\left[\begin{array}{ll}
0 & 0 \\
0 & D
\end{array}\right] N^{(i+2) d}\left[\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right]^{i}\left[\begin{array}{cc}
I & 0 \\
0 & D^{\pi}
\end{array}\right]+\sum_{i=0}^{i_{N}-1}\left[\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right] N^{i} N^{\pi}\left[\begin{array}{cc}
0 & 0 \\
0 & D^{(i+2) d}
\end{array}\right] \\
& +\left[\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right] Q^{4 d}\left[\begin{array}{cc}
0 & 0 \\
D C & 0
\end{array}\right]-\left[\begin{array}{cc}
0 & D^{d}+D C\left[Y A^{d}+(B C)^{d}\left(Y A-A^{d}\right)\right] B D^{d}
\end{array}\right]
\end{aligned}
$$

where $N^{d}$ and $Y$ are given by Lemma 2.6 such that $\operatorname{ind}(N)=i_{N}$ and $\operatorname{ind}(D)=i_{D}$.
Remark 4.7. A list of results extended by Theorem 4.4 is given below:

1. In [5, Theorem 2.1], $A=0$ and $D=0$;
2. In [11, Theorem 5.3], $B C=0, B D=0$ and $D C=0$;
3. In [14, Lemma 2.2], $B C=0, D C=0$ and $D$ is nilpotent;
4. In [3, Theorem 2.2], $A B C=0$ and $D C=0$;
5. In [7, Theorem 1], $A B C=0, B D=0$ and $D C=0$;
6. In [7, Theorem 2, Theorem 3], $A B C=0, D C=0$ and $B C$ is nilpotent (or $D$ is nilpotent).

## 5. Numerical examples

To illustrate our results, we present numerical examples in this section.
Firstly, we describe that Theorem 4.1 generalizes results listed in Remark 4.3.

Example 5.1. Let

$$
A=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \text { and } B=C=D=\left[\begin{array}{llll}
0 & b & 0 & 0 \\
0 & 0 & c & 0 \\
0 & 0 & 0 & d \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where $b, c, d \in \mathbb{C} \backslash\{0\}$. Then

$$
C B=B C=D C=\left[\begin{array}{cccc}
0 & 0 & b c & 0 \\
0 & 0 & 0 & c d \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0, \quad B C B=C B C=C B D=\left[\begin{array}{cccc}
0 & 0 & 0 & b c d \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0
$$

Hence, the assumptions of [9, Theorem 2.1], [12, Case (b3)], [33, Theorem 3.1], [18, Corollary 3.3], [1, Corollary 3.2] and [1, Theorem 3.3] are not satisfied. Notice that $B C A=D C A=0$ and $C B C B=D C B D=B C B D=0$, i.e, the conditions of Theorem 4.1 hold. Using $A^{2}=A=A^{\#}$ and $D^{d}=0$, by Theorem 4.1, we obtain

$$
M^{d}=\left[\begin{array}{cccccccc}
1 & 1 & 0 & 0 & 0 & b & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & c & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & d \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & b & 0 & 0 & 0 & b & 0 & 0 \\
0 & 0 & c & 0 & 0 & 0 & c & 0 \\
0 & 0 & 0 & d & 0 & 0 & 0 & d \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]^{d}=\left[\begin{array}{cccccccc}
1 & 1 & b c & c d+b c d & 0 & b & c+b c & c d+2 b c d \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

We now verify that Theorem 4.4 extends results given in Remark 4.7.
Example 5.2. Consider matrices $A, B$ and $C$ presented in Example 5.1 and, for $a, e \in \mathbb{C} \backslash\{0\}$,

$$
D=\left[\begin{array}{llll}
0 & 0 & a & 0 \\
0 & 0 & 0 & e \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

By

$$
D C=\left[\begin{array}{cccc}
0 & 0 & 0 & a d \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0
$$

we observe that the conditions of [5, Theorem 2.1], [11, Theorem 5.3], [14, Lemma 2.2], [3, Theorem 2.2], [7, Theorem 1] and [7, Theorem 2,Theorem 3] are not met. Since $(B C)^{2}=0$, we have $A(B C)^{2}=0$ and $(B C)^{d}=0$. The equalities $B C A=0, D C A=0$ and $D^{2}=0$ imply that the assumptions of Theorem 4.4 are satisfied. Also, we see that $D^{d}=0$. Applying Lemma 2.5 and Theorem 4.4, we get

$$
N^{d}=\left[\begin{array}{ll}
F_{1} & F_{2} \\
F_{3} & F_{4}
\end{array}\right]
$$

where

$$
F_{1}=A+A B C=\left[\begin{array}{cccc}
1 & 1 & b c & c d \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

$$
\begin{gathered}
F_{2}=A^{2} B+A^{4} B C B=A B+A B C B=\left[\begin{array}{lllc}
0 & b & c & b c d \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
F_{3}=C A+C A B C=0_{4 \times 4}, \\
F_{4}=C A B+C A B C B=0_{4 \times 4},
\end{gathered}
$$

and

$$
M^{d}=\left[\begin{array}{llllllll}
1 & 1 & 0 & 0 & 0 & b & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & c & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & d \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & b & 0 & 0 & 0 & 0 & a & 0 \\
0 & 0 & c & 0 & 0 & 0 & 0 & e \\
0 & 0 & 0 & d & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]^{d}=\left[\begin{array}{cccccccc}
1 & 1 & b c & c d & 0 & b & c & b e+b c d \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$
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