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#### Abstract

Let $H$ and $K$ be separable Hilbert spaces. In this paper, for $A \in \mathcal{B R}(H), B \in \mathcal{B R}(K)$ and $C \in \mathcal{B R}(K, H)$, a necessary and sufficient condition is given for relation matrices $M_{X}=\left(\begin{array}{l}A \\ X \\ B\end{array}\right)$ to be right (left) invertible and invertible relation for some $X \in \mathcal{B}(H, K)(X \in \mathcal{B R}(H, K))$. Moreover, some relevant properties and illustrating examples are also given.


## 1. introduction

A linear relation $T: H \rightarrow K$ is any mapping having domain dom $T$ a nonempty subspace of $H$, and taking values in the collection of nonempty subspaces of $K$, and $T\left(\alpha x_{1}+\beta x_{2}\right)=\alpha T\left(x_{1}\right)+\beta T\left(x_{2}\right)$ for all $x_{1}, x_{2} \in \operatorname{dom} T$ and nonzero scalars $\alpha, \beta \in \mathbb{C}$. We denote by $\mathcal{L} \mathcal{R}(H, K)$ the class of linear relations everywhere defined and we write $\mathcal{L} \mathcal{R}(H):=\mathcal{L} \mathcal{R}(H, H)$ (see [15]).

The graph $G(T)$ of $T$ is

$$
G(T)=\{(u, v) \in H \oplus K: u \in \operatorname{dom} T, v \in T(u)\} .
$$

The inverse of $T$ is the relation $T^{-1}$ given by $G\left(T^{-1}\right)=\{(v, u) \in K \oplus H:(u, v) \in G(T)\}$. The closure of $T$, denoted by $\bar{T}$, is the linear relation defined by $G(\bar{T}):=\overline{G(T)}$. $T$ is called closed if its graph is a closed subspace of $H \oplus K$. The set of all closed linear relations is denoted by $C \mathcal{R}(H, K)$. The class of linear bounded operators, closed operators and compact operators from $H$ into $K$ is denoted by $\mathcal{B}(H, K)$, $\mathcal{C}(H, K)$ and $\mathcal{K}(H, K)$, respectively. We denote the range and the kernel of $T$ by $\operatorname{ran} T:=T(\operatorname{dom} T)$ and $\operatorname{ker} T:=\{x \in H:(x, 0) \in G(T)\}$, respectively. If $\operatorname{ran} T=K$, then $T$ is called surjective and if $\operatorname{ker} T=\{0\}$, then $T$ is called injective. Clearly, dom $T^{-1}=\operatorname{ran} T$ and $\operatorname{dom} T=\operatorname{ran} T^{-1}$. $T$ is injective if and only if $T^{-1} T=I_{\text {dom } T}$. We write $n(T)=\operatorname{dim} \operatorname{ker} T, d(T)=\operatorname{dim} \operatorname{ran} T^{\perp}$. For $T \in C \mathcal{R}(H, K)$ with closed range ran $T, T$ is said to be left Fredholm, if $n(T)<\infty$; while if $d(T)<\infty$, we say $T$ is right Fredholm. If $T$ is both left and right Fredholm, then it is Fredholm. In addition, we assume $T$ is Fredholm, if $\mathrm{i}(T)=0$, i.e., $n(T)-d(T)=0$, relation $T$ is called Weyl. The quotient map from $K$ to $K / \overline{T(0)}$ is denoted by $Q_{T}$. It is easy to see that $Q_{T} T$ is single valued so that we can define $\|T x\|:=\left\|Q_{T} T x\right\|$ for all $x \in \operatorname{dom} T$ and $\|T\|:=\left\|Q_{T} T\right\|$. A linear relation $T$ is said to be continuous if for any neighborhood $V \in \operatorname{ran} T$, the inverse image $T^{-1}(V)$ is a neighborhood in $H$. It can be

[^0]shown that $T$ is continuous if and only if $\|T\|<+\infty$. If $T$ is an everywhere defined linear relation such that $\|T\|<+\infty$ then $T$ is said to be bounded. The class of such relation from $H$ into $K$ is denoted by $\mathcal{B R}(H, K)$, and we denote by $\mathcal{B C R}(H, K)$ the class of bounded closed relation everywhere defined from $H$ into $K$.

Let $T \in \mathcal{L} \mathcal{R}(H, K)$, then the adjoint relation $T^{*} \in \mathcal{L} \mathcal{R}(H, K)$ is defined by

$$
G\left(T^{*}\right)=\left\{\left(v, v^{\prime}\right) \in K \oplus H:\left\langle u^{\prime}, v\right\rangle=\left\langle u, v^{\prime}\right\rangle \text { for all }\left(u, u^{\prime}\right) \in G(T)\right\} .
$$

Clearly, if $T$ is densely defined, then $T^{*}$ is closed single valued relation. Assume $T \in C \mathcal{R}(H, K)$, then $\operatorname{ran} T$ is closed if and only if ranT* is closed (see [9], Theorem III.4.4).

For $T \in \mathcal{L} \mathcal{R}(H, K)$, we have several equalities as follows:

$$
\operatorname{ker} T^{*}=\operatorname{ran} T^{\perp} ; T^{*}(0)=\operatorname{dom} T^{\perp} ; \operatorname{ker} \bar{T}=\operatorname{ran}\left(T^{*}\right)^{\perp} ; \bar{T}(0)=\operatorname{dom}\left(T^{*}\right)^{\perp}
$$

Let $T \in \mathcal{B}(H, K)$, linear operator $T^{+}: H \rightarrow K$ is said to be the Moore-Penrose generalized inverse of $T$ if $T^{+}$satisfies dom $T^{+}=\operatorname{ran} T \oplus \operatorname{ran} T^{\perp}$ and the four Moore-Penrose equations:

$$
T T^{+} T=T, \quad T^{+} T=I-P_{\operatorname{ker} T}, \quad T^{+} T T^{+}=T^{+}, T T^{+}=\left.P_{\overline{\operatorname{ran} T}}\right|_{\operatorname{dom} T^{+}} .
$$

The Moore-Penrose generalized inverse $T^{+}$is uniquely determined and is a closed linear operator. In particular, for any $y \in \operatorname{ran} T$ we have $y=T T^{+} y$.

Definition 1.1. A relation $T \in \mathcal{B C R}(H, K)$ is called a left (right) invertible relation if there exists a bounded operator $S \in \mathcal{B}(K, H)$ such that $S T=I_{H}\left(T S=I_{K}+T(0)\right)$. If $T$ is both left and right invertible relation, then $T$ is invertible relation.

The right spectrum, left spectrum, spectrum, left essential spectrum, right essential spectrum and Weyl spectrum are defined, respectively, as follows:

$$
\begin{aligned}
& \sigma_{r}(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not right invertible relation }\} ; \\
& \sigma_{l}(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not left invertible relation }\} ; \\
& \sigma(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not invertible relation }\} ; \\
& \sigma_{l e}(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not left Fredholm relation }\} ; \\
& \sigma_{r e}(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not right Fredholm relation }\} ; \\
& \sigma_{w}(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not Weyl relation }\} .
\end{aligned}
$$

Let $M \subseteq H$ be a subspace, $A \in \mathcal{B R}(H), B \in \mathcal{B R}(K, H)$. The notation $A_{M}$ denotes the relation given by $G\left(A_{M}\right)=\{(x, y) \in H \oplus H: y \in A x+M\}$. Write $\mathcal{N}(A \mid B):=\{G \in \mathcal{B}(K, H): \operatorname{ran} A G+B(0) \subseteq \operatorname{ran} B+A(0)\}$ and $A_{[\perp]}:=P_{A(0)^{\perp}} A$.

A linear relation is a generalization of a linear operator in multivalued case. If linear relation $T$ maps the points of its domain to singletons, then $T$ is said to be a single valued or simply an operator. The concept of linear relation is mentioned first by J.von Neumann to study the adjoins of non-densely defined linear differential equations[23]. Recently, the linear relations have been studied by numerous articles[1$5,7,13,15,20,21,25,27]$.

Operator matrices, as we all know, have always been a hot topic for many scholars and have been studied by a lot of papers $[6,10,12,14,16-19,22,26]$, of which articles [16, 22] discuss the invertibility of operator matrices $M_{X} \in \mathcal{B}(H \oplus K)$. In this paper, we extent the results in [16,22] and study the invertibility of relation matrices

$$
M_{X}=\left(\begin{array}{cc}
A & C \\
X & B
\end{array}\right) \in \mathcal{B R}(H \oplus K)
$$

for an unknown element $X \in \mathcal{B}(H, K)(X \in \mathcal{B R}(H, K))$, where $A \in \mathcal{B R}(H), B \in \mathcal{B R}(K)$ and $C \in \mathcal{B R}(K, H)$. The main difference between relation $T \in \mathcal{B R}(H, K)$ and operator $T \in \mathcal{B}(H, K)$ is the existence of multi-valued part $T(0)$. This paper makes full use of the relationship between $T \in \mathcal{B R}(H, K)$ and $Q_{T} T \in \mathcal{B}(H, K / T(0))$ to deal with the multi-valued part of linear relations well. We obtain mainly the necessary and sufficient condition for relation matrices $M_{X}$ to be right (left) invertible and invertible relation for some $X \in \mathcal{B}(H, K)$ ( $X \in \mathcal{B R}(H, K)$ ) by means of space decompositions.

## 2. Auxiliary results

In the section, we collect some fundamental results, which are useful in later proofs. We start with several results of bounded operators.

Lemma 2.1 (see [11]). Let $H_{1}$ and $K_{1}$ be infinite dimensional Hilbert spaces and $T \in \mathcal{B}\left(H_{1}, K_{1}\right)$, then $T$ is compact if and only if ran $T$ contains no closed infinite dimensional subspaces.

Lemma 2.2 (see [24]). Let $X$ and $Y$ be Banach spaces and $T \in \mathcal{B}(X, Y)$ with ran $T$ closed. Then ran $\left(\left.T\right|_{M}\right)$ is closed for any closed subspace $M \subset X$ if and only if $\operatorname{ker} T+M$ is closed.

Lemma 2.3 (see [16]). Let $S \in \mathcal{B}(H)$ and $T \in C(H, K)$. If $\operatorname{ran} S \subseteq \operatorname{dom} T$, then $T S \in \mathcal{B}(H, K)$.
Lemma 2.4 (see [8]). Let $T \in \mathcal{B}(H, K)$ be a right (left) Fredholm operator and $F \in \mathcal{B}(H, K)$ be a compact operator. Then $T+F$ is a right (left) Fredholm operator and $\mathrm{i}(T+F)=\mathrm{i}(T)$.

Lemma 2.5 (see [22]). Let row operator $(S T): H \oplus K \rightarrow K$ be right invertible.
(i) If $S$ is Weyl, then there exists $L \in \mathcal{B}(H, K)$ such that $S+T L$ is invertible;
(ii) If $T$ is not compact, then there exists $L \in \mathcal{B}(H, K)$ such that $S+T L$ is invertible if and only if $\mathcal{N}(S \mid T)$ contains a non compact operator.

Here are some properties of linear relations.
Lemma 2.6 (see [9]). Let $M \subseteq H$ is a subspace and let $J_{M}$ denote the natural injection of $M$ into $H$, i.e., $\operatorname{dom} J_{M}=M$ and $J_{M} x=x$ for all $x \in M$. Then $\left(Q_{M}^{H}\right)^{*}=J_{M^{\perp}}^{H}$ and $\left(J_{M}^{H}\right)^{*}=Q_{M^{\perp}}^{H}$.

Lemma 2.7 (see [9]). Let $H_{1}, H_{2}$ and $H_{3}$ be Hilbert spaces, $T \in \mathcal{L} \mathcal{R}\left(H_{1}, H_{2}\right)$ and $S \in \mathcal{L} \mathcal{R}\left(H_{2}, H_{3}\right)$. Then $G\left(T^{*} S^{*}\right) \subseteq$ $G\left((S T)^{*}\right)$. Furthermore, $(S T)^{*}=T^{*} S^{*}$ if at least one of the following statements is fulfilled:
(i) $\operatorname{ran} T^{*}=H_{1}$ and $\operatorname{dom} S \subseteq \operatorname{ran} T$;
(ii) $\operatorname{dom} S^{*}=H_{3}$ and $\operatorname{ran} T \subseteq \operatorname{dom} S$.

Lemma 2.8 (see [1]). Let $T \in \mathcal{B C R}(H)$. Then
(i) $T \in \Phi_{+}(H)$ if and only if $Q_{T} T \in \Phi_{+}(H, H / T(0))$, and $\mathrm{i}(T)=\mathrm{i}\left(Q_{T} T\right)$;
(ii) $T \in \Phi_{-}(H)$ if and only if $Q_{T} T \in \Phi_{-}(H, H / T(0))$, and $\mathrm{i}(T)=\mathrm{i}\left(Q_{T} T\right)$.

Next, we obtain some auxiliary theorems, which are all necessary in the proofs of the later main results and of interest by themselves.

Theorem 2.9. Let $T \in \mathcal{B C R}(H)$, then
(i) $T$ is a left invertible relation if and only if $T$ is injective and $\operatorname{ran} T$ is closed;
(ii) $T$ is a right invertible relation if and only if $T$ is surjective.

Proof. (i) Assume that $T$ is injective and $\operatorname{ran} T$ is closed. Take $S:=T^{-1}$. Evidently, $S$ is a bounded operator and $S T=I_{H}$, so $T$ is left invertible relation. Conversely, let $T$ is left invertible relation, then there exists a bounded operator $S \in \mathcal{B}(K, H)$ such that $S T=I_{H}$, it is clear that $T$ is injective. Moreover, it follows from $S T(0)=0$ that $T(0) \subseteq \operatorname{ker} S$. Let $y_{n} \in \operatorname{ran} T$ and $y_{n} \rightarrow y_{0}$ as $n \rightarrow \infty$, then, for any $n \in \mathbb{N}$, there is $x_{n} \in H$ such that $y_{n} \in T x_{n}$. This together with $S T=I_{H}$, we have $S T x_{n}=x_{n}$, i.e., $S\left(y_{n}+T(0)\right)=S y_{n}=x_{n}$. Note that $y_{n} \rightarrow y_{0}$ as $n \rightarrow \infty$, then the boundedness of $S$ means that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence and hence there exists $x_{0} \in H$ such that $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$. It follows from the boundedness of $T$ that $P_{T(0) \perp} T$ is bounded. From the equality $T x_{n}=P_{T(0)^{\perp}} T x_{n}+T(0)$, we can see that

$$
T x_{n} \rightarrow P_{T(0) \perp} T x_{0}+T(0)
$$

which shows $T x_{n} \rightarrow T x_{0}$ as $n \rightarrow \infty$. It follows that $y_{0} \in T x_{0}$ and thus ran $T$ is closed.
(ii) Suppose that $T$ is surjective. Take $S:=P_{\operatorname{ker} T^{\perp}} T^{-1}$, then it is clear that $S$ is a bounded operator and $T S=I_{K}+T(0)$, so $T$ is a right invertible relation. Conversely, let $T$ be a right invertible relation, then there exists a bounded operator $S \in \mathcal{B}(K, H)$ such that $\left.T S=I_{K}+T(0)\right)$. It is clear that $T$ is surjective.

Theorem 2.10. Let $A \in \mathcal{L} \mathcal{R}(H), B \in \mathcal{L} \mathcal{R}(K), C \in \mathcal{L} \mathcal{R}(K, H)$ and $X \in \mathcal{L} \mathcal{R}(H, K)$, then

$$
Q_{M_{X}} M_{X}=\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C \\
Q_{(X B)} X & Q_{(X B)} B
\end{array}\right) .
$$

Proof. Assume that $\left.\binom{x}{y},\binom{u}{v}\right) \in G\left(M_{X}\right)$, then there exist $u_{1} \in A x, u_{2} \in C y, v_{1} \in X x$ and $v_{2} \in B y$ such that $u=u_{1}+u_{2}$ and $v=v_{1}+v_{2}$. Clearly,

$$
Q_{M_{X}} M_{X}\binom{x}{y}=Q_{M_{X}}\binom{u}{v} .
$$

Note that $\binom{u^{\prime}}{v^{\prime}} \in Q_{M_{X}}\binom{u}{v}$ if and only if $\binom{u^{\prime}}{v^{\prime}}-\binom{u}{v} \in \overline{M_{X}(0)}$, i.e., $u^{\prime}-u \in \overline{A(0)+C(0)}$ and $v^{\prime}-v \in \overline{X(0)+B(0)}$, which are equivalent to $u^{\prime} \in Q_{(A C)} u=Q_{(A C)}\left(u_{1}+u_{2}\right)=Q_{(A C)} u_{1}+Q_{(A C)} u_{2}$ and $v^{\prime} \in Q_{(X B)} v=Q_{(X B)}\left(v_{1}+\right.$ $\left.v_{2}\right)=Q_{(X B)}{ }^{v_{1}}+Q_{(X B)} v_{2}$, respectively. Hence

$$
Q_{M_{X}}\binom{u}{v}=\binom{Q_{(A C)} u_{1}+Q_{(A C)} u_{2}}{\left.Q_{(X B)}\right)_{1}^{v_{1}}+Q_{(X B)} v_{2}} .
$$

Since $u_{1} \in A x, u_{2} \in C y, v_{1} \in X x$ and $v_{2} \in B y$, we have $Q_{(A C)} u_{1}=Q_{(A C)} A x, Q_{(A C)} u_{2}=Q_{(A C)} C y, Q_{(X B)} v_{1}=$ $Q_{(X B)} X x$ and $Q_{(X B)} v_{2}=Q_{(X B)} B y$. Therefore

$$
Q_{M_{X}} M_{X}\binom{x}{y}=\binom{Q_{(A C)} A x+Q_{(A C)} C y}{Q_{(X B)} X x+Q_{(X B)} B y}=\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C \\
Q_{(X B)} & Q_{(X B) B} B
\end{array}\right)\binom{x}{y} .
$$

Theorem 2.11. Let $A \in \mathcal{B R}(H), B \in \mathcal{B R}(K), C \in \mathcal{B R}(K, H)$ and $X \in \mathcal{B R}(K, H)$, then the relation $M_{X}$ is closed if and only if $A(0)+C(0)$ and $X(0)+B(0)$ are closed.

Proof. Assume that $A(0)+C(0)$ and $X(0)+B(0)$ are closed. Equivalently, $M_{X}(0)$ is closed. It suffices to prove
 Theorem 2.10. Since $A$ is an everywhere defined bounded relation, we have

$$
\left\|Q_{(A C)} A x\right\| \leq\left\|Q_{A} A x\right\| \leq\|A\|\|x\|, x \in H
$$

and hence $Q_{(A C)} A \in \mathcal{B}(H)$. Similarly, $Q_{(A C)} C \in \mathcal{B}(K, H), Q_{(X B)} X \in \mathcal{B}(H, K)$ and $Q_{(X B)} B \in \mathcal{B}(K)$ are also clear. Then $Q_{M_{X}} M_{X}$ is a bounded everywhere defined operator, which is obviously closed.

Conversely, the closedness of $M_{C}$ implies that $M_{C}(0)$ is closed, and hence $A(0)+C(0)$ and $X(0)+B(0)$ are closed.

Theorem 2.12. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K), C \in \mathcal{B C R}(K, H)$ and $X \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ and $X(0)+B(0)$ closed, then the adjoint of $M_{X}$ is the single valued relation, and

$$
M_{X}^{*}=\left(\begin{array}{ll}
A^{*} & X^{*} \\
C^{*} & B^{*}
\end{array}\right):(A(0)+C(0))^{\perp} \oplus(X(0)+B(0))^{\perp} \rightarrow H \oplus K .
$$

Proof. Since $A(0)+C(0)$ and $X(0)+B(0)$ are closed, $M_{X}$ is closed according to Theorem 2.11, and hence $\operatorname{dom} M_{C}^{*}=M_{C}(0)^{\perp}=(A(0)+C(0))^{\perp} \oplus(X(0)+B(0))^{\perp}$ and $\operatorname{dom}\binom{A^{*} C^{*}}{B^{*}}=\left(\operatorname{dom} A^{*} \cap \operatorname{dom} C^{*}\right) \oplus\left(\operatorname{dom} X^{*} \cap \operatorname{dom} B^{*}\right)=$ $\left(A(0)^{\perp} \cap C(0)^{\perp}\right) \oplus\left(X(0)^{\perp} \cap B(0)^{\perp}\right)$. This together with $(A(0)+C(0))^{\perp}=A(0)^{\perp} \cap C(0)^{\perp}$ and $(X(0)+B(0))^{\perp}=$ $X(0)^{\perp} \cap B(0)^{\perp}$, we have that

$$
\operatorname{dom} M_{X}^{*}=\operatorname{dom}\binom{A^{*} C^{*} X^{*}}{C^{*}} .
$$

Let $\binom{x}{y} \in H \oplus K$ and $\binom{x^{*}}{y^{*}} \in \operatorname{dom} M_{X}^{*}=\operatorname{dom}\left(\begin{array}{ll}A^{*} & X^{*} \\ C^{*} & B^{*}\end{array}\right)$. By the definition of the adjoint relation on Hilbert spaces we have that

$$
\left.\left.\begin{array}{rl}
\left\langle M_{X}^{*}\binom{x^{*}}{y^{*}},\binom{x}{y}\right\rangle & =\left\langle\binom{ x^{*}}{y^{*}},\binom{A x+C y}{X x+B y}\right\rangle \\
& =\left\langle x^{*}, A x+C y\right\rangle+\left\langle y^{*}, X x+B y\right\rangle \\
& =\left\langle A^{*} x^{*}, x\right\rangle+\left\langle C^{*} x^{*}, y\right\rangle+\left\langle X^{*} y^{*}, x\right\rangle+\left\langle B^{*} y^{*}, y\right\rangle \\
& =\left\langle A^{*} x^{*}+X^{*} y^{*}, x\right\rangle+\left\langle C^{*} x^{*}+B^{*} y^{*}, y\right\rangle \\
& =\left\langle\left(\begin{array}{l}
A^{*} X^{*} \\
C^{*}
\end{array} B^{*}\right.\right.
\end{array}\right)\binom{x^{*}}{y^{*}},\binom{x}{y}\right\rangle . \quad .
$$

Hence

$$
M_{X}^{*}=\left(\begin{array}{cc}
A^{*} & X^{*} \\
C^{*} & B^{*}
\end{array}\right)
$$

Moreover, obviously, $A^{*}(0)=\operatorname{dom} A^{\perp}=\{0\}$. Similarly, we can obtain that $B^{*}(0)=C^{*}(0)=X^{*}(0)=\{0\}$, it means that $M_{X}^{*}(0)=\{0\}$, i.e., $M_{X}^{*}$ is single valued relation.

## 3. Main results

In this section, we mainly investigate the invertible completions for relation matrices, i.e., Theorems 3.1, $3.4,3.7,3.10,3.13,3.16$. As their corollaries, some related properties are also mentioned. And some examples are given to illustrate the results. We first establish the following perturbation result.

Theorem 3.1. Let $A \in \mathcal{B R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B R}(K, H)$ with $A(0)+C(0)$ closed, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a right invertible relation if and only if $\left(\begin{array}{ll}A & C\end{array}\right)$ is right invertible and at least one of the following statements is fulfilled:
(i) $\mathcal{N}(A \mid C)$ contains non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a right Fredholm relation and $d\left(M_{0}\right) \leq n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{\perp}} A \cap \operatorname{ran} C\right|_{\text {ker } B}\right)$.

Proof. Suppose that the assertion (i) holds true. Clearly, Hilbert spaces $H$ and $K$ are infinite dimensional. By hypothesis, there is a non compact operator $G \in \mathcal{B}(K, H)$ such that ran $A G+C(0) \subseteq \operatorname{ran} C+A(0)$. It follows from Lemma 2.1 that there exists closed infinite dimensional subspace $M \subseteq H$ for which

$$
\left.\operatorname{ran} A\right|_{M}+C(0) \subseteq \operatorname{ran} C+A(0)
$$

and hence $\operatorname{ran} P_{(A(0)+C(0))^{\perp}} A P_{M} \subseteq \operatorname{ran} P_{(A(0)+C(0))^{\perp}} C \subseteq \operatorname{dom}\left(P_{(A(0)+C(0))^{+}} C\right)^{+}$. Note that $P_{(A(0)+C(0))^{\perp}} A P_{M} \in \mathcal{B}(H)$, by virtue of Lemma 2.3, we can obtain that

$$
\left(P_{(A(0)+C(0))^{\perp}} C\right)^{+} P_{(A(0)+C(0))^{\perp}} A P_{M} \in \mathcal{B}(H, K)
$$

Since $\operatorname{dim} M=\infty$, then there exists a surjective operator $T \in \mathcal{B}(H, K)$ so that ker $T=M^{\perp}$. Write operator $X_{0}:=T+B_{[\perp]}\left(P_{(A(0)+C(0))^{\perp}} C\right)^{+} P_{A(0)+C(0))^{\perp}} A P_{M}$, then $M_{X_{0}}$ is a right invertible relation. In fact, since $(A C)$ is right invertible, $\operatorname{ran} A+\operatorname{ran} C=H$ from Theorem 2.9. Let $\binom{u}{v} \in H \oplus K$, since $\operatorname{ran} A+\operatorname{ran} C=H$ and $\left.\operatorname{ran} A\right|_{M}+C(0) \subseteq \operatorname{ran} C+A(0)$, there are $x_{1} \in M^{\perp}$ and $y_{1} \in K$ such that $u \in A x_{1}+C y_{1}$. Moreover, the right invertibility of $T$ implies that there exists $x_{2} \in M$ such that $v \in T x_{2}+B y_{1}$. Take $x_{0}=x_{1}+x_{2}$ and
$y_{0}=y_{1}-\left(P_{(A(0)+C(0))^{\perp}} C\right)^{+} P_{(A(0)+C(0))^{\perp}} A x_{2}$, then

$$
\begin{aligned}
&\left(\begin{array}{cc}
A & C \\
X_{0} & B
\end{array}\right)\binom{x_{0}}{y_{0}} \\
&=\left(\begin{array}{c}
A x_{1}+C y_{1}+A x_{2}- \\
\left(P_{(A(0)+C(0))^{\perp}} C+P_{A(0)+C(0) C)\left(P_{(A(0)+C(0)+\perp} C\right)^{+} P_{(A(0)+C(0)+\perp} A x_{2}}\right. \\
T x_{2}+B y_{1}+B_{[\perp]}\left(P_{\left.(A(0)+C(0))^{\perp} C\right)^{+} P_{(A(0)+C(0))^{\perp} A P_{M} x_{2}-}}\right. \\
\left(B_{[\perp]}+B-B\right)\left(P_{\left.(A(0)+C(0))^{\perp} C\right)^{+} P_{(A(0)+C(0))^{\perp}} A x_{2}}\right.
\end{array}\right) \\
&=\left(\begin{array}{c}
A x_{1}+C y_{1}+A x_{2}-P_{(A(0)+C(0))^{\perp} A x_{2}} \\
T x_{2}+B y_{1} \\
A x_{1}+C y_{1}+A x_{2}-P_{(A(0)+C(0))^{\perp} A x_{2}-P_{(A(0)+C(0))} A x_{2}}^{T x_{2}+B y_{1}}
\end{array}\right) \\
&=\left(\begin{array}{c} 
\\
A x_{1}+C y_{1} \\
T x_{2}+B y_{1}
\end{array}\right) .
\end{aligned}
$$

Evidently,

$$
\binom{u}{v} \in\left(\begin{array}{cc}
A & C \\
X_{0} & B
\end{array}\right)\binom{x_{0}}{y_{0}} .
$$

Now assume that assertion (ii) is valid. Since relation $B$ is closed, $B(0)$ is closed. As a relation from $H \oplus K$ to $(A(0)+C(0))^{\perp} \oplus(A(0)+C(0)) \oplus B(0)^{\perp} \oplus B(0), M_{X}$ has the matrix form

$$
M_{X}=\left(\begin{array}{cc}
A_{1} & C_{1} \\
A_{2} & C_{2} \\
X_{1} & B_{[\perp]} \\
X_{2} & B-B
\end{array}\right)
$$

To prove that $M_{X}$ is right invertible relation for some $X \in \mathcal{B}(H, K)$, it is enough to show that $\hat{M}_{X}$ is right invertible relation for some $X_{1} \in \mathcal{B}(H, K)$, where

$$
\hat{M}_{X}=\left(\begin{array}{cc}
A_{1} & C_{1} \\
X_{1} & B_{[\perp]}
\end{array}\right): H \oplus K \rightarrow(A(0)+C(0))^{\perp} \oplus B(0)^{\perp}
$$

since $\operatorname{ran} M_{X}=\operatorname{ran} \hat{M}_{X} \oplus(A(0)+C(0)) \oplus B(0)$. Note that $d\left(M_{0}\right) \leq n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{\perp}} A \cap \operatorname{ran} C\right|_{\text {ker } B}\right)$, and clearly, for single valued relation $\hat{M}_{0}: H \oplus K \rightarrow(A(0)+C(0))^{\perp} \oplus B(0)^{\perp}$,

$$
d\left(\hat{M}_{0}\right) \leq n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{\perp}} A \cap \operatorname{ran} C\right|_{\text {ker } B}\right)
$$

then there exists subspace $N \subseteq H$ such that $\operatorname{dim} N=d\left(\hat{M}_{0}\right)$ and $\left.\left.\operatorname{ran} A_{1}\right|_{N} \subseteq \operatorname{ran} C_{1}\right|_{\text {ker } B}$. Since $M_{0}$ is right Fredholm relation, $B_{[\perp]}: K \rightarrow B(0)^{\perp}$ is a right Fredholm relation and hence ran $B_{[\perp]}$ is closed. Note that $\operatorname{ker} B_{[\perp]}=\operatorname{ker} B$. As a relation from $H \oplus \operatorname{ker} B \oplus \operatorname{ker} B^{\perp}$ to $(A(0)+C(0))^{\perp} \oplus \operatorname{ran} B_{[\perp]} \oplus\left(B(0)^{\perp} \ominus \operatorname{ran} B_{[\perp]}\right), \hat{M}_{0}$ has the following matrix form

$$
\hat{M}_{0}=\left(\begin{array}{ccc}
A_{1} & C_{1}^{\prime} & C_{1}^{\prime \prime}  \tag{1}\\
0 & 0 & B_{[\perp]}^{\prime} \\
0 & 0 & 0
\end{array}\right)
$$

It is clear that $B_{[\perp]}^{\prime}$ is invertible. Put $F=\operatorname{ran} A_{1}+\operatorname{ran} C_{1}^{\prime}$, i.e., $F=\operatorname{ran} A_{1}+\left.\operatorname{ran} C_{1}\right|_{\mathrm{ker} B}$. The invertibility of $B_{[\perp]}^{\prime}$ implies that $F$ is closed and $\operatorname{dim}\left((A(0)+C(0))^{\perp} \ominus F\right)=d\left(\hat{M}_{0}\right)-\operatorname{dim}\left(B(0)^{\perp} \ominus \operatorname{ran} B_{[\perp]}\right)<\infty$ according to the expression (1). As a relation from $H \oplus \operatorname{ker} B \oplus \operatorname{ker} B^{\perp}$ to $F \oplus\left((A(0)+C(0))^{\perp} \ominus F\right),\left(A_{1} \quad C_{1}\right)$ admits the following matrix form

$$
\left(\begin{array}{ll}
A_{1} & C_{1}
\end{array}\right)=\left(\begin{array}{ccc}
A_{11} & C_{11} & C_{12} \\
0 & 0 & C_{13}
\end{array}\right) .
$$

Note that $\left(\operatorname{ker} C_{13}\right)^{\perp} \subseteq \operatorname{ker} B^{\perp}$, then $\left(\operatorname{ker} C_{13}\right)^{\perp}+\operatorname{ker} B$ is closed, which together with the closedness of ran $B_{[\perp]}$ implies that $\left.\operatorname{ran} B_{[\perp]}\right|_{\left(\operatorname{ker} C_{13}\right)^{\perp}}$ is closed according to Lemma 2.2. Take $M:=\left.\left(B(0)^{\perp} \ominus \operatorname{ran} B_{[\perp]}\right) \oplus \operatorname{ran} B_{[\perp]}\right|_{\left(\operatorname{ker} C_{13}\right)^{\perp},}$, it is clear that $M$ is closed. The right invertibility of $(A C)$ means that so is $\left(A_{1} C_{1}\right)$ and hence ran $C_{13}=(A(0)+$ $C(0))^{\perp} \ominus F$, which together with $\left(\operatorname{ker} C_{13}\right)^{\perp} \subseteq \operatorname{ker} B^{\perp}$ ensures that $\operatorname{dim}\left((A(0)+C(0))^{\perp} \ominus F\right)=\operatorname{dim}\left(\operatorname{ker} C_{13}\right)^{\perp}=$ $\left.\operatorname{dim} \operatorname{ran} B_{[\perp]}\right|_{\left(\operatorname{ker} C_{13}\right)^{\perp}}$. Then, from equality $\operatorname{dim}\left((A(0)+C(0))^{\perp} \ominus F\right)=d\left(\hat{M}_{0}\right)-\operatorname{dim}\left(B(0)^{\perp} \ominus \operatorname{ran} B_{[\perp]}\right)<\infty$, we see

$$
\operatorname{dim} M=d\left(\hat{M}_{0}\right)=\operatorname{dim} N
$$

Define a surjective operator $J: H \rightarrow M$ and ker $J=N^{\perp}$. Take $X_{1}=\binom{J}{0}: H \rightarrow M \oplus\left(B(0)^{\perp} \ominus M\right)$.
Based on the space decomposition

$$
\begin{aligned}
& H \oplus K=H \oplus \operatorname{ker} B \oplus\left(\operatorname{ker} C_{13}\right)^{\perp} \oplus\left(\operatorname{ker} B^{\perp} \ominus\left(\operatorname{ker} C_{13}\right)^{\perp}\right), \\
& H \oplus K=F \oplus\left((A(0)+C(0))^{\perp} \ominus F\right) \oplus M \oplus\left(B(0)^{\perp} \ominus M\right)
\end{aligned}
$$

$\hat{M}_{X}$ can be written as

$$
\hat{M}_{X}=\left(\begin{array}{cccc}
A_{11} & C_{11} & C_{121} & C_{122} \\
0 & 0 & C_{131} & 0 \\
J & 0 & B_{[\perp]}^{1} & 0 \\
0 & 0 & 0 & B_{[\perp]}^{2}
\end{array}\right)
$$

From the equality ran $C_{13}=(A(0)+C(0))^{\perp} \ominus F$, we see that $C_{131}$ is invertible. It follows from the closedness $\operatorname{ran} B_{[\perp]}$ that $B_{[\perp]}^{2}$ is invertible. Then there exists invertible operator $U \in \mathcal{B}\left(F \oplus\left((A(0)+C(0))^{\perp} \ominus F\right) \oplus M \oplus\right.$ $\left.\left(B(0)^{\perp} \ominus M\right)\right)$ such that

$$
U \hat{M}_{X}=\left(\begin{array}{cccc}
A_{11} & C_{11} & 0 & 0 \\
0 & 0 & C_{131} & 0 \\
J & 0 & 0 & 0 \\
0 & 0 & 0 & B_{[\perp]}^{2}
\end{array}\right)
$$

So the right invertibility of $\hat{M}_{X}$ is equivalent to that of $\left(\begin{array}{cc}A_{11} & C_{11} \\ J & 0\end{array}\right): H \oplus \operatorname{ker} B \rightarrow F \oplus M$. It will be shown that $\left(\begin{array}{cc}A_{11} & C_{11} \\ J & 0\end{array}\right)$ is right invertible. For any $u \in F$ and $v \in M$, since $J$ is right invertible, there is $x_{1} \in N$ such that $J x_{1}=v$. Note that $\left.\left.\operatorname{ran} A_{1}\right|_{N} \subseteq \operatorname{ran} C_{1}\right|_{\text {ker } B}$, then there exist $x_{2} \in N^{\perp}$ and $y_{1}, y_{2} \in \operatorname{ker} B$ such that $A_{11} x_{2}+C_{11} y_{1}=u$ and $A_{11} x_{1}+C_{11} y_{2}=0$. Then

$$
\left(\begin{array}{cc}
A_{11} & C_{11} \\
J & 0
\end{array}\right)\binom{x_{1}+x_{2}}{y_{1}+y_{2}}=\binom{u}{v} .
$$

Conversely, assume that there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a right invertible relation. It is clear that $\operatorname{ran} M_{X} \subseteq \operatorname{ran}(A C) \oplus K$, which together with $\operatorname{ran} M_{X}=H \oplus K$, we have that $\operatorname{ran}(A C)=H$, i.e., $\operatorname{ran} A+\operatorname{ran} C=$ $H$, and hence $(A C)$ is right invertible from Theorem 2.9. Let $K_{1}=\left(\operatorname{ker} P_{(A(0)+C(0))^{\perp}} C \cap \operatorname{ker} B\right)^{\perp}$. Since $B$ is closed, $B(0)$ and ker $B$ are closed. Then as a relation from $H \oplus K_{1}^{\perp} \oplus K_{1}$ to $(A(0)+C(0))^{\perp} \oplus(A(0)+C(0)) \oplus B(0)^{\perp} \oplus B(0)$, $M_{X}$ can be written as

$$
M_{X}=\left(\begin{array}{ccc}
A_{1} & 0 & C_{1} \\
A_{2} & C_{3} & C_{2} \\
X_{1} & 0 & B_{[\perp]}^{1} \\
X_{2} & B-B & B-B
\end{array}\right)
$$

Evidently, $M_{X}^{\prime}:=\left(\begin{array}{ll}A_{1} & C_{1} \\ X_{1} & B_{[\perp]}\end{array}\right): H \oplus K_{1} \rightarrow(A(0)+C(0))^{\perp} \oplus B(0)^{\perp}$ is a right invertible operator. It follows that $\operatorname{ker} C_{1} \cap \operatorname{ker} B_{[\perp]}^{1}=\{0\}$, similar to the mean of space decompositions in (1) for $M_{0}^{\prime}$, we can obtain that

$$
\begin{aligned}
n\left(M_{0}^{\prime}\right) & =n\left(A_{1}\right)+\operatorname{dim}\left(\left.\operatorname{ran} A_{1} \cap \operatorname{ran} C_{1}\right|_{\operatorname{ker} B_{[1]}^{1}}\right) \\
& =n\left(A_{1}\right)+\operatorname{dim}\left(\left.\operatorname{ran} A_{1} \cap \operatorname{ran} C_{1}\right|_{\operatorname{ker} B}\right) \\
& =n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{+}} A \cap \operatorname{ran} C\right|_{\operatorname{ker} B}\right) .
\end{aligned}
$$

There are two possible cases depending on the dimension of $B(0)^{\perp}$.
Case 1: Assume that $\operatorname{dim} B(0)^{\perp}<\infty$. Then $X_{1}$ is a compact operator and hence $M_{0}^{\prime}=\left(\begin{array}{cc}A_{1} & C_{1} \\ 0 & B_{[\perp]}^{1}\end{array}\right): H \oplus K_{1} \rightarrow$ $(A(0)+C(0))^{\perp} \oplus B(0)^{\perp}$ is right Fredholm operator according to Lemma 2.4. Note that ran $M_{X}=\operatorname{ran} M_{X}^{\prime} \oplus$ $(A(0)+C(0)) \oplus B(0)$ and then $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a right Fredholm relation, utilizing Lemma 2.4, we have

$$
d\left(M_{0}\right)=d\left(M_{0}^{\prime}\right) \leq n\left(M_{0}^{\prime}\right)
$$

Therefore,

$$
d\left(M_{0}\right) \leq n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{\perp}} A \cap \operatorname{ran} C\right|_{\text {ker } B}\right) .
$$

Case 2: Assume that $\operatorname{dim} B(0)^{\perp}=\infty$. Note that $M_{X}^{\prime}=\left(\begin{array}{ll}A_{1} & C_{1} \\ X_{1} & B_{[\perp]}^{1}\end{array}\right): H \oplus K_{1} \rightarrow(A(0)+C(0))^{\perp} \oplus B(0)^{\perp}$ is right invertible operator, then there exists a bounded linear operator $\left(\begin{array}{l}\mathrm{Q} \\ R\end{array}\right.$ that

$$
\left(\begin{array}{cc}
A_{1} & C_{1} \\
X_{1} & B_{[\perp]}^{1}
\end{array}\right)\left(\begin{array}{cc}
Q & S \\
R & T
\end{array}\right)=\left(\begin{array}{cc}
I_{(A(0)+C(0))^{\perp}} & 0 \\
0 & I_{B(0)^{\perp}}
\end{array}\right)
$$

Then $X_{1} S+B_{[\perp]}^{1} T=I_{B(0)^{\perp}}$ and $A_{1} S+C_{1} T=0$, which means that $\binom{S}{T}: B(0)^{\perp} \rightarrow H \oplus K_{1}$ is left invertible operator and $\operatorname{ran}\binom{S}{T} \subseteq \operatorname{ker}\left(A_{1} C_{1}\right)$. It is easy to see that $n\left(A_{1} C_{1}\right)=\infty$. Put $\binom{G}{F}$ is an invertible operator from $B(0)^{\perp}$ onto $\operatorname{ker}\left(A_{1} C_{1}\right)$. It is easy to see that $A_{1} G=-C_{1} F$.

We first assume that $G$ is not compact. The equality $A_{1} G=-C_{1} F$ implies that ran $A_{1} G \subseteq \operatorname{ran} C_{1}$ and then

$$
\operatorname{ran} A G+C(0) \subseteq \operatorname{ran} C+A(0)
$$

Hence $\mathcal{N}(A \mid C)$ contains a non compact operator.
Now suppose that $G$ is compact. Define $\binom{\gamma}{Z}:=\left(\left.\left(\begin{array}{ll}A_{1} & C_{1}\end{array}\right)\right|_{\mathrm{ker}\left(A_{1} C_{1}\right)^{\perp}}\right)^{-1}:(A(0)+C(0))^{\perp} \rightarrow \operatorname{ker}\left(A_{1} C_{1}\right)^{\perp}$. Then $\operatorname{ran}\binom{Y}{Z}=\operatorname{ker}\left(A_{1} C_{1}\right)^{\perp}$ and $A_{1} Y+C_{1} Z=I_{(A(0)+C(0))^{\perp}}$. Take

$$
L=\left(\begin{array}{ll}
Y & G \\
Z & F
\end{array}\right):(A(0)+C(0))^{\perp} \oplus B(0)^{\perp} \rightarrow H \oplus K_{1}
$$

Then $L$ is an invertible operator. Indeed, since $\binom{G}{F}$ is invertible operator, there is an operator $\left(\begin{array}{ll}D & E\end{array}\right)$ : $H \oplus K_{1} \rightarrow B(0)^{\perp}$ such that $D G+E F=I_{B(0)^{\perp}}$. Since $A_{1} Y+C_{1} Z=I_{(A(0)+C(0))^{\perp}}$, we have

$$
\left(\begin{array}{cc}
A_{1} & C_{1} \\
D & E
\end{array}\right) L=\left(\begin{array}{cc}
A_{1} & C_{1} \\
D & E
\end{array}\right)\left(\begin{array}{cc}
Y & G \\
Z & F
\end{array}\right)=\left(\begin{array}{cc}
I_{(A(0)+C(0))^{\perp}} & 0 \\
D Y+E Z & I_{B(0)^{\perp}}
\end{array}\right)
$$

is an invertible operator, hence $L$ is a left invertible operator.
In addition, note that $\operatorname{ran}\binom{Y}{Z}=\operatorname{ker}\left(\begin{array}{ll}A_{1} & C_{1}\end{array}\right)^{\perp}$ and $\operatorname{ran}\binom{G}{F}=\operatorname{ker}\left(\begin{array}{ll}A_{1} & C_{1}\end{array}\right)$, we have

$$
\operatorname{ran} L=\operatorname{ran}\binom{Y}{Z}+\operatorname{ran}\binom{G}{F}=H \oplus K_{1}
$$

so that $L$ is right invertible operator. This means that $L$ is invertible operator. Note that $A_{1} G=-C_{1} F$, we have

$$
M_{X}^{\prime} L=\left(\begin{array}{cc}
A_{1} & C_{1} \\
X_{1} & B_{[\perp]}^{1}
\end{array}\right)\left(\begin{array}{cc}
Y & G \\
Z & F
\end{array}\right)=\left(\begin{array}{cc}
I_{(A(0)+C(0))^{\perp}} & 0 \\
X_{1} Y+B_{[\perp]}^{1} Z & X_{1} G+B_{[\perp]}^{1} F
\end{array}\right)
$$

It follows from the right invertibility of $M_{X}^{\prime}$ that $X_{1} G+B_{[\perp]}^{1} F$ is right invertible. The compactness of $G$ implies that $B_{[\perp]}^{1} F$ is right Fredholm operator and $d\left(B_{[\perp]}^{1} F\right) \leq n\left(B_{[\perp]}^{1} F\right)$ by Lemma 2.4. This together with

$$
\left(\begin{array}{cc}
I_{(A(0)+C(0))^{\perp}} & 0 \\
-B_{[\perp]}^{1} Z & I_{B(0)^{\perp}}
\end{array}\right) M_{0}^{\prime} L=\left(\begin{array}{cc}
I_{(A(0)+C(0))^{\perp}} & 0 \\
0 & B_{[\perp]}^{1} F
\end{array}\right)
$$

we have $M_{0}^{\prime}=\left(\begin{array}{cc}A_{1} & C_{1} \\ 0 & B_{[\perp]}^{1}\end{array}\right): H \oplus K_{1} \rightarrow(A(0)+C(0))^{\perp} \oplus B(0)^{\perp}$ is right Fredholm operator and $d\left(M_{0}\right)=d\left(M_{0}^{\prime}\right)=$ $d\left(B_{[\perp]}^{1} F\right) \leq n\left(B_{[\perp]}^{1} F\right)=n\left(M_{0}^{\prime}\right)$, which means that $M_{0}$ is a right Fredholm operator and

$$
d\left(M_{0}\right) \leq n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{\perp}} A \cap \operatorname{ran} C\right|_{\operatorname{ker} B}\right)
$$

Corollary 3.2. Let $A \in \mathcal{B R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B R}(K, H)$ with $A(0)+C(0)$ closed, then

$$
\begin{aligned}
\bigcap_{X \in \mathcal{B}(H, K)} \sigma_{r}\left(M_{X}\right)= & \{\lambda \in \mathbb{C}: \operatorname{ran}(A-\lambda I)+\operatorname{ran} C \neq H\} \\
& \cup\left\{\lambda \in \mathbb{C}: \lambda \in \sigma_{r e}\left(M_{0}\right), \mathcal{N}(A-\lambda I \mid C) \subseteq \mathcal{K}(K, H)\right\} \\
& \cup\{\lambda \in \mathbb{C}: \mathcal{N}(A-\lambda I \mid C) \subseteq \mathcal{K}(K, H), \\
& \left.d\left(M_{0}\right)>n\left((A-\lambda I)_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{(A(0)+C(0))^{+}}(A-\lambda I) \cap \operatorname{ran} C\right|_{\operatorname{ker}(B-\lambda I)}\right)\right\} .
\end{aligned}
$$

Corollary 3.3. Let $A \in \mathcal{B R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0) \subseteq C(0)$, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a right invertible relation if and only if $\left(\begin{array}{ll}A & C\end{array}\right)$ is right invertible and at least one of the following statements is fulfilled:
(i) $\mathcal{N}(A \mid C)$ contains non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a right Fredholm relation and $d\left(M_{0}\right) \leq n\left(A_{C(0)}\right)+\operatorname{dim}\left(\left.\operatorname{ran} P_{C(0)} A \cap \operatorname{ran} C\right|_{\text {ker } B}\right)$.

Theorem 3.4. Let $A \in \mathcal{B R}(H), B \in \mathcal{B R}(K)$ and $C \in \mathcal{B R}(K, H)$, then there is $X \in \mathcal{B R}(H, K)$ such that $M_{X}$ is a right invertible relation if and only if $(A C)$ is right invertible.
Proof. Assume that $(A C)$ is right invertible. We write $X x=K$ for all $x \in H$, then it is easy to see that $M_{X}$ is a right invertible relation. Conversely, assume that there is $X \in \mathcal{B R}(H, K)$ such that $M_{X}$ is a right invertible relation. From the proof of Theorem 3.1, the conclusion is valid.
Corollary 3.5. Let $A \in \mathcal{B R}(H), B \in \mathcal{B R}(K)$ and $C \in \mathcal{B R}(K, H)$, then

$$
\bigcap_{X \in \mathcal{R}(H, K)} \sigma_{r}\left(M_{X}\right)=\{\lambda \in \mathbb{C}: \operatorname{ran}(A-\lambda I)+\operatorname{ran} C \neq H\} .
$$

Corollary 3.6. [16, Theorem 2.1]) Let $A \in \mathcal{B}(H), B \in \mathcal{B}(K)$ and $C \in \mathcal{B}(K, H)$, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a right invertible operator if and only if $(A C)$ is right invertible and at least one of the following statements is fulfilled:
(i) $\mathcal{N}(A \mid C)$ contains non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a right Fredholm operator and $d\left(M_{0}\right) \leq n(A)+\operatorname{dim}\left(\left.\operatorname{ran} A \cap \operatorname{ran} C\right|_{\operatorname{ker} B}\right)$.

Theorem 3.7. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a left invertible relation if and only if $\left(\left.B^{*} C^{*}\right|_{\left(A(0)+C(0)^{\perp}\right)}\right)$ is right invertible and at least one of the following statements is fulfilled:
(i) $\mathcal{N}\left(B^{*}\left|C^{*}\right|_{\left(A(0)+C(0)^{\perp}\right)}\right)$ contains non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a left Fredholm relation and $n\left(M_{0}\right) \leq d(B)+\operatorname{dim}\left(\left.\operatorname{ker} B^{\perp} \cap \operatorname{ran} C^{*}\right|_{\left.\operatorname{ran} A^{\perp} \cap(A(0)+C(0))^{\perp}\right)}\right.$.

Proof. Note that relation $B$ is closed and thus $B(0)$ is closed, which together with $A(0)+C(0)$ is closed, we have that $M_{X}$ is closed by Theorem 2.11. It is not hard to notice that $M_{X}=\left(\begin{array}{l}A \\ X \\ X\end{array}\right)$ is a left invertible relation equivalent to $M_{X}^{*}=\left(\begin{array}{c}B^{*} \\ X^{*} \\ A^{*}\end{array}\right): B(0)^{\perp} \oplus(C(0)+A(0))^{\perp} \rightarrow K \oplus H$ is a right invertible operator according to Theorem 2.12. From Theorem 3.1, the conclusion is valid.

Corollary 3.8. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then

$$
\begin{aligned}
\bigcap_{X \in \mathcal{B}(H, K)} \sigma_{l}\left(M_{X}\right)= & \left\{\lambda \in \mathbb{C}: \operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp}} \neq K\right\} \\
& \cup\left\{\lambda \in \mathbb{C}: \lambda \in \sigma_{l e}\left(M_{0}\right), \mathcal{N}\left(B^{*}-\bar{\lambda} I\left|C^{*}\right|_{(A(0)+C(0))^{\perp}} \subseteq \mathcal{K}(H, K)\right\}\right. \\
& \cup\left\{\lambda \in \mathbb{C}: \mathcal{N}\left(B^{*}-\bar{\lambda} I\left|C^{*}\right|_{\left.(A(0)+C(0))^{\perp}\right) \subseteq \mathcal{K}(H, K),}\right)\right. \\
& n\left(M_{0}-\lambda I\right)>d(B-\lambda I)+\operatorname{dim}\left(\left.\operatorname{ker}(B-\lambda I)^{\perp} \cap \operatorname{ran} C^{*}\right|_{\left.\left.\operatorname{ran}(A-\lambda l)^{\perp} \cap(A(0)+C(0))^{\perp}\right)\right\}} .\right.
\end{aligned}
$$

Corollary 3.9. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0) \subseteq C(0)$, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a left invertible relation if and only if $\left(B^{*} C^{*}\right)$ is right invertible and at least one of the following statements is fulfilled:
(i) $\mathcal{N}\left(B^{*} \mid C^{*}\right)$ contains non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a left Fredholm relation and $n\left(M_{0}\right) \leq d(B)+\operatorname{dim}\left(\left.\operatorname{ker} B^{\perp} \cap \operatorname{ran} C^{*}\right|_{\operatorname{ran} A^{\perp} \cap C(0)^{\perp}}\right)$.

Theorem 3.10. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then there is $X \in \mathcal{B R}(H, K)$ with $X(0)+B(0)$ closed such that $M_{X}$ is a left invertible relation if and only if there exists a constant relation $T \in \mathcal{B R}(K)$ such that $T(0)+B(0)$ is closed and $\left(\left.\left.B^{*}\right|_{(B(0)+T(0))^{\perp}} C^{*}\right|_{(A(0)+C(0))^{\perp}}\right)$ is right invertible, and at least one of the following statements is fulfilled:
(i) $\mathcal{N}\left(\left.B^{*}\right|_{(B(0)+T(0))^{\perp}}\left|C^{*}\right|_{(A(0)+C(0))^{\perp}}\right)$ contains non compact operators;
(ii) $M_{0}^{T}=\left(\begin{array}{cc}A & C \\ 0 & B+T\end{array}\right)$ is a left Fredholm relation and

$$
n\left(M_{0}^{T}\right) \leq n\left(\left.B^{*}\right|_{(B(0)+T(0))^{\perp}}\right)+\operatorname{dim}\left(\left.\left.\operatorname{ran} B^{*}\right|_{(B(0)+T(0))^{\perp}} \cap \operatorname{ran} C^{*}\right|_{\operatorname{ran} A^{\perp} \cap(A(0)+C(0))^{\perp}}\right)
$$

Proof. We first prove the sufficiency. Denote $M_{X}^{T}:=\left(\begin{array}{cc}A & C \\ X & B+T\end{array}\right) \in \mathcal{B R}(H \oplus K)$. Note that $\left(M_{0}^{T}\right)^{*}=\left(\begin{array}{cc}B^{*} & C^{*} \\ 0 & A^{*}\end{array}\right)$ : $(B(0)+T(0))^{\perp} \oplus(A(0)+C(0))^{\perp} \rightarrow K \oplus H$, then we can see that there exists $X_{1} \in \mathcal{B}(H, K)$ such that

$$
M_{X_{1}}^{T}=\left(\begin{array}{cc}
A & C \\
X_{1} & B+T
\end{array}\right) \in \mathcal{B R}(H \oplus K)
$$

is left invertible by replacing $B$ by $B+T$ in Theorem 3.7. Take $X:=X_{1}+X-X$, where $(X-X) x=T(0)$ for all $x \in H$. It is clear that $M_{X}$ is left invertible and hence the sufficiency is valid.

We next assume that there is $X \in \mathcal{B R}(H, K)$ with $X(0)+B(0)$ closed such that $M_{X}$ is left invertible relation. Put $T x:=X(0)$ for all $x \in K$, it is clear that $T(0)+B(0)$ is closed. It follows from the left invertibility of $M_{X}$ that $M_{X}^{T}=\left(\begin{array}{cc}A & C \\ X & B+T\end{array}\right)$ is a left invertible relation, which means that there is $X \in \mathcal{B R}(H, K)$ such that

$$
\left(M_{X}^{T}\right)^{*}=\left(\begin{array}{ll}
B^{*} & C^{*} \\
X^{*} & A^{*}
\end{array}\right):(B(0)+T(0))^{\perp} \oplus(C(0)+A(0))^{\perp} \rightarrow K \oplus H
$$

is a right invertible operator. From Theorem 3.1, we can obtain the conclusion.
Corollary 3.11. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then

$$
\begin{aligned}
& \bigcap_{X \in \mathcal{B R}(H, K), \overline{X(0)+B(0)}=X(0)+B(0)} \sigma_{l}\left(M_{X}\right) \\
= & \{\lambda \in \mathbb{C}: \text { for any constant relation } T \in \mathcal{B R}(K) \text { with } T(0)+B(0) \text { closed, } \\
& \left.\operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)\right|_{(A(0)+T(0))^{\perp}}+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp} \neq K, \text { or }} \\
& \lambda \in \sigma_{l e}\left(M_{0}^{T}\right) \text { and } \mathcal{N}\left(\left.\left.\left(B^{*}-\bar{\lambda} I\right)\right|_{(A(0)+T(0))^{\perp}} C^{*}\right|_{(A(0)+C(0) \perp)}\right) \subseteq \mathcal{K}(H, K) \\
& \cup\{\lambda \in \mathbb{C}: \text { for any constant relation } T \in \mathcal{B R}(K) \text { with } T(0)+B(0) \text { closed, } \\
& \left.\quad \operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)\right|_{(A(0)+T(0))^{\perp}}+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp} \neq} \neq \text { or } n\left(M_{0}^{T}-\lambda I\right)>n\left(\left.\left(B^{*}-\bar{\lambda} I\right)\right|_{\left.(B(0)+T(0))^{\perp}\right)+}\right. \\
& \operatorname{dim}\left(\left.\left.\operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)\right|_{(B(0)+T(0))^{\perp}} \cap \operatorname{ran} C^{*}\right|_{\text {ran } \left.A^{\perp} \cap(A(0)+C(0))^{\perp}\right)}\right. \text { and } \\
& \left.\mathcal{N}\left(\left.\left(B^{*}-\bar{\lambda} I\right)\right|_{(A(0)+T(0))^{\perp}}\left|C^{*}\right|_{\left(A(0)+C(0)^{\perp}\right)}\right) \subseteq \mathcal{K}(H, K)\right\} .
\end{aligned}
$$

Corollary 3.12. [16, Theorem 2.7]) Let $A \in \mathcal{B}(H), B \in \mathcal{B}(K)$ and $C \in \mathcal{B}(K, H)$, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is a left invertible operator if and only if $\left(B^{*} C^{*}\right)$ is right invertible and at least one of the following statements is fulfilled:
(i) $\mathcal{N}\left(B^{*} \mid C^{*}\right)$ contains non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a left Fredholm operator and $n\left(M_{0}\right) \leq d(B)+\operatorname{dim}\left(\left.\operatorname{ker} B^{\perp} \cap \operatorname{ran} C^{*}\right|_{\operatorname{ran} A^{\perp}}\right)$.

Next, we turn our attention to the invertibility of relation matrices.

Theorem 3.13. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is an invertible relation if and only if $(A C)$ and $\left(\left.B^{*} C^{*}\right|_{(A(0)+C(0))^{+}}\right)$are right invertible, and at least one of the following statements is fulfilled:
(i) Both $\mathcal{N}(A \mid C)$ and $\mathcal{N}\left(B^{*}\left|C^{*}\right|_{(A(0)+C(0))^{\perp}}\right)$ contain non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a Weyl relation.

Proof. Let assertion (i) hold true. Then we see that $\operatorname{dim} \operatorname{ker}(A C)=\operatorname{dim} K=\infty$, and thus we can write a left invertible operator $\binom{E}{F}: K \rightarrow H \oplus K$ for which $\operatorname{ran}\binom{E}{F}=\operatorname{ker}\left(\begin{array}{ll}A & C\end{array}\right)$. It is clear that $Q_{(A C)}(A C)=$ $\left(Q_{(A C)} A Q_{(A C)} C\right)$, which together with $A(0)+C(0)$ is closed, we know

$$
\operatorname{ker}(A C)=\operatorname{ker} Q_{(A C)}(A C)=\operatorname{ker}\left(Q_{(A C)} A Q_{(A C)} C\right)
$$

Then we have that $\left(Q_{(A C)} A\right) E+\left(Q_{(A C)} C\right) F=0$. Note that $(A C)$ is right invertible and thus $Q_{(A C)}(A C)$ is right invertible, that is $\left(Q_{(A C)} A Q_{(A C)} C\right)$ is right invertible. Hence there exists an operator $\left(\begin{array}{l}\left.\frac{\gamma}{Z}\right) \text { : }\end{array}\right.$ $H /(A(0)+C(0)) \rightarrow H \oplus K$ such that $Q_{(A C)} A Y+Q_{(A C)} C Z=I_{H /(A(0)+C(0))}$. Write

$$
W=\left(\begin{array}{ll}
Y & E \\
Z & F
\end{array}\right): H /(A(0)+C(0)) \oplus K \rightarrow H \oplus K .
$$

Since $\binom{E}{F}: K \rightarrow H \oplus K$ is a left invertible operator, and hence there is an operator $(Q R): H \oplus K \rightarrow K$ such that $Q E+R F=I_{K}$. Evidently,

$$
\left(\begin{array}{cc}
Q_{(A C)} A & Q_{(A C)} C \\
Q & R
\end{array}\right)\left(\begin{array}{cc}
Y & E \\
Z & F
\end{array}\right)=\left(\begin{array}{cc}
I_{H /(A(0)+C(0))} & 0 \\
Q Y+R Z & I_{K}
\end{array}\right)
$$

and thus $W$ is left invertible. In addition, observing that $Q_{(A C)} A Y+Q_{(A C)} C Z=I_{H /(A(0)+C(0))}$, then

$$
\operatorname{ran}\binom{Y}{Z}+\operatorname{ker}\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C
\end{array}\right)=H \oplus K
$$

In fact, if $\operatorname{ran}\binom{\gamma}{Z}+\operatorname{ker}\left(Q_{(A C)} A Q_{(A C)} C\right) \neq H \oplus K$, then there exists $\binom{x_{1}}{y_{1}} \in H \oplus K$ such that $\binom{x_{1}}{y_{1}} \notin$ $\operatorname{ran}\binom{Y}{Z}+\operatorname{ker}\left(Q_{(A C)} A Q_{(A C)} C\right)$. Evidently,

$$
\left.\operatorname{ran}\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C
\end{array}\right)\right|_{\operatorname{ran}\binom{Y}{Z}}=H /(A(0)+C(0))
$$

and hence there is $\binom{x_{2}}{y_{2}} \in \operatorname{ran}\binom{Y}{Z}$ such that

$$
\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C
\end{array}\right)\binom{x_{1}}{y_{1}}=\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C
\end{array}\right)\binom{x_{2}}{y_{2}}
$$

this means that $\binom{x_{1}}{y_{1}}-\binom{x_{2}}{y_{2}} \in \operatorname{ker}\left(Q_{(A C)} A Q_{(A C)} A\right)$, which contradicts the assumption $\binom{x_{1}}{y_{1}} \notin \operatorname{ran}\binom{\gamma}{Z}+$ $\operatorname{ker}\left(Q_{(A C)} A Q_{(A C)} C\right)$. Note that $\operatorname{ran}\binom{E}{F}=\operatorname{ker}\left(Q_{(A C)} A Q_{(A C)} C\right)$, we see that $\operatorname{ran} W=\operatorname{ran}\binom{Y}{Z}+\operatorname{ran}\binom{E}{F}=$ $H \oplus K$, and therefore $W$ is right invertible. Hence $W$ is invertible. According to Theorem 2.10, we know

$$
Q_{M_{X}} M_{X} W=\left(\begin{array}{cc}
I_{H /(A(0)+C(0))} & 0  \tag{2}\\
\left(Q_{B} X\right) Y+\left(Q_{B} B\right) Z & \left(Q_{B} X\right) E+\left(Q_{B} B\right) F
\end{array}\right) .
$$

Since $\mathcal{N}(A \mid C)$ contains a non compact operator, there exists closed infinite dimensional subspace $M \subseteq H$ such that $\left.\operatorname{ran} A\right|_{M}+C(0) \subseteq \operatorname{ran} C+A(0)$, which means that $M \subseteq \operatorname{ran} E$, and thus $E$ is a non compact operator by Lemma 2.1. Note that $\left(\left.B^{*} C^{*}\right|_{(A(0)+C(0))^{\perp}}\right)$ are right invertible, then ran $B^{*}+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp}}=K$, we have that $\operatorname{ran} B^{*}+\operatorname{ran} C^{*} J_{(A(0)+C(0))^{\perp}}=K$ is valid. It follows from Lemmas 2.7 and 2.6 that $\left(Q_{(A C)} C\right)^{*}=C^{*} J_{(A(0)+C(0))^{\perp},}$
which together with $\operatorname{ran} B^{*}=\operatorname{ran}\left(Q_{B} B\right)^{*}$, we have $\operatorname{ran}\left(Q_{B} B\right)^{*}+\operatorname{ran}\left(Q_{(A C)} C\right)^{*}=K$. Therefore, $\binom{Q_{(A C)} C}{Q_{B} B}$ is left invertible. This together with $\binom{E}{F}$ is left invertible, we have that there exist $\left(G_{1} L_{1}\right): H /(A(0)+C(0)) \oplus$ $K / B(0) \rightarrow K$ and $\left(G_{2} L_{2}\right): H \oplus K \rightarrow K$ such that $G_{1} Q_{(A C)} C+L_{1} Q_{B} B=I_{K}$ and $G_{2} E+L_{2} F=I_{K}$. Clearly, $G_{1}\left(Q_{(A C)} C\right) F+L_{1}\left(Q_{B} B\right) F=F$, from $\left(Q_{(A C)} A\right) E=-\left(Q_{(A C)} C\right) F$, we can know that

$$
G_{2} E-L_{2} G_{1}\left(Q_{(A C)} A\right) E+L_{2} L_{1}\left(Q_{B} B\right) F=G_{2} E+L_{2} F=I_{K},
$$

that is $\left(G_{2}-L_{2} G_{1}\left(Q_{(A C)} A\right)\right) E+L_{2} L_{1}\left(Q_{B} B\right) F=I_{K}$, which means that $\left(\underset{\left(Q_{B} B\right) F}{E}\right)$ is left invertible. Therefore, $\left(\left(\left(Q_{B} B\right) F\right)^{*} E^{*}\right)$ is right invertible. For a non compact operator $G \in \mathcal{N}\left(B^{*}\left|C^{*}\right|_{(A(0)+C(0))^{+}}\right)$, we know that $B^{*} G=\left.C^{*}\right|_{(A(0)+C(0))^{\perp}} L$ for some $L \in \mathcal{B}(H)$. Note that dom $B^{*}=B(0)^{\perp}$, and hence $B^{*} J_{B(0) \perp} G=C^{*} J_{(A(0)+C(0))^{\perp} L}$, that is $\left(Q_{B} B\right)^{*} G=\left(Q_{(A C)} C\right)^{*} L$. Therefore,

$$
\left(\left(Q_{B} B\right) F\right)^{*} G=F^{*}\left(Q_{B} B\right)^{*} G=F^{*}\left(Q_{(A C)} C\right)^{*} L=-E^{*}\left(Q_{(A C)} A\right)^{*} L,
$$

which implies that $\mathcal{N}\left(\left(\left(Q_{B} B\right) F\right)^{*} \mid E^{*}\right)$ contains the non compact operator $G$. Hence, there exists an operator $X_{1}: H \rightarrow K / B(0)$ such that $\left(Q_{B} B\right) F+X_{1} E$ is invertible according to Lemma 2.5 (ii). Let $x \in H$ and $[y]=X_{1} x$, then we denote $X: H \rightarrow K$ by

$$
X x=P_{B(0)^{\perp}} y, \quad x \in H
$$

it is clear that $X_{1}=Q_{B} X$. From (2), we have that there exists $X \in \mathcal{B}(H, K)$ such that $Q_{M_{X}} M_{X}$ is invertible, and hence $M_{X}$ is invertible.

We now assume assertion (ii) is valid. Let $\binom{E}{F}: K_{1} \rightarrow H \oplus K$ be a left invertible operator and

$$
\operatorname{ran}\binom{E}{F}=\operatorname{ker}\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C
\end{array}\right)
$$

where $K_{1}$ is a new Hilbert space with $\operatorname{dim} K_{1}=\operatorname{dim} \operatorname{ker}(A C)$. From the proof of assertion (i), we know that there exists an operator $\binom{Y}{Z}: H /(A(0)+C(0)) \rightarrow H \oplus K$ such that

$$
W=\left(\begin{array}{ll}
Y & E \\
Z & F
\end{array}\right): H /(A(0)+C(0)) \oplus K_{1} \rightarrow H \oplus K
$$

is an invertible operator. Applying Lemma 2.8, the Weylness of $M_{0}$ implies that $Q_{M_{0}} M_{0}$ is a Weyl operator and hence $Q_{B} B F$ is Weyl operator from equality (2), which means $\operatorname{dim} K_{1}=\operatorname{dim} K / B(0)$. We may suppose $K_{1}:=K / B(0)$. From the proof above, row operator $\left(\left(\left(Q_{B} B\right) F\right)^{*} E^{*}\right)$ is right invertible. Note that $\left(Q_{B} B\right) F$ is Weyl operator, utilizing Lemma 2.5 (i), there exists $X_{1} \in \mathcal{B}(H, K / B(0))$ for which $\left(Q_{B} B\right) F+X_{1} E$ is invertible. Similar to the proof of assertion (i), we have that there exists $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is invertible.

Conversely, assume that there exists $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is invertible. From the proof of Theorem 3.1, we know $(A C)$ is right invertible. Note that $M_{X}$ is closed, the invertibility of $M_{X}^{*}$ is equivalent to that of $M_{X}$ and hence $M_{X}^{*}=\binom{B^{*} C^{*}}{X^{*} A^{*}}$ is invertible. It follows that $\operatorname{ran} B^{*}+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{+}}=K$ and so $\left(\left.B^{*} C^{*}\right|_{\left.(A(0)+C(0))^{+}\right)}\right.$ is right invertible.

Next we claim that $\mathcal{N}(A \mid C)$ consists of compact operators only. we use here the operator $\binom{E}{F}: K_{1} \rightarrow$ $H \oplus K$ defined in the proof above. From (2), the invertibility of $M_{X} \operatorname{implies} \operatorname{dim} K_{1}=\operatorname{dim} K / B(0)$. If $\operatorname{dim} K / B(0)=\infty$, then we see $\operatorname{dim} K_{1}=\operatorname{dim} K=\infty$. Note that

$$
\operatorname{ran}\binom{E}{F}=\operatorname{ker}\left(\begin{array}{ll}
Q_{(A C)} A & Q_{(A C)} C
\end{array}\right)=\operatorname{ker}\left(\begin{array}{ll}
A & C
\end{array}\right)
$$

it is easy to see that there exists an unitary operator $V: K \rightarrow K_{1}$ such that $E V \in \mathcal{N}(A \mid C)$, and then $E$ is compact since $\mathcal{N}(A \mid C)$ consists of compact operators only. If, however, $\operatorname{dim} K / B(0)<\infty$ and then $\operatorname{dim} K_{1}<\infty$, which means that $E: K_{1} \rightarrow H$ remains compact. From the identity (2), the invertibility of $M_{X}$ shows that $\left(Q_{B} X\right) E+\left(Q_{B} B\right) F$ is invertible. Since $E$ is compact, utilizing Lemma $2.4,\left(Q_{B} B\right) F$ is Fredholm and
$\mathrm{i}\left(\left(Q_{B} B\right) F\right)=0$. Take $X=0$, then, from (2), it is clear that $Q_{M_{0}} M_{0}$ is a Weyl relation and hence $M_{0}$ is a Weyl relation according to Lemma 2.8. For the case when $\mathcal{N}\left(B^{*}\left|C^{*}\right|_{(A(0+C(0)))^{\perp}}\right)$ consists of compact operators only, we only need to replace the $M_{X}$ by $M_{X}^{*}: B(0)^{\perp} \oplus\left(A(0)+C(0)^{\perp}\right) \rightarrow K \oplus H$ in the proof above. Similarly, we can obtain that $M_{0}$ is a Weyl relation.
Corollary 3.14. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ be closed, then

$$
\begin{aligned}
\bigcap_{X \in \mathcal{B}(H, K)} \sigma\left(M_{X}\right)= & \{\lambda \in \mathbb{C}: \operatorname{ran}(A-\lambda I)+\operatorname{ran} C \neq H\} \\
& \left.\cup\left\{\lambda \in \mathbb{C}: \operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp}}\right) \neq K\right\} \\
& \cup\left\{\lambda \in \mathbb{C}: \lambda \in \sigma_{w}\left(M_{0}\right), \mathcal{N}(A-\lambda I \mid C) \subseteq \mathscr{K}(K, H)\right\} \\
& \cup\left\{\lambda \in \mathbb{C}: \lambda \in \sigma_{w}\left(M_{0}\right), \mathcal{N}\left(B^{*}-\bar{\lambda} I\left|C^{*}\right|_{(A(0)+C(0))^{\perp}}\right) \subseteq \mathcal{K}(H, K)\right\} .
\end{aligned}
$$

Corollary 3.15. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0) \subseteq C(0)$, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is an invertible relation if and only if $\left(\begin{array}{ll}A & C\end{array}\right)$ and $\left(B^{*} C^{*}\right)$ are right invertible, and at least one of the following statements is fulfilled:
(i) Both $\mathcal{N}(A \mid C)$ and $\mathcal{N}\left(B^{*} \mid C^{*}\right)$ contain non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a Weyl relation.

Theorem 3.16. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then there is $X \in \mathcal{B R}(H, K)$ with $X(0)+B(0)$ closed such that $M_{X}$ is an invertible relation if and only if there exists a constant relation $T \in \mathcal{B R}(K)$ such that $T(0)+B(0)$ is closed and $\left(\left.\left.B^{*}\right|_{(T(0)+B(0))^{\perp}} C^{*}\right|_{(A(0)+C(0))^{\perp}}\right)$ and $(A C)$ are right invertible, and at least one of the following statements is fulfilled:
(i) Both $\mathcal{N}(A \mid C)$ and $\mathcal{N}\left(\left.B^{*}\right|_{(T(0)+B(0))^{\perp}}\left|C^{*}\right|_{\left.(A(0)+C(0))^{\perp}\right)}\right)$ contain non compact operators;
(ii) $M_{0}^{T}=\left(\begin{array}{cc}A & C \\ 0 & B+T\end{array}\right)$ is a Weyl relation.

Proof. The proof of the sufficiency is similar to that of Theorem 3.10. For the necessity, assume that there is $X \in \mathcal{B R}(H, K)$ with $X(0)+B(0)$ closed such that $M_{X}$ is an invertible relation. Take $T x=X(0)$ for all $x \in K$, it follows from the closedness of $X(0)+B(0)$ that $T(0)+B(0)$ is closed. The invertibility of $M_{X}$ implies that $M_{X}^{T}:=\left(\begin{array}{cc}A & C \\ X & B+T\end{array}\right)$ is invertible. Similar to the proof of Theorem 3.13, we can obtain that $\left(\left.\left.B^{*}\right|_{(T(0)+B(0))^{\perp}} C^{*}\right|_{\left.(A(0)+C(0))^{\perp}\right)}\right)$ and $(A C)$ are right invertible. Again, similar to the proof of Theorem 3.13, if assume that $\mathcal{N}(A \mid C)$ contains compact operators only, then we can obtain that

$$
M_{X-X}=\left(\begin{array}{cc}
A & C \\
X-X & B
\end{array}\right)
$$

is a Weyl relation. Note that $T$ is a constant relation and $T(0)=X(0)$, then it follows from the Weylness of $M_{X-X}$ that $M_{0}^{T}=\left(\begin{array}{cc}A & C \\ 0 & B+T\end{array}\right)$ is a Weyl relation. Similarly, we can obtain that $M_{0}^{T}$ is a Weyl relation if $\mathcal{N}\left(\left.B^{*}\right|_{(T(0)+B(0))^{\perp}}\left|C^{*}\right|_{(A(0+C(0)))^{\perp}}\right)$ consists of compact operators only.
Corollary 3.17. Let $A \in \mathcal{B C R}(H), B \in \mathcal{B C R}(K)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed, then

$$
\begin{aligned}
& \bigcap_{X \in \mathcal{B R}(H, K), \overline{X(0)+B(0)}=X(0)+B(0)} \sigma\left(M_{X}\right) \\
& =\{\lambda \in \mathbb{C} \text { : for any constant relation } T \in \mathcal{B R}(K) \text { with } T(0)+B(0) \text { closed, } \\
& \left.\left.\operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)\right|_{(A(0)+T(0))^{\perp}}+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp}} \neq K \text { or ran }(\mathrm{A}-\lambda \mathrm{I})+\operatorname{ran} \mathrm{C} \neq \mathrm{H}\right\} \text {, or } \\
& \lambda \in \sigma_{w}\left(M_{0}^{T}\right) \text { and } \mathcal{N}(A-\lambda I \mid C) \subseteq \mathcal{K}(K, H) \\
& \cup\{\lambda \in \mathbb{C} \text { : for any constant relation } T \in \mathcal{B R}(K) \text { with } T(0)+B(0) \text { closed, } \\
& \left.\left.\operatorname{ran}\left(B^{*}-\bar{\lambda} I\right)\right|_{(A(0)+T(0))^{\perp}}+\left.\operatorname{ran} C^{*}\right|_{(A(0)+C(0))^{\perp} \neq K} \text { or } \operatorname{ran}(\mathrm{A}-\lambda \mathrm{I})+\operatorname{ran} \mathrm{C} \neq \mathrm{H}\right\} \text {, or } \\
& \left.\lambda \in \sigma_{w}\left(M_{0}^{T}\right) \text { and } \mathcal{N}\left(\left.\left(B^{*}-\bar{\lambda} I\right)\right|_{(T(0)+B(0))^{\perp}}\left|C^{*}\right|_{(A(0)+C(0))^{\perp}}\right) \subseteq \mathcal{K}(H, K)\right\} \text {. }
\end{aligned}
$$

Corollary 3.18. [22, Theorem 1]) Let $A \in \mathcal{B}(H), B \in \mathcal{B}(K)$ and $C \in \mathcal{B}(K, H)$, then there is $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is invertible relation if and only if $\left(\begin{array}{ll}A & C\end{array}\right)$ and $\left(B^{*} C^{*}\right)$ are right invertible, and at least one of the following statements is fulfilled:
(i) Both $\mathcal{N}(A \mid C)$ and $\mathcal{N}\left(B^{*} \mid C^{*}\right)$ contain non compact operators;
(ii) $M_{0}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a Weyl operator.

## 4. Applications and examples

We begin with some propositions obtained by applying the above conclusions.
Proposition 4.1. Let $A \in \mathcal{B R}(H)$ and $C \in \mathcal{B R}(K, H)$ with $A(0)+C(0)$ closed.
(i) If $P_{(A(0)+C(0))^{\perp}} C$ is compact, then there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is a right invertible relation if and only if $(A C)$ is right invertible;
(ii) If $P_{(A(0)+C(0))^{\perp} C}$ is non compact, then there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is a right invertible relation if and only if $(A C)$ is right invertible and $\mathcal{N}(A \mid C)$ contains non compact operators.
Proof. First we prove assertion (i). The necessity is clear, we next assume $(A C)$ is right invertible. Note that

$$
\left(\begin{array}{ll}
A & C
\end{array}\right)=\left(\begin{array}{ll}
A_{1} & C_{1}  \tag{3}\\
A_{2} & C_{2}
\end{array}\right):\binom{H}{K} \rightarrow\binom{(A(0)+C(0))^{\perp}}{A(0)+C(0)}
$$

It is clear that the right invertibility of $(A C)$ is equivalent to that of $\left(A_{1} C_{1}\right)$, so $\left(A_{1} C_{1}\right)$ is right Fredholm. Since $C_{1}$ is compact, $A_{1}$ is right Fredholm and hence $\left(\begin{array}{cc}A_{1} & C_{1} \\ 0 & I\end{array}\right)$ is right Fredholm. The right Fredholmness of $A_{1}$ means that $d\left(\left(\begin{array}{cc}A_{1} & C_{1} \\ 0 & I\end{array}\right)\right)=d\left(\left(\begin{array}{cc}A_{1} & 0 \\ 0 & I\end{array}\right)\right)=d\left(A_{1}\right) \leq n\left(A_{1}\right)+\operatorname{dim} \operatorname{ran} A_{1}$, by Theorem 3.1, there is $X \in \mathcal{B}(H, K)$ such that $\left(\begin{array}{cc}A_{1} & C_{1} \\ -X & I\end{array}\right)$ is right invertible. Note that

$$
\left(\begin{array}{cc}
I & -C_{1}  \tag{4}\\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A_{1} & C_{1} \\
-X & I
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
X & I
\end{array}\right)=\left(\begin{array}{cc}
A_{1}+C_{1} X & 0 \\
0 & I
\end{array}\right)
$$

which means that $A_{1}+C_{1} X$ is right invertible and hence $A+C X$ is right invertible.
For assertion (ii), we first assume that $(A C)$ is right invertible and $\mathcal{N}(A \mid C)$ contains non compact operators, which means that $\mathcal{N}\left(A_{1} \mid C_{1}\right)$ contains non compact operators, where $A_{1}$ and $C_{1}$ are defined in equality (3). In virtue of Theorem 3.1, there exists $X$ such that $\left(\begin{array}{cc}A_{1} & C_{1} \\ -X & I\end{array}\right)$ is right invertible and hence $A_{1}+C_{1} X$ is right invertible by (4). It follows that $A+C X$ is right invertible. We next prove the necessity. Assume that there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is a right invertible relation. The right invertibility of $(A C)$ is clear. It is easy to see that $P_{(A(0)+C(0))^{\perp}}(A+C X)$ is a right invertible relation and hence $A_{1}+C_{1} X$ is right invertible by (3). Equality (4) implies that

$$
\left(\begin{array}{cc}
A_{1} & C_{1} \\
-X & I
\end{array}\right)
$$

is right invertible. It follows that $A_{1}$ is right invertible, then

$$
\left(\begin{array}{ll}
A_{1} & C_{1}
\end{array}\right)=\left(\begin{array}{lll}
A_{11} & 0 & C_{1}
\end{array}\right):\left(\begin{array}{c}
\operatorname{ker} A_{1}^{\perp} \\
\operatorname{ker} A_{1} \\
K
\end{array}\right) \rightarrow(A(0)+C(0))^{\perp}
$$

Since $C_{1}$ is non compact, ran $C_{1}$ contains infinite dimensional closed subspaces $M$. Obviously, $A_{11}$ is invertible, so $\operatorname{ran}\left(\left.A_{11}^{-1}\right|_{M}\right)$ is closed. Define an operator $J \in \mathcal{B}(K, H)$ such that $\operatorname{ran} J=\operatorname{ran}\left(\left.A_{11}^{-1}\right|_{M}\right)$, then it is clear that $\operatorname{ran} A_{1} J \subseteq \operatorname{ran} C_{1}$, which means that $\operatorname{ran} A_{1} J+\operatorname{ran} P_{(A(0)+C(0))} A J+A(0)+C(0) \subseteq \operatorname{ran} C_{1}+$ $\operatorname{ran} P_{(A(0)+C(0))} C+A(0)+C(0)$, i.e., $\operatorname{ran} A J+C(0) \subseteq \operatorname{ran} C+A(0)$. Hence $J \in \mathcal{N}(A \mid C)$, it follows that $\mathcal{N}(A \mid C)$ contains non compact operators.

Similar to the proof of Proposition 4.1, the propositions below can be obtained from Corollary 3.12 and Theorem 3.13, respectively.

Proposition 4.2. Let $A \in \mathcal{B}(H)$ and $C \in \mathcal{B}(K, H)$.
(i) If $C$ is compact, then there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is left invertible if and only if $A$ is left Fredholm and $n(A) \leq \operatorname{dim}\left(\left.\operatorname{ran} C^{*}\right|_{\operatorname{ran} A^{\perp}}\right)$;
(ii) If $C$ is non compact, then there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is left invertible.

Proposition 4.3. Let $A \in \mathcal{B C R}(H)$ and $C \in \mathcal{B C R}(K, H)$ with $A(0)+C(0)$ closed.
(i) If $P_{(A(0)+C(0))^{+}} C$ is compact, then there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is an invertible relation if and only if $(A C)$ is right invertible and $P_{(A(0)+C(0))^{+}} A$ is Weyl;
(ii) If $P_{(A(0)+C(0))^{\perp}} C$ is non compact, then there is $X \in \mathcal{B}(H, K)$ such that $A+C X$ is an invertible relation if and only if $(A C)$ is right invertible and $\mathcal{N}(A \mid C)$ contains non compact operators.

Next, we end this section with three examples to illustrate the previous results. Assume here that the underlying spaces $H=\ell^{2}=K$.

Example 4.4. Let $A \in \mathcal{B R}\left(\ell^{2}\right), B \in \mathcal{B C R}\left(\ell^{2}\right)$ and $C \in \mathcal{B C R}\left(\ell^{2}\right)$ with $A(0) \subseteq C(0)$. If $(A C)$ is right invertible and $\mathcal{N}(A \mid C)$ contains non compact operators, then we claim that there is $X \in \mathcal{B}\left(\ell^{2}\right)$ such that $M_{X}$ is right invertible.

Indeed, as a relation from $\ell^{2} \oplus \ell^{2}$ to $C(0)^{\perp} \oplus C(0) \oplus \ell^{2}, M_{X}$ has the following matrix form $M_{X}=\left(\begin{array}{cc}A_{1} & C_{[\perp]} \\ A_{2} \\ X & C-C\end{array}\right)$. It is clear that the right invertibility of $M_{X}$ is equivalent to that of $\left(\begin{array}{cc}A_{1} & C_{[1]} \\ X & B\end{array}\right)$. Define bounded linear operator

$$
X:=T+B_{[\perp]}\left(C_{[\perp]}\right)^{+} A_{1} P_{M}
$$

where $T$ and $M$ are defined in the proof of Theorem 3.1. Note that

$$
\left.\begin{array}{rl} 
& \left(\begin{array}{cc}
I & 0 \\
-B_{[\perp]} C_{[\perp]}^{+} & I
\end{array}\right)\left(\begin{array}{cc}
A_{1} & C_{[\perp]} \\
X & B
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
A_{1} P_{M^{\perp}} & C_{[\perp]}^{+} A_{1} P_{M}
\end{array}\right. \\
I
\end{array}\right), C_{[\perp]}, ~\left(\begin{array}{cc}
C_{[\perp]} P_{\mathrm{kerC}}+B-B
\end{array}\right):=L,
$$

and relation $L$ can be written as

$$
L=\left(\begin{array}{lll}
0 & E & C_{[\perp]} \\
F & G & B_{[\perp]} \mathrm{P}_{\mathrm{kec} \mathrm{C}}+B-B
\end{array}\right): M \oplus M^{\perp} \oplus \ell^{2} \rightarrow C(0)^{\perp} \oplus \ell^{2},
$$

where $E=\left.\left(A_{1} P_{M^{+}}\right)\right|_{M^{\perp}}, F=\left.\left(T+B_{[\perp]} C_{[\perp]}^{+} A_{1} P_{M^{\perp}}+B-B\right)\right|_{M}=\left.(T+B-B)\right|_{M}, G=\left.\left(T+B_{[\perp]} C_{[\perp]}^{+} A_{1} P_{M^{\perp}}+B-B\right)\right|_{M^{+}}$. Since $T$ is surjective and $\operatorname{ker} T^{\perp}=M, F: M \rightarrow \ell^{2}$ is surjective. Note that $\left(\begin{array}{ll}A & C\end{array}\right)$ is right invertible and $\left.\operatorname{ran} A\right|_{M}+C(0) \subseteq \operatorname{ran} C$, then $\left(E C_{[\perp]}\right): M^{\perp} \oplus \ell^{2} \rightarrow C(0)^{\perp}$ is surjective. Hence $M_{X}$ is right invertible. This shows the correctness of Corollary 3.3.

Example 4.5. Let $A, B, C \in \mathcal{B R}\left(\ell^{2}\right)$ are given by

$$
\begin{aligned}
& A x=\left(x_{1}, 0, x_{2}, 0, x_{3}, 0, \cdots\right), \quad B x=\left(x_{1}, x_{2}, 0,0,0,0 \cdots\right) \\
& C x=\left(0, x_{2}, 0, x_{4}, 0, x_{6} \cdots\right)
\end{aligned}
$$

for all $x=\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \ell^{2}$, respectively. Then we claim that there exists $X \in \mathcal{B R}\left(\ell^{2}\right)$ such that $M_{X}$ is right invertible.

Indeed, it is clear that $(A C)$ is right invertible, then Theorem 3.4 ensures that there exists $X \in \mathcal{B R}\left(\ell^{2}\right)$ such that $M_{X}$ is right invertible. Alternatively, define $X x=\ell^{2}$ for all $x \in \ell^{2}$. It is clear that ran $M_{X}=\ell^{2} \oplus \ell^{2}$, which means that $M_{X}$ is right invertible. This shows the correctness of Theorem 3.4.
Example 4.6. Let $A, B, C \in \mathcal{B C R}\left(\ell^{2}\right)$ be given by

$$
\begin{aligned}
& A x=\left(0, x_{2}, 0, x_{3}, 0, x_{4}, 0, x_{5}, \cdots\right), B x=\left(0, x_{1}, 0, x_{3}, 0, x_{5}, 0, x_{7} \cdots\right)+B(0), \\
& C x=\left(x_{2}, 0,0,0, x_{4}, 0,0,0, x_{6}, 0,0,0, x_{8} \cdots\right)+C(0)
\end{aligned}
$$

for all $x=\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \ell^{2}$, respectively, where

$$
\begin{aligned}
& B(0)=\left\{\left(0,0, x_{1}, 0, x_{2}, 0, x_{3}, \cdots\right):\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \ell^{2}\right\} \\
& C(0)=\left\{\left(0,0, x_{1}, 0,0,0, x_{2}, 0,0,0, x_{3}, \cdots\right):\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \ell^{2}\right\} .
\end{aligned}
$$

Then there exists $X \in \mathcal{B}(K, H)$ such that $M_{X}$ is invertible.

Evidently, $\operatorname{ran} A+\operatorname{ran} C=\ell^{2}$ and $\operatorname{ran} B^{*}+\operatorname{ran} C^{*}=\ell^{2}$. And $M_{0}$ is Fredholm and $n\left(M_{0}\right)=d\left(M_{0}\right)=1$. From Theorem 3.13, then there exists $X \in \mathcal{B}(H, K)$ such that $M_{X}$ is invertible. Indeed, For all $x=\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \ell^{2}$, we define $X x=\left(x_{1}, 0,0,0,0, \cdots\right)$. Then we have

$$
M_{X}=\left(\begin{array}{cccc}
0 & 0 & C_{1} & C-C \\
A_{1} & 0 & 0 & 0 \\
0 & 0 & B-B & B_{1} \\
0 & X_{1} & 0 & 0
\end{array}\right):\left(\begin{array}{c}
\operatorname{ker} A^{\perp} \\
\operatorname{ker} A \\
\operatorname{ker} C^{\perp} \\
\operatorname{ker} C
\end{array}\right) \rightarrow\left(\begin{array}{c}
\operatorname{ran} C \\
\operatorname{ran} C^{\perp} \\
\operatorname{ran} B \\
\operatorname{ran} B^{\perp}
\end{array}\right) .
$$

It is clear that $M_{X}$ is invertible.
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