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Abstract. It is demonstrated that the following class of difference equations system

— D(un)+b1 V(1)
thysa = @7 (W (o) BpCiiy),
_ W (@) 2P0 ) 1€ No,
Onl = ( (1t2) czwvn>+d2rb<u,,4>)'
where the initial conditions u_;, v_;, for i € {0, 1}, are real numbers, the parameters cjz. + d}z_ #0,aj,bj,cj,d;, for

j € {1,2}, are real numbers, @ and W are continuous and strictly monotone functions such that ® (R) = R,
Y(R)=R,D(0) =0,V (0) =0, can be solved in all cases.

1. Introduction

First of all, recall the notation n = ﬁ means that (ne€ Z:(<n<¢&}if (& € Z, { < &. Further, the
set of natural, nonnegative integer, integer and real number are indicated by the notation of IN, Ny, Z, R,
respectively.

It is important to know if exist solutions of system of difference equations. Firstly, to give the solutions
of system of difference equations, the type of difference equation system must be determined such as linear,
non-linear, Riccati, exponential and fuzzy (see e.g. [9, 19, 20] and reference therein). After determining the
type of difference equations system, the method to be used must be stated. For example, one of the methods
that can be used to solve system of non-linear difference equations and non-linear difference equations, is
the change of variables. There are some authors, who use this method [1, 10-17, 23-29] in literature. But,
some authors still solve systems of non-linear difference equations, by induction [4-8].

Recently, the following difference equation

ag (xn) + ﬁg (2n-1)
v (x) + 69 (x,-1) )

Xur1 = g g () n € Ny, (1)
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where the parameters «, 8,7, 6 and the initial values x_g, for s € {0, 1} are real numbers, yz +6%2#0, gisa
strictly monotone and continuous function, g (R) = IR, g (0) = 0 is solved by using transformation in [21].
Lately, Stevi¢ et al., investigate the following difference equations

ad (xn—Z) + ﬁq) (xn—4)
V(D (xn—Z) + 6@ (xn—4)

Xpi1 = D71 (‘D (2n-1) ), n € Ny, ()

where the initial values x_,, for p = 0,4 and the parameters a, 3, y and 0 are real numbers in [22].

In an earlier paper, Kara obtained closed-form solutions of the following general difference equations

Ah (xn—l) + Bh (xn—Z)
Ch (xp-1) + Dh (x,-2)

Xp+1 = h_l (h (xn) )/ ne NO/ (3)

where the parameters A, B, C, D and the initial values x_g, for ® = 0,2 are real numbers, A2+B2 # 0 # C>+D?,
h is a strictly monotone and continuous function, # (R) = R, & (0) = 0 in [18].

A natural problem is to extend a two-dimensional relative of equation (1) that can be solved in closed-
form. In this paper, we will consider such a system. More precisely, we demonstrate the various subclasses
of nonlinear difference equation systems of the form. In other words, we are interested in the following
general two-dimensional form of equation (1)

oW hou )| 1€ No, 4)

U1 = Pl (\I/ (Un) alq)(un;"'bl\y(vn—'l)
W (v,)+daD(uy-1) ) 7

c1P(uy)+d1W(v,-1) ) 7
Upsl = \If‘l (CD (Mn)

where the initial conditions u;, v;, for t € {—1,0} are real numbers, the parameters ay, by, cx, di, for k € {1,2}
are real numbers, @ and W are continuous and strictly monotone functions, ® (R) = R, ¥ (R) = R, ®(0) = 0,
W (0) = 0. Further, we obtain the solutions of system (4) in closed-form according to states of parameters.
In the last case, we will use suitable substitutions on variables and reduce to second-order linear difference
equations.

Recurrence relations and difference equations are ancient topics whose rigorous analytical study was
largely initiated at the start of the 18th century by de-Moivre who also came up with the phrase “recurrence
relation” in [2]. The general solution in closed-form in terms of the parameters 7, C and the initial conditions
zi, i € {0,1}, to the following linear difference equation of second-order

Zny2 = NZns1 + C2Zy, 1 € Ny, ®)
where C # 0, was obtained by de-Moivre in [2], as follows:

(z1 = Aozo) A} = (21 — A1z) A}
A=Ay

Zy = , ne No, (6)

when C # 0 and 1? +4C # 0, where A1, = BNTHS ";2+4C are the roots of the characteristic equation A>—nA—C =0,
zy = ((z1 — Azo)n + Azg) A", n € Ny, 7)

when C # 0 and > + 4C = 0, where A1, = A = g are the roots of mentioned characteristic equation.
We will use the following very well-known result, which was given by Chapter 1 and page 3-4, in [3].

Lemma 1.1. Consider the linear difference equation

Wrn+j = AnWr(n—1)+j +b, ne INo,
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where a,, and by, are real number sequences and j € {0,1,...,r — 1}. Then, the general solution of variable coefficients
linear difference equation is given by the following formula

=0 k=0 \j=k+1

where the next standard conventions Hf-:]- yi=1and ZL; n; = 0, for all | < j, are utilized here. Moreover if a, and
by, are constants, that is, a, = a and b, = b, then the general solution to constant coefficient linear difference equation
is given by the following formula

urH—l_l

a"lw,_, + b, a#1
Wrn+j = { " oL "ne INp.

wiy+n+1)0, a=1,

2. Closed-Form Solutions of System (4)

The main results of this study are established and proved in this section.

Theorem 2.1. Suppose that a;, bj, cj, d; € R, for j € {1,2}, such that cjz, + d]z # 0 and the functions ® and VW are

continuous and strictly monotone such that ® (R) = R, ¥ (R) = R, ®(0) = 0, W (0) = 0. Then, the general system
(4) is solvable in closed-form.

Proof. If at least one of the initial values u_; or v_;, for i € {0, 1}, is equal to zero, then the solution of system
(4) is not defined. Moreover, assume that u,, = 0 for some 19 € INp. Then, from system (4) we have v,,+1 = 0.
These facts along with (4) imply that v, is not defined. Similarly, suppose that v,, = 0 for some n; € INj.
Then, from system (4) we have u,,+1 = 0 from which along with (4) imply that u,, +, is not defined. Hence,
for every well-defined solution of system (4), we have

v, #0, n> —1. (8)
ifand onlyifu_jv_; # 0, fori € {0, 1} Firstly, since® (R) = R, Y (R) =R, ®(0) =0,¥Y (0) = 0and ®,¥ : R —» R

are continuous and strictly monotone functions, ® and W are one to one functions. Further, the only root
of the functions ® and W is 0. So, these functions are homomorphism on RR. Taking this property of the
functions into consideration, the solutions of system (4) according to the states of the parameters will be
examined as follows:
Case 1.a;jd; = bjc;, for j € {1,2}: In this case, we have 6 sub-cases.
Subcase 1.1.aj = 0 = bj, cjd; # 0, for j € {1,2}: In this case, system (4) becomes
Ui = @7 (0), Dus1 = W (0), 1 € No.

By using the properties of functions ® and W in the last equations, we get the solution of system (4) as
follows

u,=0,v,=0, neN. )

Subcase 1.2.a; = 0, b;jd; # 0, for j € {1,2}: In this case, with these conditions, we straight away get c; = 0,
for j € {1,2}, and hereby, d; # 0, for j € {1,2}, which implies

Ups1 = O (Z—l‘l’(?’n)), Upp = W7 (2—2@(%)), n € No. (10)
1 2

Also, from (10), we easily obtain

b b
D (4p41) = d—i\lf(m, W (0,41) = d—i@(un), n € No, (11)
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from which it follows that

blbz blbz

D (Uy41) = CI’(Mn 1), Y (vp41) = W(Un 1), n€N. (12)

Since the equations in (12) are solvable, we define new variables as following forms
zn = ®(uy), ty = W(vn), n € No. (13)

By substituting the new variables to equations in (12), we obtain the second-order linear difference equations
as follows:

bib bib
Zp+l = ﬁzn—ll fpe1 = ﬁtn—ll ne€N. (14)

By using Lemma 1.1 for r = 2, we can write the general solution of the equations in (14) as follows

biby\" biby\"
Zopti = (ﬁ) Zi, topsi = (ﬁ) ti, n € Ny, (15)

for i € {0,1}. Further, from (13) and the solutions in (15), the general solutions of system (10) can be written

by

P ((Zlff) @ (u; >) Ve = W ((lez) v (o, )) n € No, (16)

forie {0,1}.

Subcase 1.3. bj = 0,ajc; # 0, for j € {1,2}: In this case, with these conditions, we immediately have d; = 0,
for j € {1,2}, and consequently, c; # 0, for j € {1,2}, which implies

a a
ot =07 (20 ,), 0,1 = w7 (20 wy), n N, (17)
Further, from (17), we get
ay as
D (up41) = a‘l’(vn), W (vp41) = ECD(un), n € No. (18)

from which it follows that

a1a ai1a
D (1) = ﬁ@( ), W (Ue1) = ﬁwvn 1), neN. (19)

By using transforms in (13), then we get the second-order linear difference equations as follows:

a1az a1az
Zn4l = ——Zp-1, b1 = —tu-1, n € N. (20)
102 102

By using Lemma 1.1 for 7 = 2, we can write the general solution of equations in (20) as follows

aian " aian n
Zon+i = (—) Zi, tonsi = ——| ti, n € Ny, (21)
C1C2 C1C2

for i € {0,1}. From (13) and the solutions in (21), the general solution of system (17) can be written by

aap \" a1ap \"
e = 7 ((22) 0 ), o3 = W7 ((22) W (@0), 1€ Ny, (22)
Cc1Co C1C2
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forie {0,1}.

Subcase 1.4. d; = 0, for j € {1,2}: In this case, with this condition, we straight away get b; = 0, for
j € {1,2}, and hereby, ¢; # 0, for j € {1,2}. Then, there are two cases to be considered. These cases are ei-
thera; = Oora; # O for j € {1,2}. These two cases were investigated in Subcase 1 and Subcase 3, respectively.

Subcase 1.5. ¢c; = 0, for j € {1,2}: In this case, with this condition, we immediately have a; = 0, for
j € {1,2}, and consequently, d; # 0, for j € {1,2}. Then, there are two cases to be considered. These cases
are either b; = 0 or b; # 0 for j € {1,2}. These two cases were investigated in Sub-case 1 and Sub-case 2,
respectively.

Subcase 1.6. ajbjcid; # 0, for j € {1,2}: In this case, with this condition, we straight away get a; = b;—? for
j € {1,2}. Then system (4) reduces to system (10), whose solution is given by formulas (16).

Case 2. ajd; # bjcj for j € {1,2}: In this case, from (8) and the monotonicity of ® and W, we have the
following inequalities

D(u,)#0, W(v,) #0, n > —1. (23)

Then, from (23), system (4) can be written in the following form

D(,) W(o,)
D (uns1) _ N, DT W () _ 23, yth

p = , n € INp. 24
V@) ol g @) Ml g, 0 (24)
By using the following change of variables
@ (un) \I’(Un)
Zy = , Wy = n € Ny, 25
V@) T @) )

we get the following Riccati difference equations as follows:

mz, + by _ MWy + b,

oz + b _ Bt N 26
1z, + dl i Cowy, + dz 0 ( )

Zn+l =
In here, there are two cases to be considered for system (26).

Subcase 2.1. ¢j = 0 for j € {1,2}: In this case, system (26) is presented by

b b
Zny1 = %zn + i, Wpiy = Z—iwn + d_z’ n € No. (27)

Now the subcases % =1and Z—; # 1 for j € {1,2} will be considered separately.

Subsubcase 2.1.1. a; = d; for j € {1,2}: In this case, by using Lemma 1.1, if Zl—]l =1 and Z—i =1, in (27), the
solutions of equations in (27) can be written in the following form

b> —n, n € N, (28)

by
Zn =20+ —MN, Wy = Wy +
dy

dy

from which along with (25), it follows that

q’(uo)
W (v —1)

‘I’(Uo)
D (u —1)

D (u,) = ( )\P(UH 1), Y (v,) = ( )q)(un 1), n € No. (29)
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By substituting the first equation in (29) into the second equation in (29) and the second one in (29) into the
first one in (29), we can easily get

{@(un)= E;’f:(‘fﬁ ) (g 3+d2( 1))®(un_z>,n

W)= (or + 2n) (G + 2 (1= 1)) ¥ (052),

eN. (30)
W(v_1)

On the other hand, we get the general solution of system (4) as follows
= 01 (000) T (84 4 .2+ 0) (403 + 2 @1+i-D),
Uan+i = v (\I/ (vi) H]]?zl (;ﬁ)) + d, (2] + 1)) (‘1?((;—01)) d (2] +i= 1)>) ’

forie {-1,0}.

ne NO/ (31)

Subsubcase 2.1.2. a; = d; and a, # dy: In this case, by using Lemma 1.1, if % =1and Z—z #1,in (27), we
can write the solutions of equations in (27) as follows

() -1

b ap n
= == . 32
Zy = ZO+d1n Wy = (dz) wo + by——— P , nelNy (32)
Clearly, from (25), we get
D (u,) = (% + b_ln)\P(Un 1),
W) (dz )n ne NO. (33)
V()= (%) o + by i@ (1),

By substituting the first equation in (33) into the second equation in (33) and the second one in (33) into the
first one in (33), we get that in this case

() = (go + 4n) [(;Z)n e + by (dzz) = ](D(un 2),
n € IN. (34)

n 2)
V(o) = [(%) w + bz(zﬁdz ](\5&3) +i =)V (0r-2),

and consequently

o 2j+i-1
_ 1 . -1
Uppyi = @71 [‘D (i) IT7= (\1(?((5,01)) 72+ 1)) [( ) q\f}(ivol) +by ( zaz—dz D'

2j+i
~ 2j+i 2
= ¥ 1[‘”<vf>ﬂ7zl[<s—z) vy, 8) ]<$:“° 1<z]+z—1>>]

forie {-1,0}.

n € INp, (35)

Subsubcase 2.1.3. a1 # di and a, = d,: In this case, by using Lemma 1.1, if [’% # 1 and ;—i =1, in (27), the
general solutions to equations in (27) can be written as follows

“_1"_1
al) (d) b,
= (=) o+ ~— w, = wy+ =n, neN 36
z (dl 0 1—d1 0 A 0- (36)

From (25), we obtain

®w)= (%) Wy + i )d] W (©n-1), € N, (37)

W)= (g + n)CD(un 1),
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By substituting the first equation in (37) into the second equation in (37) and the second one in (37) into the
first one in (37), we obtain that in this case

n a)
() = [(3—1) sy, B ](&f:ﬂz B )0,
nelN. (38)

tll n—l_
W= (H00 4 ) [(21) o, B ]wvn-z»

and consequently

L — 1
Ui = D7 W(v_q) a1—d;

2j+i

(D(u)H] 1[( )2]+l D(up) +b1(1) -1 ((;y(i:)()l (2]4_1_1))
o o P

W (0) [T (g + 2 (2 +1) [(%)% 1 Ty + b (dla)l—dl 1]]

n € Ny, (39)
-1

Don+i =

forie {-1,0}.
Subsubcase 2.1.4. a; # d; for j € {1,2}: In this case, by using Lemma 1.1, if % #1and f,—z # 1,in (27), we have
write the solutions of equations in (27) as follows

o\
Zy = (%)n zo + bl—(z_ll)_ ;11, wy, = (Z—i)n wo + bz—Zz _;2 , n € No. (40)
Taking into account (25), we get
Yt owy o, )
D)= (%) gk 1+ i TV @) )
WE)= (%) b e ),

By substituting the first equation in (41) into the second equation in (41) and the second one in (41) into the
first one in (41), we have

W(v_1) a1—dq dy D(u-1) ay—dp
o n o n-1
(my vew o ) (ayt o, (B)
W(vn) = ((i) ‘D(u—ol) + b ay—dy (i) W(U—Ol) +b a—d ¥ (vn2),

from which it follows that

(D(un) i ((%)n Dlug). + bl(%)__l (”_Z)n_l W(wo) + bz(%) q)(un 2)
neN, (42)

Uon+i = W(v-1) - da D(u-1) 2" nd, ’

( )21+; ) (ﬂ )2/+11 )
i+i - 2j+i-1
wor i (™ i oo L (7 e 08|

forn € Ny, i € {-1,0}.
Subcase 2.2. c; # 0 for j € {1,2}: In this case, by employing the following substitution

24 g () (it ey, (7))
Ko (ui) H}Ll {(%) (140) + b2 (ﬂ_z) o B

(43)

-1

Don+i =

c1z, + dl = pn+1, ne No. (44)

n
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to the first equation in (26), we have the following second-order constant coefficients linear difference
equation

Pus2 — (a1 + d1) ppa1 — (bic1 —ard1) pn = 0,1 € N. (45)
The characteristic equation for (45) can be written as follows
A% = (a1 +d1) A = (biey —mdy) = 0,
ar+dy+ Ve )P +4brc—ard) atdi = Vi +d1 ) +(brci-mdr)

where A1 = > , Ay = > ,
if Ay = (@ +d1)* +4(bici —ady) # 0, and Ayp = 238, if Ay = (a1 +d1)* + 4 (bics —mdy) = 0. Then, the

solution of equation (45) with the initial values py, p;1 is

_ (p1 = Aapo) A} = (p1 — A1po) A}
Pn = =, ’

€ No, (46)

if (a1 + d1)* + 4 (bycy — axdy) # 0, and

pn = ((p1 = Aapo) n + Aipo) A, n € No, (47)
if (aq + dl)2 +4 (bic1 — a1dq) = 0. By using (44) and Z—; = c12¢ + d1, the solution of the first equation in (26) can
be written by

- 1 (a1zo +di = o) /\;Hi —(c1zo + 1 — )\1))\§Jr1 B d—1, neNo, 48)

a (azo+di —A) A} = (a1zo +d1 — M) A) 1
if (a1 + d1)* + 4 (brcy — mdy) # 0, and
c1zo+di —A)(m+1)+ Aq) A?
zn=l((10 1= A1)( ) + A1) 1_@,116]1\[0, (49)
c1 ((c1zo +di — A)n+ Ap) AY! 1
if (a1 + d1)* + 4 (b1cy — mydy) = 0.
Similarly, by using the following change of variable
ooy +dy = T 1 e N, (50)

n

to the second equation in (26), we obtain the following second-order constant coefficients linear difference
equation

Gne2 — (a2 + d2) Gusr — (baco — a2d2) g, = 0,1 € INo. (51)
The characteristic equation for (51) is
A2 = (ay + d2) A = (bacy — apdy) = 0,
iyt Viarrd) +dlbscstady) ) e V@ +dy) +4(bac,-ady)

where A; = 5 s Ay = 5 /
if Ay = (a2 + do)* + 4 (bacs — a2da) # 0, and Aza = 252 if Ay = (a2 + d2)* + 4 (bacy — a2d>) = 0. In addition, the
solution of equation (51) with the initial values qo, 41 is

(g1 = Aaqo) A3 — (q1 — Asqo) A
In = A5 — A ’

€ Ny, (52)
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if (ay + dp)* + 4 (bycy — apds) # 0, and

gn = ((q1 = A3qo) 1 + A3qo) A5, n € N, (53)
if (ap + d2)2 + 4 (bacy — axd,) = 0. By using (50) and Z—; = cowy + d, the solution of the second equation in (26)
can be written by

1 (cawo +dy = Ag) A§ = (cqwo + dy — Az) AJ™! b

1 , n €Ny, 4
¢ (cwo +da — As) A — (cawp + da — A3) A o e 54

wy =

if (a2 + do)* + 4 (bacy — axds) # 0, and

Cowo +da — A3z) (n+ 1) + A3) A
Wn:l((z o +d2 3) ( ) 33 3_d2 e N, (55)
C2 ((C2w0+d2—)\3)1’l+)\3))\§1 C2

if (a2 + do)* + 4 (byco — apds) = 0

From the relations (48), (49), (54) and (55), we observe that there are fundamentally two different
formulas for solutions of system (4), depending on the states of AjA; # 0 and A = Ay = 0.
Subsubcase 2.2.1. A1A; # 0: In this case, by using (25), (48) and (54), we obtain

@(up) n+ q’(” ) n+
D (u,) = l(cl“’(”ol)% B A o R A — LW (v,.)
n “la (1) _ ‘1’(“0) &t n=1)s
C1 ‘l/(v_l)+d1 Ao /\ ( +d1 1 / c N (56)
¢ W(vp) +dy—A4 /\714-1 ¥(vg )+d A3 /\)H-l n 0-
\II(U ) |1 20(u_y) (p( 1) _ b q)(u )
! e (c Y0) yg,-2 )/\ (c 2C0) 4,0 )/\” ¢ et
(D(u 1) 274 2‘[)(11 1) 2773

By substituting the first equation in (56) into the second equation in (56) and the second one in (56) into the
first one in (56), we have

O, =|1 o ) At ko e A P
T gy
) n ¥(%)
1 (%) (D(ufJ )+d2—/\4)A3—(C (IJ( )+d2 /\3) _ d_
X (CZ (Cz ¥(zo) 1+d2—)\4)/\§71—(02 (:éiv )+d2—/\3)}\n—1 sz @ (un—Z) 4 N (57)
_ n ,

)

_ (czﬁ&fﬁ‘)%) T L R )
V(o) = (é (C DI((O) +dy— /\4) (Cz(p(u 1)+d2 /\3)/\” 2
(l( (Cl \y(él()))"'dl /\2)/\" ( ;((”0)) +di— )\1)/\” i
¢ C1

(( 0)) - /\2)/\” 1 (C1 ((”0)) - Al)/\n 1a

and consequently

+d1 2)A2/+i+1 (C ( ) +d A )A2/+1+1

— -1 n 1 \v o) ! ) _d
i = 07| T | 257 - —-4
J ‘1 ‘Ii(z 0)) +di— /\2)/\?‘* (C1 ‘I/(( )3 +d1 1)A§l+ “
I z 2j+i O ) 2j+i
(l o ) s WP
[ ‘I’( 0) ) 2/+i71_( ¥(v9) ) 2j+i-1 o |l
(Cz fDS 7_1)+d2 Ay /\3 C2 CDS )+d2 Az A (58)
o W (g +d2—A4)/\§/+1+1—(C (I\’!Zizo )+d2 Aa)Ai;wfl dz]

w1 3T l( @(u_1) )
S LD L = e = e e

(L (cl W((“O))ml AZ)AZ”’ ( ‘I’((“O))ml Al)/\zf“ 4 ]
C
(

D D
. W((“o)) dy— )/‘?JH 1_(61 w((“o)) dy— ])/\§]+l 1 a

X
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forn e Ngandi € {-1,0}.
Subsubcase 2.2.2. A1 = A; = 0: In this case, from (25), (49) and (55), we obtain

1 ((c ;(u”[’)) +d1—)\1)(n+1)+/\1)/\”
a ((c1 00) 4 g, Al)n+A1)/\” 1
1

®w)=( ﬂwmm,

V(o)
((cz ;YOT)) +dp— /\3)(n+1)+ /\3) A

W
e ((c (D(fz)) +d2—/\3)n+/\3)/\’3’ 1

n € INp. (59)

wm>=( —Q®mm,

By substituting the first equation in (59) into the second equation in (59) and the second equation in (59)
into the first equation in (59), we obtain

_l11 ((Cl 5((.:‘_‘1)) +d1*/\1)(n+1)+)\1)/\,ll 4
(D(T/ln) a [Cl ((cl \:)((1:}_01) +d17?\1)n+/\1);\;r—1 c:

((CZ ‘[—’(vo +dp— A3)Yl+/\’;)A"7‘l

1 D(u_1) dy
X D (u
( ((52 (:E‘(li())) +d2 /\3)(1,1 1 +A3)A” 2 Cz] ( n— 2)

n € IN. (60)

(%]
— (( \lzuzo)erz /\3)(1’l+1)+/\3))\n p
W (v,) = (cl (( m;o) o AS)MS)W -

1 ((Cl ‘;}(1“0))+d1 /\1)n+A1)/\" 1 ]
(Cl ((Cl \S’((:i)) +d1—A1)(n—1)+/\1)/\;1 N Cll \I/(Un 2)

Then, the general solutions of system (4) are

(( (I)(UO) +d1 /\1)(2]+1)+/\ )AZ/M ! a

((“ IWE( 2 =2y +as _d ]
Cz d’z(l ) +d2 A3)(2]+1 1)+/\3) ZIH -2 e !
\I’( 2]+z
l €2 s +d2 A3)(2]+z+1)+2\3) B d_z)
o

(o,
@(SO) +dy— Az)(2j+1)+/t3)/\2]” ! @

1 ‘I’(u )+d1 /\1)(2]+z)+A1) 1271 .
(i il

CD((”O)) +dy— /\1)(2]+z 1)+A) A2

@(ug) +d1 M (2]+1+1)+/\1 AT
Uop+i = @‘1[<IJ (i) T17- [é(( o ) ) dl)

ﬁl,_.

(61)

Uopti = ‘1’_1[‘1’ (v;) H;‘l=1

—_—

forne Ngandi€ {-1,0}. O

Corollary 2.2. Consider system (4) with the initial conditions u_, v_y, for t € {0, 1} and the parameters c]2. + d]z #0
aj, bj, cj, dj, for j € {1,2}, which are real numbers. Then the following statements are true.

a) Ifajd; = bjcj,a;=bj =0and cid; # 0 for j € {1,2}, then the general solution to system (4) is given by (9).
b) Ifajd; = bjcj,a; =0and b;d; # 0 for j € {1,2}, then the general solution to system (4) is given by (16).

c) Ifajd; = bicj, bj = 0 and ajc; # 0 for j € {1,2}, then the general solution to system (4) is given by (22).

d) Ifajd; = bjcj, d;j = 0and aj = 0 for j € {1,2}, then the general solution to system (4) is given by (9).

e) Ifajd; = bjcj,dj = 0and a; # 0 for j € {1,2}, then the general solution to system (4) is given by (22).

) Ifajd; =bjcj, c; = 0and b; = 0 for j € {1,2}, then the general solution to system (4) is given by (9).

Q) Ifajd; =bjcj, cj = 0and b; # 0 for j € {1,2}, then the general solution to system (4) is given by (16).
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h) Ifajd; = bjcj and a;bic;d; # 0 for j € {1,2}, then the general solution to system (4) is given by (16).
i) Ifajd; # bjcj, cj = 0and a; = d; for j € {1,2}, then the general solution to system (4) is given by (31).
j) Ifajd; # bjcj,cj =0, for j € {1,2}, a1 = dy and ay # dy, then the general solution to system (4) is given by (35).
k) Ifajd; # bjcj,c; =0, for j € {1,2}, a1 # dy and ay = d», then the general solution to system (4) is given by (39).
D Ifajd; # bjcj, cj = 0and a; # d; for j € {1,2}, then the general solution to system (4) is given by (43).

m) Ifaid; # bjcj, c; # 0, for j € {1, 2} and (a1 + i) + 4 (b1 — andy)) (a2 + do)* + 4 (bacy — axda)) # O then the

general solution to system (4) is given by (58).

n) Ifaid; # bicj, cj # 0, for j € {1,2} and (a1 + d1)> + 4 (bic1 — ard) = 0 = (ap + do)* + 4 (baca — apdo), then the

general solution to system (4) is given by (61).
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