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Abstract. The purpose of this paper is the study of the local existence of solutions to an abstract quasi-
linear Kirchhoff equation with a nonlinear in-homogeneous term submitted to an internal viscous damping
of fractional type. We establish the local existence using a method introduced by Kato[26] combined with
the multiplier method and some fixed point argument.

1. Introduction

We are concerned in this paper by the study of the local existence of the following systemΨ′′(t) + ϕ(∥A
1
2Ψ(t)∥2)AΨ(t) + γ∂α,ηt Ψ(t) = f (Ψ(t)), in [0,L],

Ψ(0) = Ψ0, Ψ
′(0) = Ψ1,

(1)

where γ > 0, η > 0. The notation ∂α,ηt stands for the generalized Caputo fractional derivative of order,
0 < α < 1, with respect to the time variable t see [1, 7, 8, 14, 15]. It is given by the following formula

∂α,ηt f (t) =
1

Γ(1 − α)

∫ t

0
(t − τ)−αe−η(t−τ) d

dτ
f (τ)dτ, η ≥ 0.

Where Γ(z) =
∫
∞

0
tz−1e−tdt.
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1.1. Literature
In recent years, special attention has been focused on fractional derivatives, both in their interpretation

and as a non-local dissipation; for more details, see [2, 3, 12, 21, 22, 34, 37] and the references therein.
In [32, 33] B. Mbodje investigates the asymptotic behavior of solutions to the wave equation with a

boundary viscoelastic damper of the fractional derivative type. He showed that the system is well-posed
in the sense of a semi-group. He also proved that the associated semi-group is not exponentially stable, but
only strongly.

utt − uxx = 0 on (0, 1) × (0,+∞),
ux(0, t) = 0 in (0,+∞),
ux(1, t) = −γ∂β,ηt u(1, t) in (0,+∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x) in (0, 1).

A great deal of attention was paid to the multi-dimensional case of this system, proving its result and
improving it with polynomial or generic decay, as details may be found here[3, 9].

In [4] K. Ammari et al. give an extensive attention to the following system{
u′′ +Au +B∗B∂η,αt u = 0, in (0,+∞),
u(0) = u0, u′(0) = u1.

(2)

Where as before ∂η,αt denote the generalized Caputo fractional derivative. This system is a particular case
of system (1) when ϕ ≡ 1, B∗B ≡ γ and f ≡ 0. The well-posedness is proved using semi-group theory, the
authors remarked that this kind of viscous damping push the system to loss its exponential decay to zero,
and provided an optimal polynomial decay rate of the solutions.
The following abstract system has been extensively studied in the literature

u
′′

+ ϕ(∥A
1
2 u∥2)Au + V(t) = U(t). (3)

Using a method developed by Kato[26], the authors of [24] examined the local existence and blow-up of
solutions in finite time when V ≡ 0 and U(t) = f (u(t)). Using the same methodology as previously, he
introduced a viscose damping δu′(t) to the system in[23]. The results were similar with a slight variation.
The specific instance in which V ≡ 0 and U ≡ 0 are presented in [6]. System (3) with various dissipations
and specific perturbations was the subject of extensive literature; for this, we can refer to [6, 16–20, 23, 25,
25, 26, 30] and the references therein. We can quote [5] and the references therein, as well as the extensive
literature devoted to the study of the linear model of the system (3).

This work is organized as follows: In Section 2, we provide the necessary notations and hypotheses
for the study. In Section 3, we transform system (1) as an augmented model to simplify the study. In
section 4, we deal with the local existence of solutions to system (1). In Section 5, we present an example of
application to illustrate our study. In Section 6, we recap this study, give some remarks and open problems.

2. Hypotheses and preliminaries

In this section, we prepare some hypotheses that will be needed in the proof of our result. Let H be
a real Hilbert space, with inner product < ., . >H and norm ∥.∥H . Let A be a non-negative self-adjoint
linear operator in H , with domain D(A) = V endowed with the graph norm of A, denoted ∥.∥V, i.e.,
∥u∥2
V
= ∥u∥H + ∥Au∥H , is a real Hilbert space and its injection inH is continuous. The same is true forA

1
2

with domainW = D(A
1
2 ), also endowed with the graph norm ∥u∥2

W
= ∥u∥H + ∥A

1
2 u∥H and for this graph

V is dense inW (See [31]). We introduce the space Ṽ := L2(R× [0,T];H) and for θ, θ̃ ∈ Ṽwe take its norm
by

||θ||2
Ṽ

:=
∫ +∞

−∞

||θ(τ, t)||2
H

dτ.
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and its inner-product is given by

< θ, θ̃ >
Ṽ
=

∫ +∞

−∞

< θ(τ, t), θ̃(τ, t) >H dτ.

Assume that there exists m0 > 0 and ϕ satisfies

ϕ ∈ C1[0,∞) and ϕ(s) ≥ m0 > 0. (4)

Let f be a non-linear operator with domainD( f ) = {u ∈ H| f (u) ∈ H}, we assume further that

W ⊂D( f ), f (0) = 0 and f (u) ∈ W for any u ∈ V. (5)

For each ν > 0, there exists Lν > 0 such that if

∥A
1
2 u∥W ≤ ν, and ∥A

1
2 v∥W ≤ ν, for any u, v ∈ V, then

∥A
1
2 f (u)∥H ≤ Lν,

∥ f (u) − f (v)∥H ≤ Lν∥A
1
2 u −A

1
2 v∥H ,

(6)

|τ|θ ∈ L2(R,H) Set ζ̃ = ||τθ||
Ṽ
. (7)

Remark 2.1. We can deduce from equations (5) and (6) that

∥ f (u)∥H ≤ νLν, for u ∈ V, with ∥A
1
2 v∥W ≤ ν. (8)

Before treating the existence of system (1), we see it useful to define what we mean by a solution.

Definition 2.2. A functionU = (Ψ, θ)T : [0,L]→H × Ṽ is called a solution to system (25) on [0,L] if

1. Ψ ∈ C([0,L];V) ∩ C1([0,L];W) ∩ C2([0,L];H) and θ ∈ C1([0,L]; Ṽ).
2. U satisfies the first two equations in (25).
3. Ψ(0) = Ψ0, Ψ′(0) = Ψ1, θ(0) = θ0.

We recall the definition also of the Yosida approximation ofA and its properties.

Lemma 2.3. [13] LetA be a non-negative self-adjoint operator inH , setJλ = (I + λA)−1 for λ > 0 be a resolvent
ofA, andAλ = AJλ be the Yosida approximation ofA. Then

1. ∥Jλ∥H ≤ 1 and Jλw −−−→
λ→0

w inH .

2. ∥Aλw∥H ≤ ∥Aw∥H andAλw −−−→
λ→0

Aw inH for w ∈ V.

Lastly, we will briefly review Kato’s theory, which is essential to the existence proof. We consult [26, 27]
for further information. The Hilbert spaces X,Y have the norms ∥.∥X and ∥.∥Y, respectively. For the linear
equation, we are interested in the abstract Cauchy system in X. d

dt
u(t) + Q(t)u(t) = f (t), On [0,L],

u(0) = u0.
(9)

We denote by B(X,Y) the set of all bounded linear operators endowed with its norm. ∥.∥B. By G(X,M, β)
the set of all operatorsA in X such that −A generates a C0-semi-group (e−tA) with

∥e−tA
∥X ≤Meβt, t ∈ [0,∞).

We write G(X) = ∪{G(X,M, β)|M > 0, β ∈ R}.
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Definition 2.4. [28] Let (A(t))0≤t≤L be a family of operators inG(X). (A(t))0≤t≤L is said to be stable with the stability
index M, β if∣∣∣∣∣∣∣∣Πk

j=1(A(t j) + λ)−1
∣∣∣∣∣∣∣∣

X
≤M(λ − β)−k, for some M > 0, β < λ, (10)

for every finite subdivision 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ L of [0,L], k ∈N.

It is worth noticing that the definition is hard to apply, and to decide whether a family is of this type, we
shall give a characterization for the proof (see [26, Proposition 3.4]).

Proposition 2.5. [26] For each t ∈ [0,L] let ∥.∥t ba a new norm in X equivalent to the original one, depending on t
smoothly in the sense that

∥x∥t
∥x∥s

≤ ec|t−s|, x ∈ X s, t ∈ [0,L].

Assume for each t ∈ [0,L],A(t) ∈ G(X, 1, β), where Xt is the space X with norm ∥.∥t. Then (A(t))0≤t≤L is stable, with
the stability index M = e2cL and β with respect to ∥.∥t for any t ∈ [0,L].

The study of system (9) is reduced to the construction of the evolution operator §(t, s) ∈ B(X), defined on
the triangle ∆ : 0 ≤ s ≤ t ≤ L. Where {X(t, s)} is a family of operators such that u(t) = X(t, s)u0 is the solution
of the homogeneous differential equation d

dt
u(t) + Q(t)u(t) = 0, On [s,L],

u(s) = u0.
(11)

From this family, we can express the solution of system (9) as an integral equation given by

u(t) = X(t, 0)u0 +

∫ t

0
X(t, s) f (s)ds. (12)

at least in a formal way. The construction of the evolution family is based on the following theorem (see
Kato[28]).

Theorem 2.6. [28] Assume the following conditions holds

• {A(t)}0≤t≤L is a stable family of operators in G(X) with the stability index M and β.

• There is a Hilbert space Y, continuously and densely embedded in X, and an isomorphism S of Y onto X, such
that SA(t)S−1 = A(t), 0 ≤ t ≤ L.

• Y ⊂ V, 0 ≤ t ≤ L, so that A(t) ∈ B(Y,X). The mapping t → A(t) ∈ B(Y,X) is continuous in the operator
norm.

Then there is a unique evolution operator {X(t, s)} defined on the triangle ∆ such that

1. X is strongly continuous on ∆ to B(X).
2. X(t, s)X(s, r) = X(t, r) and X(s, s) = I.
3. X(t, s)Y ⊂ Y and X is strongly continuous on ∆ to B(Y).

4.
d
dt
X(t, s) = −A(t)X(t, s),

d
ds
X(t, s) = X(t, s)A(s), which exist in the strong sense in B(Y,X) and are strongly

continuous on ∆ to B(Y,X).
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Furthermore we have the estimates for X(t, s):

∥X∥∞,X ≤MeβL, (13)

and

∥X∥∞,Y ≤ ∥S∥B∥S−1
∥BMeβL, (14)

where

∥X∥∞,X := sup
{
∥X(t, s)∥∞,X|t, s ∈ ∆

}
. (15)

Let u be the function defined in equation (12). In order for u to be a strong solution, we require additional
conditions on both u0 and f ; thus, the following theorem is required.

Theorem 2.7. [27, 28] Let u be given by equation (12). If u0 ∈ Y and f ∈ C([0,L]; X) ∩ L1([0,L]; Y), then
u ∈ C([0,L]; Y) ∩ C1([0,L]; X) and u satisfies (11) and the estimates

∥u∥∞,Y ≤ ∥X∥∞,Y
(
∥u0∥∞,Y + ∥ f ∥1,Y

)
, (16)

where

∥u∥∞,Y := sup
{
∥u(t)∥∞,X|t ∈ [0,L]

}
and ∥ f ∥1,Y :=

∫ L

0
∥ f (t)∥Ydt. (17)

Finally, we present the perturbation theory that will be used later (see Kato[27, 28]). Let us consider another
equation d

dt
v(t) + Q̃(t)v(t) = 1(t), On [0,L],

v(0) = u0.
(18)

In order for the evolution operator X̃(t, s) to exist and for the system (18) to be solvable, we assume that the
family {Q̃} satisfies the requirements of Theorem 2.6 with the same Y and S. Then we have the following
theorem.

Theorem 2.8. [27, 28]Let u0 ∈ Y and f , 1 ∈ C([0,L]; X)∩L1([0,L]; Y). If u and v are the strong solutions of (9) and
(18), respectively, then we have

∥u − v∥∞,X ≤ ∥X̃∥∞,Y
(
∥ f − 1∥1,X + ∥Q̃u − Qu∥1,X

)
. (19)

3. The Augmented Model

This section is concerned with the reformulation of model (1) into an augmented system. For this, we
need the following result.

Theorem 3.1. [4] Let µ be the function

µ(τ) = |τ|
2α−1

2 . (20)

The relationship between the system’s input ”U” and output ”O” is then established.

θt + (τ2 + η)θ −U(t)µ(τ) = 0 η ≥ 0 R × (0,+∞), (21)
θ(τ, 0) = 0, (22)

O(t) =
sin(απ)
π

∫ +∞

−∞

µ(τ)θdτ, (23)
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is given by
O(t) = I1−α,η

U(t),

where

I
α,η f (t) =

1
Γ(α)

∫ t

0
(t − τ)α−1e−η(t−τ) f (τ)dτ.

Before transforming system (1) we give the following lemma which will be used in the coming sections.

Lemma 3.2. [4] If ϱ ∈ Dη = C\] −∞,−η[, then∫ +∞

−∞

µ2(τ)
ϱ + τ2 + η

dτ =
ζ
γ

(ϱ + η)α−1. (24)

Here ζ = γ sin(απ)
π .

At this stage we can use Theorem 3.1 and transform equivalently system(1) into
Ψ′′(t) + ϕ(∥A

1
2Ψ(t)∥2)AΨ(t) + ζ

∫ +∞

−∞

µ(τ)θ(τ, t)dτ = f (Ψ(t)), in [0,L],

θt(τ, t) + (τ2 + η)θ(τ, t) −Ψ′(t)µ(τ) = 0, in R × [0,L],
Ψ(0) = Ψ0, Ψ

′(0) = Ψ1, θ(τ, 0) = θ0.

(25)

4. Local existence

We will apply a technique presented in Kato[28] to demonstrate the local existence of solutions of system
(25) in this section. The following is the local existence theorem.

Theorem 4.1. (Existence and Uniqueness) Let γ ∈ R. Suppose that conditions (5)-(6) are satisfied. Then for any
θ0,Ψ0 ∈ V and Ψ1 ∈ W, there exists a real number L0 depending only on ∥θ0∥V, ∥Ψ0∥V and ∥Ψ1∥W such that
problem (25) has a unique solutionU(t) = (Ψ(t), θ(t))T on [0,L0].

The proof of this theorem will be a consequence of a series of lemmas, but before that we need to prepare
some notations. Let ν > 0 be an arbitrary constant satisfying

ν ≥ max

[ 2
min{1, ζ,m0}

(
||Ψ1||

2
W
+ ϕ(∥A

1
2Ψ0∥

2
H

)
∣∣∣∣∣∣∣∣A 1

2Ψ0

∣∣∣∣∣∣∣∣2
W

+ ζ ||θ0||
2
Ṽ
+ 1

)] 1
2

,
√
τ2 + η

 . (26)

Set

Λ0 := max
{
ϕ(s)|0 ≤ s ≤ ν2

}
, (27)

Λ1 := max
{
|ϕ′(s)||0 ≤ s ≤ ν2

}
, (28)

and

Λ2 :=

√
ζ3

γη1−α (29)

Let Lν > 0 be a constant, the existence of which is guaranteed by (6) and set

ω1 := max {Lν, νLν} , (30)
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and

ω2 := 2
(

2Λ1ν2

m0
+ ω1 + 2η

)
. (31)

Moreover, let L0 > 0 be a constant such that

eω2L0 ≤ 2, (32)

and

2ω1L0 ≤ 1. (33)

In order to use the method in Kato[28] we need to write system (25) as an abstract quasilinear evolution
equation, and to do so we setY = (Ψ, φ, θ)T where φ = Ψ′ and we write{

Y
′(t) + Θ(Y(t))Y(t) = F(Y(t)),
Y(0) = Y0,

(34)

whereY0 = (Ψ0, φ0, θ0), F(Y(t)) = (0, f (Ψ(t)), 0)T and

Θ(Y(t)) =


0 −I 0

ϕ(∥A
1
2Ψ(t)∥2)A 0 G

0 −µ(τ)I
(
τ2 + η

)
I

 .
Where Gθ = ζ

∫ +∞

−∞

µ(τ)θdτ. We fix X =W×H × Ṽ and Y =V×W× Ṽ endowed with norms

∣∣∣∣∣∣Y∣∣∣∣∣∣2
X = ||Ψ||

2
W
+

∣∣∣∣∣∣φ∣∣∣∣∣∣2
H
+ ζ ||θ||2

Ṽ
, for Y ∈ X,∣∣∣∣∣∣Y∣∣∣∣∣∣2

Y = ||Ψ||
2
V
+

∣∣∣∣∣∣φ∣∣∣∣∣∣2
W
+ ζ ||θ||2

Ṽ
, for Y ∈ X.

Let ν as in equation (26). Let us define the following set

K =

N(.) =

 ξ1(.)
ξ2(.)
ξ3(.)

 : [0,L0]→ Y

∣∣∣∣∣∣∣∣
N(0) = Y0, ξ1 ∈ C1([0,L0];H);∣∣∣∣∣∣A 1

2 ξ1(t)
∣∣∣∣∣∣
W
≤ ν,

∣∣∣∣∣∣ξ′1(t)
∣∣∣∣∣∣
W
≤ ν, ||ξ3(t)||

Ṽ
≤ ν;

||N(t) −N(s)||X ≤ L|t − s|;

 . (35)

Where

L = ν

1 + (Λ0 + Λ2 + Lν)2 + ζ

√2(
ζ̃
ν
+ η) +

νΛ2

ζ

2
1
2

. (36)

Let us now fixeN ∈ K and consider the following linearized problem{
Y
′(t) + Θ(N(t))Y(t) = F(N(t)),
Y(0) = Y0 ∈ Y. (37)

Our aim now is to prove that system (37), has a unique mild solutionY(t) given by

Y(t) = XN (t, 0)Y0 +

∫ t

0
X
N (t, s)F(N(s))ds, (38)
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where
{
X
N (t, s)|0 ≤ t ≤ s ≤ L0

}
is an evolution operator associated with the family {Θ(N(t))|0 ≤ t ≤ L0}, con-

sisting of linear operators, and to do so we should construct the above mentioned family. Since system
(37) is linear, we are going to apply Theorem 2.6. First we induce X with a new norm and inner-product
denoted ||.||t and < ., . >t, respectively, as follows:∣∣∣∣∣∣Y∣∣∣∣∣∣2

t =
∣∣∣∣∣∣Y∣∣∣∣∣∣2

N(t) = ϕ(∥A
1
2 ξ1(t)∥2

H
)
∣∣∣∣∣∣A 1

2Ψ
∣∣∣∣∣∣2
H
+ ||Ψ||2

H
+

∣∣∣∣∣∣φ∣∣∣∣∣∣2
H
+ ζ ||θ||2

Ṽ
for Y ∈ X. (39)

We have the following lemma

Lemma 4.2. There is a constant ς > 0, independent ofN ∈ K and t ∈ [0,L0], such that

1
ς

∣∣∣∣∣∣Y∣∣∣∣∣∣
X ≤

∣∣∣∣∣∣Y∣∣∣∣∣∣
t ≤ ς

∣∣∣∣∣∣Y∣∣∣∣∣∣
X for Y ∈ X.

Proof. From the fact thatN ∈ K and the equation (39), we get∣∣∣∣∣∣Y∣∣∣∣∣∣2
t ≤ Λ0

∣∣∣∣∣∣A 1
2Ψ

∣∣∣∣∣∣2
H
+ ||Ψ||2

H
+

∣∣∣∣∣∣φ∣∣∣∣∣∣2
H
+ ζ ||θ||2

Ṽ

≤ max{Λ0, 1}
∣∣∣∣∣∣Y∣∣∣∣∣∣2

X .
(40)

Also from equations (39) and (4), we have∣∣∣∣∣∣Y∣∣∣∣∣∣2
t ≥ m0

∣∣∣∣∣∣A 1
2Ψ

∣∣∣∣∣∣2
H
+ ||Ψ||2

H
+

∣∣∣∣∣∣φ∣∣∣∣∣∣2
H
+ ζ ||θ||2

Ṽ

≥ min{m0, 1}
∣∣∣∣∣∣Y∣∣∣∣∣∣2

X .
(41)

Now, we choose ς = max
{
√

max{Λ0, 1},
1

√
min{m0, 1}

}
and obtain the desired inequality.

Lemma 4.3. LetN ∈ K , then we have the following estimate

∥Y∥t

∥Y∥s
≤ ec|t−s|, for 0 , Y ∈ X,

where c = Lς2νΛ1.

Proof. Let us fixN ∈ K , then from equations (30), (39) and Lemma 4.2, we get∣∣∣∣∣∣Y∣∣∣∣∣∣2
t −

∣∣∣∣∣∣Y∣∣∣∣∣∣2
s ≤

[
ϕ(∥A

1
2 ξ1(t)∥2

H
) − ϕ(∥A

1
2 ξ1(s)∥2

H
)
] ∣∣∣∣∣∣A 1

2Ψ
∣∣∣∣∣∣2
H

≤ Λ1

∣∣∣∥A 1
2 ξ1(t)∥2

H
− ∥A

1
2 ξ1(s)∥2

H

∣∣∣ ∣∣∣∣∣∣Y∣∣∣∣∣∣2
X

≤ 2ς2νΛ1

∣∣∣∣∣∣A 1
2 ξ1(t) −A

1
2 ξ1(s)

∣∣∣∣∣∣
H

∣∣∣∣∣∣Y∣∣∣∣∣∣2
s

≤ 2ς2νΛ1 ||N(t) −N(s)||X
∣∣∣∣∣∣Y∣∣∣∣∣∣2

s

≤ 2Lς2νΛ1|t − s|
∣∣∣∣∣∣Y∣∣∣∣∣∣2

s .

(42)

and from this last inequality we can conclude.

Lemma 4.4. LetN ∈ K , then we have

Θ(N(t)) ∈ G(X, 1, 1
2 + η) for all t ∈ [0,L0].

Proof. Let us fixN ∈ K , λ > 1
2 + η,Y ∈ X and Θ(N(t)) is given by

0 −I 0
ϕ(∥A

1
2Ψ(t)∥2)A 0 G

0 −µ(τ)I
(
τ2 + η

)
I

 .
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Where Gθ = ζ
∫ +∞

−∞

µ(τ)θdτ.

Since Θ(N(t)) is densely defined and closed in Xt, then we should only prove that∣∣∣∣∣∣(Θ(N(t)) + λ)−1
Y

∣∣∣∣∣∣
t ≤

1

λ −
(

1
2 + η

) ∣∣∣∣∣∣Y∣∣∣∣∣∣
t , (43)

we have the following

< Θ(N(t))Y + λY,Y >t = ϕ(∥A
1
2 ξ1(t)∥2

H
) < λA

1
2Ψ −A

1
2φ,A

1
2Ψ >H

+ < λΨ − φ,Ψ >H +ζ <
(
τ2 + η

)
θ − µ(τ)φ, θ >

Ṽ

+ < ϕ(∥A
1
2Ψ(t)∥2)AΨ+ λφ + ζ

∫ +∞

−∞

µ(τ)θdτ, φ >H

= λ∥Y∥2t + ζ

∫ +∞

−∞

(
τ2 + η

)
||θ||2

H
dτ− < Ψ, φ >H

≥ λ∥Y∥2t + ζ

∫ +∞

−∞

(
τ2 + η

)
||θ||2

H
dτ − ||Ψ||H

∣∣∣∣∣∣φ∣∣∣∣∣∣
H
.

(44)

We have at first that

η ||θ||2
Ṽ
≤

∫ +∞

−∞

(
τ2 + η

)
||θ||2

H
dτ. (45)

Using equation (45) and Yong’s inequality, we obtain

−ζ

∫ +∞

−∞

(
τ2 + η

)
||θ||2

H
dτ + ||Ψ||H

∣∣∣∣∣∣φ∣∣∣∣∣∣
H
≤ ηζ ||θ||2

Ṽ
+ 1

2 (||Ψ||2
H
+

∣∣∣∣∣∣φ∣∣∣∣∣∣2
H

)

≤

(
1
2 + η

)
∥Y∥

2
t .

(46)

From equations (44) and (46), we obtain

< Θ(N(t))Y + λY,Y >t≥

(
λ −

(1
2
+ η

))
∥Y∥

2
t . (47)

From equation (47) we deduce equation (43). Lemma 4.4 follows as an application of the Hille-Yosida
theorem (see [36]).

Lemma 4.5. The family
{
X
N (t, s)|0 ≤ t ≤ s ≤ L0

}
is stable in the sense of Definition 2.4 with stability constants

M = ς2e2cL0 and β = 1
2 + η, where c is the constant defined in Lemma 4.3

Proof. This lemma follows as a consequence of Lemma 4.3, Lemma 4.4 and Proposition 2.5.

We give next a lemma, the proof of which is a straightforward

Lemma 4.6. Let S : Y→ X be an operator defined by

S =


(I +A)

1
2 0 0

0 (I +A)
1
2 0

0 0 (I +A)
1
2

 . (48)

Then S is an isomorphism between Y and X and satisfies

SΘ(N(t))S−1 = Θ(N(t)), for any N ∈ K and t ∈ [0,L0].
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Lemma 4.7. Set ϱ = 2νΛ1, letN ∈ K and t, s ∈ [0,L0]. Then we have the following estimate

||Θ(N(t)) −Θ(N(s))||B ≤ ϱ ||N(t) −N(s)||X .

Proof. LetN ∈ K andY ∈ Y. From the calculation in equation (42), then we have∣∣∣∣∣∣Θ(N(t))Y −Θ(N(s))Y
∣∣∣∣∣∣

X =
∣∣∣∣(ϕ(∥A

1
2 ξ1(t)∥2

H
) − ϕ(∥A

1
2 ξ1(s)∥2

H
)
)
AΨ

∣∣∣∣
≤

∣∣∣∣(ϕ(∥A
1
2 ξ1(t)∥2

H
) − ϕ(∥A

1
2 ξ1(s)∥2

H
)
)∣∣∣∣ ∥Y∥Y

≤ 2νΛ1 ||N(t) −N(s)||X .

(49)

Thus, we obtain the desired estimate.

The construction of the family
{
X
N (t, s)|0 ≤ t ≤ s ≤ L0

}
associated with the family {Θ(N(t))|0 ≤ t ≤ L0} is now

assured by Theorem 2.6 Lemmas 4.2–4.7 and the last equation in (35), and thenY(t) given by equation (38)
is the unique mild solution to system (37). Our task now is to prove that Y(t) is in fact a strong solution to
problem (37), and to this end we have the following lemma

Lemma 4.8. LetN ∈ K , the we have the following estimates

||F(N(t)) − F(N(s))||X ≤ Lν ||N(t) −N(s)||X , (50)

and

||F(N(t))||X ≤ ϱ̃ν with ϱ̃ν = Lν
√

1 + ν2. (51)

Proof. LetN ∈ K . From equation (6), we obtain

||F(N(t)) − F(N(s))||X =
∣∣∣∣∣∣ f (ξ1(t)) − f (ξ1(s))

∣∣∣∣∣∣
H

≤ Lν
∣∣∣∣∣∣A 1

2 ξ1(t) −A
1
2 ξ1(s)

∣∣∣∣∣∣
H

≤ Lν ||N(t) −N(s)||X .
(52)

Likewise, we obtain

||F(N(t))||X =
∣∣∣∣∣∣ f (ξ1(t))

∣∣∣∣∣∣
H

=
(∣∣∣∣∣∣A 1

2 f (ξ1(t))
∣∣∣∣∣∣2
H
+

∣∣∣∣∣∣ f (ξ1(t))
∣∣∣∣∣∣2
H

) 1
2

≤

(
L2
ν + (νLν)2

) 1
2 .

(53)

We can observe that Lemma 4.8 asserts that F(N(.)) ∈ C([0,L0]; X) ∩ L∞([0,L0]; Y) for any N ∈ K . Then
Theorem 2.7 claims thatY(t) given by equation (38) is in fact a strong solution and it satisfies

Y(.) ∈ C([0,L0]; Y) ∩ C1([0,L0]; X). (54)

Let us now, define

Ψ : K → X, (55)

byY = ΨN . We are going to show that Ψ (K ) ⊂ K , and to this end we need the following lemma

Lemma 4.9. LetY be a solution to problem (37) for anyN ∈ K and t ∈ [0,L0], then the following inequality holds

Ĩ(Y) = ||Ψ′||2
W
+m0

∣∣∣∣∣∣∣∣A 1
2Ψ

∣∣∣∣∣∣∣∣2
W

+ ζ ||θ||2
Ṽ
≤ min{1, ζ,m0}ν

2. (56)
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Proof. LetY be the solution to system (37). Then it satisfies
Ψ′′(t) + ϕ(∥A

1
2Ψ(t)∥2)AΨ(t) + ζ

∫ +∞

−∞

µ(τ)θ(τ, t)dτ = f (ξ1(t)), in [0,L0],

θt(τ, t) + (τ2 + η)θ(τ, t) − φ(t)µ(τ) = 0, in R × [0,L0],
Ψ(0) = Ψ0, Ψ

′(0) = Ψ1, θ(τ, 0) = θ0.

(57)

Multipying equation (57)1 by 2Ψ′, we get
d
dt

[
||Ψ′||2

H
+ ϕ(∥A

1
2 ξ1(t)∥2

H
)
∣∣∣∣∣∣A 1

2Ψ
∣∣∣∣∣∣2
H

]
= −2ζ

∫ +∞

−∞

µ(τ) < θ(τ, t),Ψ′ >H dτ

+2 < f (ξ1(t)),Ψ′ >H +2ϕ′(∥A
1
2 ξ1(t)∥2

H
) < A

1
2 ξ1(t),A

1
2 ξ′1(t) >H

∣∣∣∣∣∣A 1
2Ψ

∣∣∣∣∣∣2
H
.

(58)

Multipying equation (57)2 by 2ζθ, we get

ζ
d
dt
||θ||2

Ṽ
= −2ζ

∫ +∞

−∞

(τ2 + η)∥θ(t)∥2
H

dτ + 2ζ
∫ +∞

−∞

µ(τ) < θ(τ, t),Ψ′ >H dτ. (59)

Set

D̃(Y(t)) = ||Ψ′||2
H
+ ϕ(∥A

1
2 ξ1(t)∥2

H
)
∣∣∣∣∣∣A 1

2Ψ
∣∣∣∣∣∣2
H
+ ζ ||θ||2

Ṽ
.

D̃(Y(0)) = ||Ψ1||
2
H
+ ϕ(∥A

1
2Ψ0∥

2
H

)
∣∣∣∣∣∣A 1

2Ψ0

∣∣∣∣∣∣2
H
+ ζ ||θ0||

2
H
.

(60)

Take the sum of equations (58), (59) and the consideration of equation (60), we get
d
dt
D̃(Y(t)) = 2 < f (ξ1(t)),Ψ′ >H +2ϕ′(∥A

1
2 ξ1(t)∥2

H
) < A

1
2 ξ1(t),A

1
2 ξ′1(t) >H

∣∣∣∣∣∣A 1
2Ψ

∣∣∣∣∣∣2
H

−2ζ
∫ +∞

−∞

(τ2 + η)∥θ(t)∥2
H

dτ.
(61)

Integrating equation (61) on [0, t], taking into account the hypotheses imposed on ϕ, equation(6), equation
(45) and the fact thatN ∈ K , and by the help of Cauchy-Schwartz inequality, we get

D̃(Y(t)) ≤ ||Ψ1||
2
H
+ ϕ(∥A

1
2Ψ0∥

2
H

)
∣∣∣∣∣∣A 1

2Ψ0

∣∣∣∣∣∣2
H
+ ζ ||θ0||

2
Ṽ
+ 2

∫ t

0

∣∣∣∣∣∣ f (ξ1(s)
∣∣∣∣∣∣
H
||Ψ′(s)||H ds

+2
∫ t

0
ϕ′(∥A

1
2 ξ1(s)∥2

H
) < A

1
2 ξ1(s),A

1
2 ξ′1(s) >H

∣∣∣∣∣∣∣∣A 1
2Ψ(s)

∣∣∣∣∣∣∣∣2
H

ds

+2ηζ
∫ t

0
||θ||2

Ṽ
ds

≤ D̃(Y(0)) + 2Λ1ν2
∫ t

0

∣∣∣∣∣∣∣∣A 1
2Ψ(s)

∣∣∣∣∣∣∣∣2
H

ds + νLν

∫ t

0

(
1 + ||Ψ′(s)||2

H

)
ds

+2ηζ
∫ t

0
||θ||2

Ṽ
ds

≤ D̃(Y(0)) +
2Λ1ν2

m0

∫ t

0
D̃(Y(s))ds + νLν

(
t +

∫ t

0
D̃(Y(s))ds

)
+ 2η

∫ 1

0
D̃(Y(s))ds

≤ D̃(Y(0)) + 2νLνL0 +

(
2Λ1ν2

m0
+ νLν + 2η

) ∫ t

0
D̃(Y(s))ds.

(62)

Now, we operate Jλ = (I + λA)−1, introduced in Lemma 2.3, on both sides of equations (57)1 and (57)2 to
obtain JλΨ′′(t) + ϕ(∥A

1
2Ψ(t)∥2)JλAΨ(t) + ζ

∫ +∞

−∞

µ(τ)Jλθ(τ, t)dτ = Jλ f (ξ1(t)),

Jλθt(τ, t) + (τ2 + η)Jλθ(τ, t) −Jλφ(t)µ(τ) = 0,
(63)
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Multipying equation (63)1 by 2AλΨ
′, we get

d
dt

[∣∣∣∣∣∣A 1
2JλΨ

′(t)
∣∣∣∣∣∣2
H
+ ϕ(∥A

1
2 ξ1(t)∥2

H
) ||AλΨ(t)||2

H

]
= −2ζ

∫ +∞

−∞

µ(τ) < Jλθ(τ, t),Ψ′ >H dτ

+2 < Jλ f (ξ1(t)),AλΨ
′(t) >H +2ϕ′(∥A

1
2 ξ1(t)∥2

H
) < A

1
2 ξ1(t),A

1
2 ξ′1(t) >H ||AλΨ(t)||2

H
.

(64)

Multiplying equation (63)2 by 2ζJλθ, we get

ζ
d
dt
||Jλθ||

2
Ṽ
= −2ζ

∫ +∞

−∞

(τ2 + η)∥Jλθ(t)∥2
H

dτ + 2ζ
∫ +∞

−∞

µ(τ) < Jλθ(τ, t),Ψ′ >H dτ. (65)

Set

C̃λ(Y(t)) =
∣∣∣∣∣∣A 1

2JλΨ
′(t)

∣∣∣∣∣∣2
H
+ ϕ(∥A

1
2 ξ1(t)∥2

H
) ||AλΨ(t)||2

H
+ ζ ||Jλθ(t)||2

Ṽ
.

C̃(Y(t)) =
∣∣∣∣∣∣A 1

2Ψ′(t)
∣∣∣∣∣∣2
H
+ ϕ(∥A

1
2 ξ1(t)∥2

H
) ||AΨ(t)||2

H
+ ζ ||θ(t)||2

Ṽ
.

C̃λ(Y(0)) =
∣∣∣∣∣∣A 1

2JλΨ1

∣∣∣∣∣∣2
H
+ ϕ(∥A

1
2Ψ0∥

2
H

) ||AλΨ0||
2
H
+ ζ ||Jλθ0||

2
Ṽ
.

C̃(Y(0)) =
∣∣∣∣∣∣A 1

2Ψ1

∣∣∣∣∣∣2
H
+ ϕ(∥A

1
2Ψ0∥

2
H

) ||AΨ0||
2
H
+ ζ ||θ0||

2
Ṽ
.

(66)

Remark 4.10. As a consequence of Lemma 2.3, we have C̃λ(Y(t)) −−−→
λ→0

C̃(Y(t)), and C̃λ(Y(0)) −−−→
λ→0

C̃(Y(0)).

Take the sum of equations (64), (65) and the consideration of equation (60), we get
d
dt
C̃λ(Y(t)) = 2 < Jλ f (ξ1(t)),AλΨ

′(t) >H −2ζ
∫ +∞

−∞

(τ2 + η)∥Jλθ(t)∥2
H

dτ

+2ϕ′(∥A
1
2 ξ1(t)∥2

H
) < A

1
2 ξ1(t),A

1
2 ξ′1(t) >H ||AλΨ(t)||2

H
.

(67)

Integrating equation (67) on [0, t], taking into account the hypotheses imposed on ϕ, equations (6) and (45),
Lemma 2.3 and the fact thatN ∈ K and by the help of Cauchy-Schwartz inequality, we get

C̃λ(Y(t)) ≤

∣∣∣∣∣∣A 1
2JλΨ1

∣∣∣∣∣∣2
H
+ ϕ(∥A

1
2Ψ0∥

2
H

) ||AλΨ0||
2
H
+ ζ ||Jλθ0||

2
Ṽ

+2
∫ t

0

∣∣∣∣∣∣∣∣A 1
2 f (ξ1(s)

∣∣∣∣∣∣∣∣
H

∣∣∣∣∣∣∣∣A 1
2Ψ′(s)

∣∣∣∣∣∣∣∣
H

ds

+2
∫ t

0
ϕ′(∥A

1
2 ξ1(s)∥2

H
) < A

1
2 ξ1(s),A

1
2 ξ′1(s) >H ||AΨ(s)||2

H
ds

+2ηζ
∫ t

0
||Jλθ||

2
Ṽ

ds

≤ C̃λ(Y(0)) + 2Λ1ν2
∫ t

0
||AΨ(s)||2

H
ds + Lν

∫ t

0

(
1 +

∣∣∣∣∣∣∣∣A 1
2Ψ′(s)

∣∣∣∣∣∣∣∣2
H

)
ds

+2ηζ
∫ t

0
||Jλθ||

2
Ṽ

ds

≤ C̃λ(Y(0)) + Lν

(
t +

∫ t

0
C̃λ(Y(s))ds

)
+ 2η

∫ t

0
C̃λ(Y(s))ds

+
2Λ1ν2

m0

∫ 1

0
C̃λ(Y(s))ds

≤ C̃λ(Y(0)) + 2νLνL0 +

(
2Λ1ν2

m0
+ Lν + 2η

) ∫ t

0
C̃λ(Y(s))ds.

(68)

Letting λ −→ 0 in equation (68) and Remark 4.10, we get

C̃(Y(t)) ≤ C̃(Y(0)) + 2νLνL0 +

(
2Λ1ν2

m0
+ Lν + 2η

) ∫ t

0
C̃(Y(s))ds. (69)
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From equations (30), (5), (62) and (69), we get

Ĩ(Y) ≤ D̃(Y(t)) + C̃(Y(t))

≤ D̃(Y(0)) + C̃(Y(0)) + 2ω1L0 + 2
(

2Λ1ν2

m0
+ ω1 + 2η

) ∫ t

0

(
D̃(Y(s)) + C̃(Y(s))

)
ds.

(70)

By Gronwall’s lemma, equations (32) and (33), we get

Ĩ(Y) ≤

(
D̃(Y(0)) + C̃(Y(0)) + 2ω1L0

)
eω2t

≤
min{1, ζ,m0}

2
ν2eω2L0 .

(71)

Thus, we attained the desired inequality.

Lemma 4.11. Let Ψ be the mapping defined in equation (55). Then Ψ mapsK to itself.

Proof. LetY be the solution to system (37) andN ∈ K , our aim is to show that ΨN = Y ∈ K . From Lemma
4.11, we get

||Ψ′||2
W
+

∣∣∣∣∣∣∣∣A 1
2Ψ

∣∣∣∣∣∣∣∣2
W

+ ||θ||2
Ṽ
≤ ν2. (72)

Hence,

||Ψ′||W ≤ ν,
∣∣∣∣∣∣A 1

2Ψ
∣∣∣∣∣∣
W
≤ ν, ||θ||

Ṽ
≤ ν. (73)

From equations (24), (73) and the Cauchy-Schwarz inequality, we obtain

ζ

∫ +∞

−∞

µ(τ) ||θ||H dτ ≤ ζ

(∫ +∞

−∞

µ2(τ)
τ2 + η

) 1
2

||θ||
Ṽ

≤ Λ2ν.

(74)

From equations (7), (73) and the inequality 2(a2 + b2) ≥ (a + b)2, we obtain(∫ +∞

−∞

(
τ2 + η

)2
||θ(τ, t)||2

H
dτ

) 1
2

≤

(
2
∫ +∞

−∞

τ2
||θ(τ, t)||2

H
dτ + 2η ||θ(t)||2

Ṽ

) 1
2

≤
√

2(ζ̃ + ην).
(75)

Now, we should show that
∣∣∣∣∣∣Y(t) −Y(s)

∣∣∣∣∣∣
X ≤ L|t − s|, where L is defined in equation (36). From equations

(28), (6), (45), (75), (26) and (73), we obtain∣∣∣∣∣∣Y′(t)∣∣∣∣∣∣X =
[
||Ψ′(t)||2

W
+ ||Ψ′′(t)||2

H
+ ζ ||θ′(t)||2

Ṽ

] 1
2

≤

ν2 +

∣∣∣∣∣∣
∣∣∣∣∣∣−ϕ(∥A

1
2Ψ(t)∥2)AΨ(t) − ζ

∫ +∞

−∞

µ(τ)θ(τ, t)dτ + f (ξ1(t))

∣∣∣∣∣∣
∣∣∣∣∣∣2
H

+ζ
∣∣∣∣∣∣−(τ2 + η)θ(τ, t) +Ψ′(t)µ(τ)

∣∣∣∣∣∣2
Ṽ

] 1
2

≤

[
ν2 + (Λ0ν + Λ2ν + νLν)2 + ζ

(√
2(ζ̃ + ην) + ν2Λ2

ζ

)2
] 1

2

= L.

(76)

Thus we have from equation (76)∣∣∣∣∣∣Y(t) −Y(s)
∣∣∣∣∣∣

X ≤

∣∣∣∣∣∣
∣∣∣∣∣∣
∫ t

s
Y
′(t)

∣∣∣∣∣∣
∣∣∣∣∣∣
X

≤ L|t − s|. (77)

From equations (54), (73) and (76) we conclude thatY(.) ∈ K and this achieve the proof.
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Let S be the operator introduced in equation (48). Set η1 = ∥S∥B, η2 = ∥S
−1
∥B and

C(L0) = ς2
E(c,L0)

(
Lν + ϱη1η2ς

2
E(c,L0)

(
∥Y0∥Y + ϱ̃νL0

))
L0.

Where ϱ̃ν = Lν
√

1 + ν2, E(c,L0) = e(2c+ 1
2+η)L0 , ϱ = 2νΛ1 and

c = Lς2νΛ1, in the sequel we will assume further that L0 satisfy

C(L0) < 1. (78)

Lemma 4.12. Let Ψ : K → K be the mapping defined in equation (55). Assume also that condition (78) holds.
Then Ψ is a strict contraction with respect to the metric ofK defined by

d (N1,N2) := sup{||N1(t) −N2(t)|| |0 ≤ t ≤ L0}, for N1,N2 ∈ K . (79)

Proof. LetN1,N2 ∈ K . From equation(19) of Theorem 2.8, we get

d (ΨN1, ΨN2) ≤ ∥X
N2∥∞,Y ||F(N1(.)) − F(N2(.))||1,X

+∥XN2∥∞,Y ||(Θ(N1(.)) −Θ(N2(.)))ΨN1(.)||1,X .
(80)

Here {XN2 (t, s)} is an evolution operator associated with the family {Θ(N2(.))} of generators. From Lemma
4.5 and equation (13), we obtain

∥X
N2∥∞,Y ≤ e(2c+ 1

2+η)L0 = E(c,L0). (81)

From Lemma 4.7 and equation (50), we obtain

||F(N1(t)) − F(N2(t))||X ≤ Lνd (N1,N2) . (82)

and

||(Θ(N1(s)) −Θ(N2(s)))ΨN1(s)||X ≤ ϱd (N1,N2) ||ΨN1(s)||Y . (83)

From equations (14), (16) and (51), we obtain

||ΨN1(s)||Y ≤ ∥X
N1∥∞,Y

(
∥Y0∥∞,Y + ||F(N1(t))||1,Y

)
≤ η1η2ς2

E(c,L0)
(
∥Y0∥Y + ϱ̃νL0

)
.

(84)

We combine Eq(72)–equation(84), we obtain

d (ΨN1, ΨN2) ≤ C(L0)d (ΨN1, ΨN2) . (85)

Thus the proof is conclude.

SinceK is not necessarily closed with respect to the metric defined in equation (79), we should use another
approach to prove that Ψ has a fixed pointY, and to do so we introduce (Yn(.))n a sequence inK such that{

Y0(t) = Y0, for 0 ≤ t ≤ L0,
Yn = ΨYn.

(86)

WhereY0 is the initial data of system (37). From Lemma 4.12 we deduce that there isY ∈ C([0,L0]; X) such
that

Yn −−−−→
n→∞

Y in C([0,L0]; X). (87)
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We have also from equation (38) thatΨ ∈ C1([0,L0];H) and thatΨ′ = φ, and this means thatY = (Ψ,Ψ′, θ)T.
LetYn =

(
ξ1,n, ξ2,n, ξ3,n

)T
∈ K , then we have,

Yn(0) = Y0,∣∣∣∣∣∣A 1
2 ξ1,n(t)

∣∣∣∣∣∣
W
≤ ν,

∣∣∣∣∣∣ξ′1,n(t)
∣∣∣∣∣∣
W
≤ ν,

∣∣∣∣∣∣ξ3,n(t)
∣∣∣∣∣∣
Ṽ
≤ ν,∣∣∣∣∣∣Yn(t) −Yn(s)

∣∣∣∣∣∣
X ≤ L|t − s|.

(88)

In one hand we have from equations (87) and (88) as n→∞, gives us

Y(0) = Y0,∣∣∣∣∣∣Y(t) −Y(s)
∣∣∣∣∣∣

X ≤ L|t − s|.
(89)

On the other hand∣∣∣∣∣∣A 1
2 ξ1,n(t)

∣∣∣∣∣∣
H
≤ ν,

∣∣∣∣∣∣ξ′1,n(t)
∣∣∣∣∣∣
H
≤ ν,

∣∣∣∣∣∣ξ3,n(t)
∣∣∣∣∣∣
Ṽ
≤ ν. (90)

Another time from the consideration in (87), there are two subsequences (ξ1,nk ) and (ξ3,nk ) and Y ∈ Y such
that

Aξ1,n(t)→AΨ weakly in, H uniformly on [0,L0].

A
1
2 ξ′1,n(t)→A

1
2Ψ′ weakly in, H uniformly on [0,L0].

ξ3,n(t)→ θ weakly in, Ṽ uniformly on [0,L0].

(91)

From equations (88) and (91), we get∣∣∣∣∣∣A 1
2Ψ(t)

∣∣∣∣∣∣
W
≤ ν, ||Ψ(t)||W ≤ ν, ||θ′(t)||Ṽ ≤ ν. (92)

From equations (89) and (92) we conclude thatY ∈ K . We can prove further that thisY is unique as follows

d (Y, ΨY) ≤ d (Y,Yn) + d (Yn, ΨY)
= d (Y,Yn) + d (ΨYn−1, ΨY)
≤ d (Y,Yn) + C(l0)d (Yn−1,Y) .

(93)

Letting n → ∞ in equation (93), we get d (Y, ΨY) = 0 from which we conclude that Y is a unique fixed
point; it is in fact a unique solution to system (34) or equivalently system (25), and this proves Theorem 4.1.

5. Application

Let δ, γ > 0, Ω ⊂ RN (1 ≤ N ≤ 3) a bounded open subset with a smooth boundary, ϕ be a function
satisfying the hypotheses in (4). We consider the following system

Ψtt(x, t) − ϕ(∥∇Ψ(x, t)∥22)∆Ψ(x, t) + γ∂α,ηt Ψ(t) = |Ψ(x, t)|2Ψ(x, t) − δΨ(x, t), in Ω, t > 0,
Ψ = 0, on ∂Ω, t > 0,
Ψ(x, 0) = Ψ0, Ψt(x, 0) = Ψ1, θ(x, 0) = θ0, in Ω.

(94)

The local solvability of problem (94) is a consequence of Theorem 4.1, to see this we consider the classical
Lebesgue spaces Lp(Ω) with their well-known norm for 1 ≤ p ≤ ∞. In fact we have A = −∆ is a positive
definite self-adjoint operator onD(A) = H2(Ω)∩H1

0(Ω) (see [13]), andA
1
2 = ∇withD(A

1
2 ) = H1

0(Ω). In this
case the non-linear operator is taken to be f (u) = u3

− δu, the domain of this operator isD( f ) = L6(Ω) which
is an example that fulfills the conditions (4) (See [25]). Under this circumstances we can apply Theorem 4.1
and get the local existence of system (94).
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6. Conclusion

We studied the local existence of solutions to a quasilinear Kirchhoff equation with a nonlinear inhomo-
geneous term submitted to an internal viscous damping of fractional type; to tackle the equation directly is
much harder, and to overcome the difficulty, we used an auxiliary and equivalent system. We combined
the approach introduced in [28], the multiplier method, with an iterative scheme to achieve this result. In
fact, we lived the degenerate case when η = 0 and the nonexistence case as open questions. We can look
for an interesting and more complicated system that goes as follows:Ψ′′(t) + ϕ(∥A

1
2Ψ(t)∥2)AΨ(t) + γ∂α,ηt Ψ(t − τ) = f (Ψ(t)), in [0,L],

Ψ(0) = Ψ0, Ψ
′(0) = Ψ1,

(95)

(t − τ) this notation means a delay.
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