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On deferred sequence spaces defined by invariant convergence
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Abstract. The main contribution of this paper is to define the notion of deferred Cesàro mean coming
from modern summability methods by using invariant means and study some of its properties and also
establish relations among these sequence spaces. These ideas and results are expected to be a source for
researchers in the area of summability theory. In the end we can say that this concept can be generalized
and applied for further studies.

1. Definitions

Let S denote the set of all real and complex sequences s = (sk). By m and c, we denote the Banach spaces
of bounded and convergent sequences s = (sk) normed by ∥s∥ = supn |sn|, respectively.

Let σ be a mapping of the positive integers into themselves. A continuous linear functional φ on m is
called to be an invariant mean or a σ-mean if and only if

1. σ(s) ≥ 0 when the sequence s = (sn) has sn ≥ 0 for all n;
2. σ(e) = 1 where e = (1, 1, 1, . . .) and
3. σ(sσ(n)) = φ(s) for all s ∈ m.

The mapping σ is assumed to be one-to-one and such that σm(n) , n for all n,m ∈ Z+, where σm(n)
denotes the m th iterate of the mapping σ at n.

For certain class of mapping σ every invariant mean φ extends the limit functional on space c, in the
sense that φ(s) = lim s for all s ∈ c.

The space Vσ of the bounded sequences whose invariant means are equal may be defined, as follows:

Vσ =
{
limn→∞

1
n

n∑
k=1

(sσk(m) − ξ) = 0,uniformly in m
}

Schaefer [21]) presented that a bounded sequence s = (sk) of real numbers is σ- convergent to ξ if and
only if

1
n

n∑
k=1

(sσk(m) − ξ)→ 0
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as n→∞ uniformly in m. Consequently, c ⊂ Vσ.
Note that the space [Vσ] is strongly σ-convergent sequence was introduced by Mursaleen [10] which is

below: A sequence s = (sk) is said to be strongly σ-convergent if there exists a number ξ such that

[Vσ] =
{
limn→∞

1
n

n∑
k=1

|sσk(m) − ξ| = 0,uniformly in m
}

If we consider σ(m) = m + 1, then [Vσ] = [ĉ], the set of all strongly almost convergent sequences which is
defined by Maddox in [9].

Definition 1.1. (see, [8]).
Let X be a real or complex linear space, 1 be a function from X to the R. The pair (X, 1) is called a paranormed

space and 1 is a paranorm for X, if the following properties are satisfied for all elements x, y ∈ X

1. 1(θ) = 0, where θ is the zero element of X;
2. 1(x) ≥ 0;
3. 1(−x) = 1(x);
4. 1(x + y) ≤ 1(x) + 1(y) (triangle inequality);
5. If (λn) is a sequence of scalars with λn → λ as n → ∞ and (xn)∞n=1 is a sequence in X with 1(xn − x) → 0 as

n→∞ then 1(λnxn − λx)→ 0 as n→∞ (continuity of multiplication by scalars).

Observe that, if in addition 1 is increasing and 1(x) = 1(|x|), and the sequence (λn) converges to λ, then for
large n′s

1(λnxn − λx) ≤ 1((λn − λ)(xn − x)) + 1(λ(xn − x)) + 1((λn − λ)x)
≤ 1(|xn − x|) + (1 + [|λ|])1(|xn − x|) + 1((λn − λ)x)
= (2 + [|λ|])1(xn − x) + 1((λn − λ)x),

where [|λ|] is the integer part of |λ|. Hence to prove condition (5) it is enough to show that for all fixed y ∈ X
and λn → 0, 1(λny)→ 0. Throughout this work we introduce the sequence spaces using the following type
of transformation:

Definition 1.2. (see, [4], [14]). Let T = (tn,k) denote a matrix transformation that maps complex sequences s into
the sequence Ts where the n-th term of Ts is as follows:

(Ts)n =

∞∑
k=1

tn,ksk.

Such transformation is called to be nonnegative if tn,k is nonnegative.
The deferred Cesàro mean of sequence s = (sn) is defined by (see, [11], [2]) as follows:

(Dp,qs)n =
spn+1 + spn+2 + · · · + sqn

qn − pn
.

where p = (pn) and q = (qn) are sequences of non-negative integers (see, Agnew[1]) satisfying

i) pn < qn for all n ∈N0

ii) lim
n→∞

qn = ∞.

In the notation of matrix transformation

(Tp,qs)n =

∞∑
k=0

tnksk.
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where

tnk =

{ 1
qn−pn
, (pn < k ≤ qn)

0, otherwise.

}
(1)

It is obvious that (Dpn,qn ) is regular with conditions (i) and (ii). Indeed, this mean generalizes various
transforms such as Dn−1,n = I, the identity transform, D0,n = C(0, 1), the Cesàro transformation. Later on
generalizations of deferred Cesàro mean of sequences are presenting in many articles by various authors(see,
[3, 5–7, 12, 14–18]).

We now have

Definition 1.3. Suppose T = (tn,k) is a non-negative summability matrix with the property

sup
n

∞∑
k=1

bn,k < ∞.

and f is a modulus function. We consider the new deferred invariant sequence spaces as follows:

VD
0 (T, σ, f ) =

s ∈ S : lim
n

qn∑
k=pn+1

tn,k f (|xσk(m)|) = 0, uniformly in m

 ,
VD(T, σ, f ) =

{
s ∈ S : s − ξe ∈ VD

0 (T, σ, f ) for some scalar ξ
}
,

and

VD
∞(T, σ, f ) =

s ∈ S : sup
n,m

qn∑
k=pn+1

tn,k f (|xσk(m)|) < ∞

 ,
where e = {1, 1, 1, 1, . . .} and (pn), (qn) are sequences of non-negative integers satisfying the conditions (i) and (ii).

If x ∈ VD
0 (T, σ, f ), then we say that the sequence s is strong deferred T- invariant convergent to 0 with respect

to a modulus f ,where modulus function was defined by Ruckle [13] as follows.

Definition 1.4. A function f : [0,∞)→ [0,∞) is called a modulus function provided that

1. f (s) = 0 if and only if s = 0,
2. f (s + r) ≤ f (s) + f (r) for all s ≥ 0 and r ≥ 0,
3. f is increasing, and
4. f is continuous from the right of 0.

If f (s) = s, then the above sequence spaces reduce to the following:

VD
0 (T, σ) =

s ∈ S : lim
n

qn∑
k=pn+1

tn,k|xσk(m)| = 0, uniformly in m

 ,
VD(T, σ) =

{
s ∈ S : s − ξe ∈ VD

0 (T, σ) for some ξ
}
,

and

VD
∞(T, σ, ) =

s ∈ S : sup
n,m

qn∑
k=pn+1

tn,k|xσk(m)| < ∞

 .
If T is the deferred matrix defined as in (1.1) with q(n) = n and p(n) = 0 for all n ∈ N. It is obvious that

we get the generalizations of the classical strongly invariant summable sequences spaces wσ0( f ), wσ0( f ), and
wσ∞( f ) as defined in [19] that is:



E. Savaş / Filomat 39:21 (2025), 7261–7269 7264

wσ0( f ) =

s ∈ S : lim
n

1
n

n∑
k=1

f (|xσk(m)|) = 0, uniformly in m

 ,
wσ( f ) =

{
s ∈ S : s − ξe ∈ wσ0( f ) for some scalar ξ

}
,

and

wσ∞( f ) =

s ∈ S : sup
n,m

1
n

n∑
k=1

f (|xσk(m)|) < ∞

 ,
where e = {1, 1, 1, 1, . . .}

If T is the deferred matrix defined as in (1.1) with q(n) = n and p(n) = n − λn for all n ∈ N, we have (see,
[20]),

wσ0(λ, f ) =

s ∈ S : lim
n

1
λn

n∑
k=n−λn+1

f (|xσk(m)|) = 0, uniformly in m

 ,
wσ(λ, f ) =

{
s ∈ S : s − ξe ∈ wσ0(λ, f ) for some scalar ξ

}
,

and

wσ∞(λ, f ) =

s ∈ S : sup
n,m

1
λn

n∑
k=n−λn+1

f (|xσk(m)|) < ∞

 ,
where e = {1, 1, 1, 1, . . .} and (λn) being a non-decreasing sequence of positive numbers tending to ∞ and
λn+1 ≤ λn + 1, λ1 = 1.

If T is the deferred matrix defined as in (1.1) with q(n) = kn and p(n) = kn−1 for all n ∈ N, and θ = (kn),
we have

wσ0(θ, f ) =

s ∈ S : lim
n

1
hn

∑
k∈In

f (|xσk(m)|) = 0, uniformly in m

 ,
wσ(θ, f ) =

{
s ∈ S : s − ξe ∈ wσ0(θ, f ) for some scalar ξ

}
,

and

wσ∞(θ, f ) =

s ∈ S : sup
n,m

1
hn

∑
k∈In

f (|xσk(m)|) < ∞

 ,
where e = {1, 1, 1, 1, . . .} and a lacunary sequence being an increasing integer sequence θ = {kn}n∈N∪{0} such
that k0 = 0 and hn = kn − kn−1 →∞, as n→∞. Let In = (kn−1, kn].

2. Main Results

We now start our main discussions.

Theorem 2.1. VD
0 (T, σ) f ), VD(T, σ, f ), and VD

∞(T, σ, f ) are linear space over the complex field C.

Proof. Let us show that the space VD
0 (T, σ, f ) is linear. It is easy to prove that the linearity of VD(T, σ, f ) and

VD
∞(T, σ, f ) by proceeding in the similar line. Put s, r ∈ VD

0 (T, σ, f ). Let α, β ∈ C, and choose natural numbers
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Kα and Lβ such that |α| < Kα and |β| < Lσ. We know that f is monotonicity and subadditivity, so we write ,
for all m,

qn∑
k=pn+1

tn,k f (|αsσk(m) + βsσk(m)|) ≤
qn∑

k=pn+1

tn,k

(
f (|α||sσk(m)|) + f (|β||rσk(m)|)

)
≤

qn∑
k=pn+1

tn,k f (Kα|sσk(m)|) +
qn∑

k=pn+1

tn,k f (Lβ|rσk(m)|)

≤ Kα
qn∑

k=pn+1

tn,k f (|sσk(m)|) + Lβ
qn∑

k=pn+1

tn,k f (|rσk(m)|).

We know that s, r ∈ VD
0 (T, σ, f ), so it is clear that limn→∞

∑qn

k=pn+1 tn,k f (|sσk(m)|) = 0 and limn→∞
∑qn

k=pn+1 tn,k f (|rσk(m)|) =

0, uniformly in m . Finally αs + βr ∈ VD
0 (T, σ, f ) and thus the space VD

0 (B, f ) is linear.

Theorem 2.2. For any non-negative matrix T = (tnk) with the property supn
∑
∞

k=1 tn,k < ∞, and any modulus
function f , the following inclusions hold.

1. VD(T, σ, f ) ⊂ VD
∞(T, σ, f )

2. VD
0 (T, σ, f ) ⊂ VD(T, σ, f )

Proof. The second part inclusion is obvious. Let s ∈ VD(T, σ, f ). Now, by the definition of a modulus
function (2) and (3), for all m we write

qn∑
k=pn+1

tn,k f (|sσk(m)|) =
qn∑

k=pn+1

tn,k f (|sσk(m) − ξ + ξ|)

≤

qn∑
k=pn+1

tn,k f (sσk(m) − ξ|) + f (|ξ|)
qn∑

k=pn+1

tn,k.

Since supn
∑qn

k=pn+1 tn,k < ∞ and x ∈ VD(B, f ) it is clear that s ∈ VD
∞(T, σ, f ).

Theorem 2.3. Let f be a modulus function and T = (tnk) a non-negative summability matrix with the property
supn

∑
∞

k=1 tn,k < ∞, then

1. VD(T, σ) ⊂ VD(T, σ, f ),
2. VD

0 (T, σ) ⊂ VD
0 (T, σ, f ), and

3. VD
∞(T, σ) ⊂ VD

∞(T, σ, f ).

Proof. We will give the proof of (3) only. The proofs of the remaining parts follow in similar manners. Let
s ∈ VD

∞(T, σ), that is supnm
∑qn

k=pn+1 tn,k|sσk(m)| < ∞, and f be any modulus function. Further let ϵ > 0 and

δ ∈ (0, 1) such that f (t) < ϵ for 0 ≤ t ≤ δ. Take the following partition of
∑qn

k=pn+1 tn,k f (|sσk(m)|) and denote each
sum by

∑
1 and

∑
2, respectively.

qn∑
k=pn+1

tn,k f (|sσk(m)|) =
qn∑

{k=pn+1 & |sσk (m) |<δ}

tn,k f (|sσk(m)|) +
qn∑

{k=pn+1 & |sσk (m) |≥δ}

tn,k f (|sσk(m)|). (2)

We write

|sk+m| <
|sσk(m)|

δ
< 1 +

[
|sσk(m)|

δ

]
,
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where [t] denotes the integer part of t. Thus by properties (2) and (3) of modulus function, for |sσk(m)| ≥ δ

we write f (|sσk(m)|) ≤
(
1 +
[
|sσk (m) |

δ

])
f (1) ≤ 2 f (1)

|sσk (m) |

δ . Therefore the second partition in (2.1) can be bounded

as follows, for all m ∑
2

≤ 2
f (1)
δ

qn∑
k=pn+1

tn,k|sσk(m)|.

Also, ∑
1

≤ ϵ

qn∑
k=pn+1

tn,k,

and therefore, for all m
qn∑

k=pn+1

tn,k f (|sσk(m)|) ≤ ϵ
qn∑

k=pn+1

tn,k + 2
f (1)
δ

qn∑
k=pn+1

tn,k|sσk(m)|.

Since

sup
n

qn∑
k=pn+1

tn,k < ∞

and s ∈ VD
∞(T, σ) this gives that s ∈ VD

∞(T, σ, f ).

Theorem 2.4. Let f be a modulus function and T a non-negative summability matrix with the property

sup
n

qn∑
k=pn+1

tn,k < ∞.

If β = inft>0
f (t)
t > 0, then

VD(T, σ) = VD(T, σ, f ).

Proof. Note that the previous theorem it remains to show that VD(T, σ, f ) ⊆ VD(T, σ). Since f (t) ≥ βt for
all t ≥ 0 and β > 0, we granted t ≤ 1

β f (t) for all t ≥ 0. Let s ∈ VD(T, σ, f ), that is for some scalar ξ,
limn→∞

∑qn

k=pn+1 f (|sσk(m) − ξ|) = 0. Since for every n ∈N, for all m,

qn∑
k=pn+1

tn,k|sσk(m) − ξ| ≤
1
β

qn∑
k=pn+1

tn,k f (|sσk(m) − ξ|).

Finally we get that s ∈ VD(T, σ).

Theorem 2.5. Let T = (tnk) be a non-negative summability matrix with the property

sup
n

qn∑
k=pn+1

tn,k < ∞, inf
n

qn∑
k=pn+1

tn,k > 0,

and f is a modulus function then VD
0 (T, f ) and VD(T, f ) are linear topological spaces with paranorm

1(x) = sup
n,m

qn∑
k=pn+1

tn,k f (|sσk(m)|).

Also, if for all N ∈N, ∪N
n=1[pn + 1, qn) = [1, qN) then VD

0 (T, σ, f ) and VD(T, σ, f ) are complete with respect to the
paranorm 1.
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Proof. We will give the proof of VD(T, σ, f ) only. The case of VD
0 (T, σ, f ) will follow analogously. For this,

we will first show that VD(T, σ, f ) with 1 is a paranormed linear topological space. By Theorem 2, for each
s ∈ VD(T, f ), 1(x) exists. Further, note 1(s) = 0 if and only if s = 0, 1(−s) = 1(s) and 1(s + r) ≤ 1(s) + 1(r).
Since by the nature of the function f , 1 is increasing and 1(s) = 1(|s|), it remains to show that for fixed s
taking a sequence (λm) of scalars converging to 0, we write that 1(λms)→ 0 (see the remark after definition
paranorm).

Fix ϵ > 0 and write s ∈ VD(T, f ) and sequence (λm) converging to 0. Then there exists ξ and N ∈N such
that for all n,m ≥ N

qn∑
k=pn+1

tn,k f (|sσk(m) − ξ|) <
ϵ
2
.

Denote by K = supn,m
∑qn

k=pn+1 tn,k and t = maxk≤N |sσk(m) − ξ|. Since f is continuous we can find M ∈ N such

that |λt| < 1 and f (|λt|) <
ϵ

2K(2 + [|t|] + [|ξ|])
for all t ≥ M, where [s] denotes the integer part of a positive

scalar s. Then for all n,m ∈N and n ≥M we have for all m

qn∑
k=pn+1

tn,k f (|λmsσk(m)|) =
qn∑

k=pn+1

tn,k f (|λmsσk(m) + λtξ − λmξ|)

≤

qn∑
k=pn+1&n≥N

tn,k f (|λm||sσk(m) − ξ|) +
qn∑

k=pn+1&n<N

tn,k f (|λt||sσk(m) − ξ|) + K f (|λmξ|)

≤

qn∑
k=pn+1&n≥N

tn,k f (|sσk(m) − ξ|) + K f (|λm|t) + K f (|λtξ|)

≤

qn∑
k=pn+1&n≥N

tn,k f (|sσk(m) − ξ|) + K(2 + [|r|] + [|ξ|]) f (|λm|) < ϵ.

Finally , 1(λms) = supnm
∑qn

k=pn+1 tn,k f (|λmsσk(m)|)→ 0 as n→∞, uniformly in m.
We assume next that

∪
N
n=1[pn + 1, qn) = [1, qN), (3)

that is p1 = 0 and the sums
∑qn

k=pn+1 rσk(m) taken over all natural numbers n will run through each coordinate rk

of given r at least once. We will establish that under the above condition VD(T, f ) is complete with respect to
its paranorm 1. Let (sγk ) be a Cauchy sequence in

(
VD(T, f , 1)

)
. Then the convergence limγ,η→∞ 1(sγ − sη) = 0

means that, as γ, η→∞ for all n,m

qn∑
k=pn+1

tn,k f (|xγ
σk(m)
− sη
σk(m)
|)→ 0. (4)

Thus by assumption (3) for each fixed k ∈ N, it follows that tn,k f (|sγ
σk(m)
− sη
σk(m)
|) → 0, with γ, η → ∞, and

since T = (tn,k) is a non-negative and f continuous, (sγk ) is a Cauchy sequence in C for each fixed k. Since C
is complete there exists a sequence s = (sk) ⊆ C such that as γ→∞, sγk → sk for each k.

Now from (4), given ϵ > 0 there exists a natural number N such that for all γ, η ≥ N and n ∈N, for all m,

qn∑
k=pn+1

tn,k f (|sγ
σk(m)
− sη
σk(m)
|) <
ϵ
2
. (5)
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Since by the continuity for f we also get that for fixed k, f (|sη
σk(m)
− sσk(m)|) → 0 as η → ∞, for every k ∈ N

there is Mk ∈ N such that if η ≥ Mk then f (|sη
σk(m)

− sσk(m)|) <
ϵ

2C
, where C = supn

∑qn

k=pn+1 tn,k. Write
Nn = maxpn+1≤k≤qn {Mk,N}. We have for η ≥ Nn

qn∑
k=pn+1

tn,k f (|sη
σk(m)
− sσk(m)|) ≤

qn∑
k=pn+1

tn,k
ϵ

2C
≤ C ·

ε
2C
=
ε
2
, (6)

for all n,m.
Let n,m ∈N, choose γ ≥ N and η ≥ Nn. Then from (5) and (6),

qn∑
k=pn+1

tn,k f (|xγ
σk(m)
− sσk(m)|) ≤

qn∑
k=pn+1

tn,k f (|sγ
σk(m)
− sη
σk(m)
|) +

qn∑
k=pn+1

tn,k f (|sη
σk(m)
− sσk(m)|) < ε.

Finally , 1(sγ − ξ) = supn,m
∑qn

k=pn+1 tn,k f (|xη
σk(m)

− sσk(m)|) < ε, for all γ ≥ N and 1(sγ − s) → 0 as n → ∞,

uniformly in m. Since all sγ ∈ VD(T, f ), for each γ there exists ξγ with

lim
n→∞

qn∑
k=pn+1

tn,k f (|sγ
σk(m)
− ξγ|) = 0,

uniformly in m. Write by c = infn
∑qn

k=pn+1 tn,k, which is assumed to be positive. Write that for all n,m and
γ, η,

c f (|ξη − ξγ|) ≤
qn∑

k=pn+1

tn,k f (|ξη − ξγ|) ≤
qn∑

k=pn+1

tn,k f (|ξη − sη
σk(m)
|)

+

qn∑
k=pn+1

tn,k f (|sη
σk(m)
− sγ
σk(m)
|) +

qn∑
k=pn+1

tn,k f (|sγ
σk(m)
− ξγ|)

≤

qn∑
k=pn+1

tn,k f (|ξη − sη
σk(m)
|) + 1(xη − xγ) +

qn∑
k=pn+1

tn,k f (|sγ
σk(m)
− ξγ|).

Since the outer sums for fixed η and γ converge to 0 as n → ∞, uniformly in m and 1(sγ − sη) → 0 as
γ, η→∞, we have f (|ξγ − ξη|)→ 0 as γ, η→∞. By the continuity of f , (ξγ) is Cauchy in C, and so its limit
ξ exists. Using the assumption that C = supn

∑qn

k=pn+1 tn,k < ∞ and the estimate, for all m,

qn∑
k=pn+1

tn,k f (|s − ξ|) ≤ 1(s − sγ) +
qn∑

k=pn+1

tn,k f (|sγ
σk(m)
− ξγ|) + C f (|ξγ − ξ|),

it is clear that

lim
n→∞

qn∑
k=pn+1

tn,k f (|sσk(m) − ξ|) = 0,

uniformly in m. Thus we get s ∈ VD(T, σ, f ).
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