Filomat 39:23 (2025), 8117-8128

Published by Faculty of Sciences and Mathematics,
https://doi.org/10.2298/FIL.2523117D

University of Ni8, Serbia
Available at: http://www.pmf.ni.ac.rs/filomat

A
2 S
) @
b, &
Ty s

5
TIprpor®

Almost A-statistical convergence and approximation theorems

Kamil Demirci®*, Fadime Dirik?, Sevda Yildiz?

*Sinop University, Department of Mathematics, Sinop, Tiirkiye

Abstract. In this paper, we define almost A-statistical convergence via almost regular matrices, which
extend the notion of regular matrices, and find its relationship with almost A-summability. Then we study
its use in a Korovkin-type approximation theorem. We also construct an example such that our new result
works but its classical and statistical versions do not work and a figure will be presented to support our
result. Finally, we compute the corresponding rate of almost A-statistical convergence of positive linear
operators in two different ways, we have newly defined.

1. Introduction and Preliminary Notations

Korovkin’s theorem, studied by many researchers, provides the necessary conditions for a sequence
of positive linear operators (pLOs) to converge to the objective function. Korovkin [18] proved that these
conditions are not analysed and that it is sufficient for the test functions 1, v and v? to converge uniformly.
Subsequent research pioneered by this work has extended these investigations to various classes of operators
and function spaces. The incorporation of statistical convergence ([11, 23]) into approximation theory has
yielded many important benefits. As exemplified in the work of [12], they used the notion of statistical
convergence to develop new Korovkin-type theorems. These generalized theorems extend classical results
and provide a more comprehensive framework for approximation theory [5-8, 25, 29]. In addition to
statistical convergence, various other types of convergence have been investigated within the framework
of approximation theory. These alternative approaches enable the exploration of a more extensive class of
operators and provide novel perspectives on the study of Korovkin-type theorems [1-4, 9, 14, 20-22, 27, 28].
Since statistical convergence and almost convergence overlap, neither contains the other, many researchers
have started to work on almost convergence [17, 24, 26].

In the present work, we introduce the concept of almost A-statistical convergence via almost regular
matrices, which extend the notion of regular matrices. We establish and prove a Korovkin-type approxima-
tion theorem for sequences of positive linear operators defined on the space of all real-valued continuous
functions by means of our new convergence. We also construct an example such that our new result works
but its classical and statistical versions do not work. Additionally, we provide a graphical representation to
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illustrate the effectiveness of our approach. Finally, we state and calculate the corresponding rate of almost
A-summability of positive linear operators in two different ways, we have newly defined. We begin by
recalling some fundamental definitions and notations that will be used throughout this paper. Let A = ()
be a summability matrix and x = (x,,) be a real valued sequence. If the sequence

(e8]

(Ax); = Zajmxm

m=0

exists, i.e., the series Z ajmXy is convergent for each j € INyg where INj is the set of all nonnegative integers,

=0
then the sequence Ax is called the A-transformation of x. If the sequence Ax convergent to a number s then
the sequence x = (x,,) is said to be A-summable to s and we write A — lim x,, = s. A summability matrix A
is said to be regular A — lim (Ax) j = s whenever limx,, = s. The well-known Silvermen-Toeplitz theorem
chacterizes regular matrices [13].
The matrix A = (a;,,) is regular if and only if it satisfies the following conditions:

i) sup f (a]-m) <00,j=0,1,2,..,

if) lim Z ajm =1,
j om=0
iii) lima,, = 0 for all j € IN.

One of the most familiar examples of regular summability matrix is the C; = (c;,) Cesaro matrix where

1 .
B e
m 0, m>j

Let A be a nonnegative regular summability matrix. Then A-density of E C INy, denoted 04(E), is given
by

O04(E) = hmZa]m = hmZa]m)(E(m) = hm (A)(E)]

meE

whenever this limit exists. Here, xr denotes the characteristic sequence of the set E. If A = Cy, then the C;-
density is called the natural density of E and is denoted 0, (E). A sequence x = (x,,) is said to be A-statistical
convergent to L if, for every € > 0, 64 ({m € Ny : |x,, — L| > €}) = 0. In this case, we write st4 — limx = L.

Let I, denote the linear space of all bounded sequences. Almost convergence was introduced by [19].
A bounded sequence x = (x;) is said to be almost convergent to the number L if and only if

k+p-1

lim ’; xj = L, uniformly in k.
p—)OO

Note that a convergent sequence is almost convergent, and its limit is identical, but an almost convergent
sequence need to be convergent.

Example 1.1. The sequence x = (x;) defined as

_J 1, if jisodd,
i = 0, ifjiseven,

is almost convergent to %, but it is not convergent.



K. Demirci et al. / Filomat 39:23 (2025), 8117-8128 8119

King [16] introduced the concept of almost A-summability and classes of matrices more general than
regular matrices. A sequence x is said to be almost A-summable to L if the A-transform of x is almost
convergentto L, i.e.,

1 k+p-1 1 k+p-1
lim — (Ax); = lim — AimXy = L, uniformly in k.
p—ooo p ]:Zn / poeo p Z Z J y

j=n m=0

The matrix A is said to be almost regular if the A-transform of x is almost convergent to the limit of x, for
each x € ¢, where c is the linear space of convergent sequences. The matrix A = (a;,) is almost regular if
and only if it satisfies the following conditions:

(i) sup X lju| < 0, j=0,1,2,...,
m=

k+p-1
(i) lim % Y, ajy =0, uniformly ink, m =0,1,2,..,,
p— j=k
k+p-1
(i) imi Y Y a jm = 1, uniformly in k.
et L Sy

A regular matrix is almost regular; however, an almost regular matrix is not necessarily regular. To
illustrate this distinction, we now provide examples of matrices that are almost regular but not regular.

Example 1.2. (i) Let us take matrix A = (ajm) whose general term is given by

g 2| 2 ifjisevenandm= 7
M0, otherwise.

This matrix is an non-negative almost reqular but non-regular.
(if) Let us take matrix A = (a]-m) whose general term is defined by

o H[1+D], 0<msj,
m < m.

7

This matrix is an non-negative almost reqular but non-regular.
(iif) Let us take Norlund matrix A = (ajm) whose general term is given by
1, m=20,
4 %_1 . .
(—) , ifmiseven,
é m
3

3
)T, if m is odd.

This matrix is an almost reqular but non-regular.
(iv) Let us take Norlund matrix A = (ajm) whose general term is defined by

1, m=0,
h pg]‘nl/ OSTTZS], and _ 0, m:l,
"1 0, j<m, Pm= 27, m=2tezr,

0, m#2,teZ".
This matrix is a non-negative almost reqular but non-reqular.

We will now introduce the notion of almost A-density and almost A-statistical convergence.
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Definition 1.3. Let A = (a ]-m) be a non-negative almost reqular matrix. Then almost A-density of E C INy, denoted
% (E), is given by

k+p 1 k+p 1
BE = dim Y Yian=tim s YL Y aeon
j=k meE j=k m=0
k+p-1
= ;}Lnolo ; Z (Axe)k, uniformly in k,

whenever this limit exists.
For a non-negative almost regular matrix A, almost A-density has many properties as follows:

Lemma 1.4. i) 6% (INo) = 1 and if E has a 6% —density, &, (No/E) = 1 — &/, (E),
if) For any subset E of Ny, 0 < 6%(E) < 1
iit) If E is subset of Ny, and 6° (E) exists, then 0°, (EC) exists and &, (E)+ 6%, (E°) = 1,
Assume that E and F are subsets of Ng and 6° (E), %, (F) exist.
i) If E C F, 6%(E) < &, (F),
v) 6% (EUF) S 0% (E)+ 6% (F),
vi) IfE is a finite element subset of Ny, then &, (E) =

Example 1.5. For almost reqular but non-reqular matrix A = (ajm) given in Example 1.2 (i), we show that
84 (12m + 1 :m € No}) = 0, but 6¢,({2m + 1 : m € No}) = 1.

Definition 1.6. A sequence x = (x,,) is said to be almost A-statistical convergent to L if, for every € > 0,
% {meNp: |x,, —L| > ¢} = 0.

In this case we write st — limx = L.

Example 1.7. For almost regular but non-regular matrix A = (ajm) given in Example 1.2 (i) and x = (x,,) given by

0, ifmiseven,
X = .
m, otherwise.

It can be shown that st’, —lim x = 0, although the sequence is neither statistically convergent nor convergent in the
usual (classical) sense to 0.

As is well known, while almost convergence is typically defined for bounded sequences, the example
provided above clearly illustrates that almost A-statistical convergent sequences need not be bounded.

Here, ¢ denotes the set of all convergent sequences, st represents the set of statistically convergent
sequences and st, corresponds to the set of almost A-statistical convergent sequences.

Remark 1.8. (i) Statistical convergence and almost A—statistical convergence are distinct concepts that do not
necessarily coincide; i.e. st} ¢ st and st L st’,.

(i1) While classical convergence guarantees statistical and almost A-statistical convergence to the same limit, the
converse is not necessarily true; i.e. st} ¢ cand st ¢ c.

We now present the following theorem to establish a connection between almost A-summability and
almost A-statistical convergence.

Theorem 1.9. Let x € I, and st} —limx = L. Then, x is almost A-summable to L but not conversely.
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Proof. Assume now that x € I, and st, —limx = L. Let
Ke={meNo:|x, —L| > ¢}.

Then, we obtain

k+p 1
Z Za]mxm
j=k m=0
1 k+p-1 oo 1 k+p-1 oo
= |- Za]m(xm—L)+L —ZZa]m—l
P j=k m=0 P j=k m=0
k+p-1 1 k+p—-1 k+p=1 oo
= Ajm (X — L) + ; Ajm (Xm —L) + L Zajm - 1]

1 1
y 2 . ;?,2
j=k mekK, j=k m¢K, j=k m=0
[oe] 1 (o)
ap, + |L||-
Yt Y%

As p — oo, taking the limit on both sides of the above inequality yields for every k:

A

»

z
S
=
3

|
=
<=
gy
N

3

+

(g2}

==

k+p 1
lim |- Z Za]mxm -
p—)OO

j=k m=0

Since ¢ is arbitrary, we get desired result. To see that the converse does not hold, we consider the following
example: Let A = (ajm) given in Example 1.2 (if) and x = (x,,) given by

1/2, ifm=0,
X, =14 3/4, if m is odd,
1/4, if misevenand m # 0.

Then we calculate

. 1+ (-1)

m=0

In this case, observe that

k+p 1
hm Z Za]mxm = —, uniformly in k.
—00
P p j=k m=0
However,
k+p 1
Jim > =Y Y o) () # 0
P j=k m=0

which means sty — Iimx # % O
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2. Main Results

2.1. A Korovkin-type approximation theorem

In this part, we express and prove Korovkin-type approximation theorems for sequences of positive
linear operators with the help of almost A-statistical convergence.

We denote by C(B) the space of all real valued continuous functions on a compact subset B of real
numbers. This space is equipped with the supremum norm

Il = sup [ (y)|, (e C(B)).
yeB

Let 7 be a linear operator acting on C (B) . Itis known that 7" is called a positive linear operator, provided
that i > 0 implies 7 (h) > 0. We also denote the value of 7 (1) at a point y € ] by 7 (h(v); y) or simply 7 (k; y).
In this article, we will use the test functions ho(y) = 1, h1(y) = y, ha(y) = ¥>.

The following result gives necessary and sufficient conditions for a sequence of positive linear operators
(7m) to ensure that (7, (h)) converges for every h € C[a, b]. The proof largely follows the standard approach
used in Korovkin’s theorem [18] for the convergence of such operators, with only minor differences in the
final steps. It is included here for clarity and completeness.

Using the idea of almost A-statistical convergence, we give the following main result.

Theorem 2.1. Let (7,) be a sequence of pLOs acting from C (B) into C (B) satisfying the following statements:
st~ Him [7,u() ~ ill gy = 0, i =0,1,2. (1)
Then, for all h € C (B)
sty — im |75, (h) — hllc) = 0. 2)
Proof. Assume now that (1) holds. Let i € C(B) and y € B. Since h € C (B), we have
|h (@) - h(y)| <2t
where 7 := ||l]|¢(g - Since the function & belong to C(B), we know that for Ve > 0, there exists a number

C > 0 such that |h (v)-h (y)| < ¢ for Vv € B satisfying (v - y‘ < CIf p(v) = (v — y)* is received, we have

27
|h@)—n(y)|<e+ g(p(v).
By positivity and linearity of 7, we write

Tl y) = h(y)| (Tl @) = B (y); ) + h(y) (Tou(ho; y) — ho(y)))]

< T (|1 @ =hW)];y) + 7| Tulho; v) = ho(w) (3)
Firstly, we calculate the expression “7, (|h (v)—h(y) ;y) 7 in (3);
Tu(h@-h@ly) < Tufe+ é—§<p om
< et efTlhuin) ~ ho)] + STa(e @) @)

Now, we compute the term of "7,(¢ (v); y)” in (4),
Tulp @);y) = Tulw=-y);y)
Tu(@® = 20y + % )
< [Tl y) = ha(y)| + 21alle [Tl y) = ()]
+ allcqs) [ Ton(o; y) = ho(y)| - 5)

A
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Combining (5) and (3), we get

27 ||h2|lcp)
|Tuly) —h(y)| < e+ (e +1 C—( T (ho; y) = ho()|

4t ||l
C—CB) IT (h;y) — y)|
27

+a |Tonh2; y) — ha(y)|

< B{|Tull0; y) = ho(y)| + [Tou(lrr; y) = I (y)|
+ [Tl y) = ha(y)|} + &, (6)
where f = max {8 + 7T+ M/ 4T||h£12Hc(B> , %_g} Taking supremum over y € B, we obtain

2
1T () = Hllesy < €+ B Y 1) = Billegs)

i=0
Then, setting, for ¢ > 0 such thate > ¢,

Ry = {meNy:|Toul) - hlcg > e}
R;n = {m € NQ : ||Tm(l’l1) - hi“C(B) > e;_ﬁg},l = 0, 1,2

It is not difficult to see from (6) that

Ry C URm,

lf Y a; <1>:_
Pk me=p

2 k+p-1
Y am <) [% Y ¥ a]-m). Taking supremum k and later taking limit
meR,, j=k 2

‘ =0 k
me(JRE, ' J=k meR;,
i=0
p — oo, the following equation is obtained:
k+p-1
1

lim — Z Z ajm = 0, uniformly in k.
p—)oop j=k meRy,

Hence, this completes the proof of the theorem. [

Remark 2.2. If we choose the identiy matrix I instead of the non-negative almost regular matrix A = (a]-m) then, we
get the result given by King and Swetits in [17].

Theorem 2.3. Let (7,) be a sequence of pLOs on C (B) satisfies conditions

sty = lim (|75, (ki) = hillcgy =0, i =1,2 ()
and the condition
1im (17u(h0) — hollcsy = 0. ®)
Then for any function h € C (B), we have
L Kt o
lim > Z Y i ITu(h) = Hlleqs, = 0, uniformly in k.

j=n m=0
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Proof. From condition (8), it follows that there exists a constant Tty such that, for all m, the inequality holds:
T m(ho)llcsy < 71

holds. Consequently, for every h € C (B) and forallm =1,2,3, ..., we get

17 (h) = hllcy < Wl 1T m(o)lle) + rllee) < (1 +1). ©)
Moreover, since (8) implies(1) for i = 0, we can immediately conclude from Theorem 2.1 that

sty — im || 75, (h) — hllc) = 0. (10)

It is established in Theorem 1.9 that every bounded almost A-statistical convergent sequence is almost A-summable.
Consequently, the results in (9) and (10) lead to the desired conclusion. [

The proof of the following theorem can be derived similarly to the approach mentioned above, by
referring to the proof of the trigonometric version of Korovkin’s theorem [18].

Theorem 2.4. Let C* be the space of all continuous 2m-periodic functions on the real line. Let (7,) be a sequence of
positive linear operators maps on C*. For all f € C,

sty = lim | T5(f) = fl. =0,
if and only if

sty = lim ||To(f) = f|. =0, i=10,1,2,

where fo (y) =1, fi (y) = cosy, f» (y) = siny and the norm ”f”c = sullg |f (y)| .
ye

2.2. An Application

To demonstrate the strength of our result, we consider an example of a sequence of positive linear
operators, where the classical version (see [18]) and the statistical version (see [12]) fail to achieve the
desired approximation, whereas our proposed theorem remains valid and effective.

Example 2.5. We observe that the sequence of Bernstein—Kantorovich operators [15] on C ([0, 1]) is given by

t+1
m+1

K (B y) = (m+1) Z (T)y* Q- f h () du. (11)
t=0

_t
m+1

It can be seen that

Km(hO/]/) = ]-/
) B my 1
Kniy) = o * 31y
m? 1 my 1
K, (ha; = (2+— 1-v))+ + ) 12
(h2;y) (m+1)2y U y)) e 3w (12)

Now take A = (ajm) given by

|2, ifjisevenandm = j?,
Bjm = 0, otherwise,
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and define a sequence x := (x,,) by

] 0, ifmiseven,
Ym = { m, otherwise. (13)
In this case, we know that
1 k+p-1
lim — ajm = 0, uniformly in k, (14)
pﬁoop ;{4 %{ jm

where K, = {m € Ny : |x,, — 0| > €}. However, the sequence x is neither convergent nor statistically convergent.
Now using (11) and (13), we define the following positive linear operators on C ([0, 1]) as follows:

T y) =1 +x,) Ky (). (15)

Then, observe that the sequence of positive linear operators (T,) defined by (15) satisfy all hypothesis of Theorem 2.1.
Hence, by (12) and (14), we have, for all h € C ([0, 1]),

Tim (75 (1) = Flleqo = 0.

Since x is neither convergent nor statistically convergent, we obtain that its classical and statistical versions do not
work for the operators T, (h) in (15) while Theorem 2.1 still works.

T
m=90
f(v)=vivievive
m=40

09— \‘~ i m=10

08— RN b -

07 - L 52 i

Figure 1: Aproximation of (77,) for m = 10, m = 40, m = 90 and the function f(v) = -+t v+ 1.

2.3. Rate of Almost A-Statistical Convergence

Various ways of defining rates of convergence in the A-statistical sense for regular summability matrices
were introduced in [10]. In this section, we will compute the corresponding rate of almost A-statistical
convergence in Theorem 2.1 in two different ways, which we newly define.

Definition 2.6. Let A = (ajm) be a non-negative almost reqular matrix and let (a,,) be a positive non-increasing
sequence. A sequence x = (X,) is almost A-statistically convergent to a number L with the rate of o(a.,) if for every
>0,

1 k+p-1

lim — Z Z ajm = 0, uniformly in k,

poep j=k meK,
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where K¢ := {m € Ny : |x;, — L| > ey} . In this case, we write x,, — L = st} — o(am).

Definition 2.7. Let A = (ajm) and (a,,) the same as in Definition 2.6. Then, a sequence x = (x,,) is almost
A-statistically bounded with the rate of O(ay,) if there is an N > 0 with

k+p-1
.1 ) ,
}1_{{)10?; Z Z Ay = 0, uniformly in k,
j=k meMy
where My := {m € Ny : [Xu| = Ny} . In this case, we write x,, = st}, — O(am).

We will need the following lemma.

Lemma 2.8. Let x = (x,,) and y = (yu) be two sequences. Assume that A = (ajm) is be a non-negative almost
regular matrix. Let (a,,) and (B) be a positive non-increasing sequences. If for some real numbers Ly, Ly, we have
X — L1 = st — o(aw) and y,, — Ly = st’, — o(Bw), then the following hold:

(@) (Xm = L1) £ (Ym — L) = st — o(y ) where y,, = max {au, fu},

() (xp — Ly) (ym - LZ) = Sti\ - 0(“m;ﬁm)~

7

Similar conclusions hold with little “o ” replaced by big “O”.

As a tool, we use the modulus of continuity w(h; A) defined as follows:

w (h; A) :==sup {|h (v) — h(y)l 10,y €B,

v—y|$/\}

where h € C(B) and A > 0. In order to obtain our result, we will make use of the elementary inequality, for
allh e C(B)and for A,a > 0,

wWad) <A +[a]) wyA) (16)

where [a] is defined to be the greatest integer less than or equal to a.
Then we have the following result.

Theorem 2.9. Let (7,) be a sequence of pLOs acting from C (B) into itself. Then, for all h € C(B),

“Tm(h) - hHC(B) = Stix - O(Vm)/

where yy, = max {m, P, AmPm}, provided that the following conditions hold:
@) T m(ho) — hO”c(B) = Sti‘ — o(am),

(if) @ (1 Aw) = st — 0(B) where Ay = \[||Tou(@)

“_

similar results holds when the symbol “0” is replaced by “O”.

@) with o(v) = (v — y)* for each y,v € B. Furthermore,

Proof. To demonstrate this, we first assume that y € B and h € C (B) are fixed, and that conditions (i) and (i)
hold. Let A be a positive number. Then, we have the following inequality:

)2
I (0) = h (y)| < [1 G Azy) )a)(h;A).

Using the definition of modulus of continuity and the linearity and the positivity of the operators 77, for
all m € IN, we have

T y) = 0@ < T (|1@) = h(w)| 5 y) + @) [T o y) = o ()|
< T ((1 ¥ (’JA(f )) w(h, A); y) 11 [Tonll0; 1) — ho(w)|
= wl )Tl + 207 (0 @)1)

/\2
+1 [T ho; 1) = ho(y)|
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where 1 := ||| - Taking supremum over y € B and if we choose A := A, := ”le((P)“c(B)/ this gives that

I Tm() = hllcwy < 11T m(ho) — holley + 20(h; Am)
+aw(h, Aw) [T m(ho) — hollc) -

Since Y, = max {a, B, mPm} and setting, every € > 0,

Ry = {meNo: |1 Tut) - hlcw 2 eym),

€
L= {m e Nos @l A IT0) = hollegy > Sanfn)

.
I

=
N
Il

o {me]No w(l; Ay) = ﬁm}

)
o
I

{m € NO : ”Tm(hO) - hO”C(B) > %O(m}/

Hence we obtain

k+p 1 k+p—1 3 k+p-1

—Z Zamﬁ‘z X ams) %Z 2,

j=k meRy, j=k 3 j=k meR;
meiL:JlR’m "

Taking supremum over k and taking limit p — oo, we obtain

k+p-1
lim1 Z Z aj = 0, uniformly in k.

poep j=k meRy,
Thus, we complete the proof of the theorem. [

Remark 2.10. Now, by specializing Theorem 2.9, we can give the convergence rates of the sequence of positive linear
operators defined on the space C (B). First, note that Theorem 2.1 follows from Theorem 2.9 if we choose aty, = B = 1
for all m € INg. Hence our theorem gives us almost A-statistical convergence rate of Theorem 2.1. Furthermore, if

the almost regular matrix A = (ajm) is replaced by the identity matrix, Theorem 2.9 immediately gives the almost
convergence rate of the sequence of positive linear operators defined on C (B).

3. Conclusion

This paper introduces a new convergence method, called almost A-statistical convergence, based on
almost regular matrices. Using this concept, we also present a novel perspective on Korovkin-type approx-
imation in the space C (B) where B is a compact subset of the real numbers, by employing the test functions
ho(y) = 1, l(y) = y and ha(y) = y*. Moreover, a trigonometric version of Korovkin’s second theorem is
also provided. The theoretical advancements are further demonstrated through a concrete example, high-
lighting the practical relevance of the proposed framework. The validity of the example is supported by
a graphical illustration. Additionally, we investigate the rate of almost A-statistical convergence in two
different ways, which are newly introduced. Our results indicate that this method opens new directions
in approximation theory, potentially expanding the scope of Korovkin-type theorems and enhancing their
applicability to more complex operators. Future research may build upon these findings by exploring
the method’s applicability to broader function spaces and examining its implications in other areas of
mathematical analysis.
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