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Abstract.

First, in this paper, the notions of convergence and boundedness with speed, and the notion of speed-
Maddox spaces are recalled. Let X, Y be two sets of sequences with real or complex entries, and (X, Y) the
set of matrices (with real or complex entries) to map X into Y. Let A and p be speeds of the convergence, i.e.;
monotonically increasing positive sequences. Necessary and sufficient conditions for a matrix A € (X, Y), if
X is the certain speed-Maddox space defined by A, and Y is another speed-Maddox space defined by u are
proved. As an application of main results, one example where A is the Zweier matrix Z;, is presented.

1. Introduction

Let X, Y be two sequence spaces and A = (a,x) be a matrix with real or complex entries. Throughout

this paper we assume that indices and summation indices run from 0 to co unless otherwise specified. If
for each x = (x;) € X the series
Apx = 2 Ak X

k

converge and the sequence Ax = (A,x) belongs to Y, we say that the matrix A transforms X into Y. By (X, Y)
we denote the set of all matrices which transform X into Y. Let w be the set of all real or complex valued
sequences. Further we need the following well-known subspaces of w: ¢ - the space of all convergent
sequences, ¢ - the space of all sequences converging to zero, /.. - the space of all bounded sequences, and

L= {x=(xy) : Z ;| < oo}.
Let throughout this paper A = (Ax) be a positive monotonically increasing sequence, i.e.; the speed of

convergence. A convergent sequence x = {x,} with complex entries, where

likmxk =g and v = A (X — S)

(1.1)

is said to be
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a) zero-convergent with speed A (or shortly, A-zero-convergent) if limy vy = 0 (or (vx) € cp),

b) convergent with speed A (or shortly, A-convergent), if there the finite limit limj vx := b exists (or
(Uk) € C)/

¢) bounded with speed A (or shortly, A-bounded), if vx = O (1) (or (v) € l),

d) absolutely convergent with speed A (or shortly, absolutely A-convergent), if (vy) € [;.

The notions of convergence and boundedness with speed belong to Kangro (see [11], [12], and the
notion of absolute convergence with speed belongs to the authors of the present paper (see [2]). We denote
the set of all A-zero-convergent sequences by cJ, the set of all A-convergent sequences by c*, the set of all
A-bounded sequences by I, and the set of all absolutely A-convergent sequences by I{. It is not difficult to
see that

Ilceccclyce (1.2)
For Ay = O (1), we get
But for unbounded sequence A these inclusions are strict. Therefore further we assume everywhere that A

is unbounded.
Let p := (px) be a sequence of strictly positive numbers, and let

co(p) :={x = (xx) : likm [l =0},

c(p) = {x = (xx) : likm |xx — dJ’* = 0 for some d € C},
leo(p) := {x = (xx) = [l = O(1)},
(p) = {x = () = ) bl < o).
%

The sets co(p), l(p), c(p) and I(p) are known as Maddox spaces (see, for example, [16], [17] and [22]). The
reader can refer to the recent textbooks [7] and [19] on Maddox spaces and their various expansions or
contractions, and related topics. For a bounded sequence p, the Maddox spaces are also linear spaces. As
for the proof of main results of the paper we need the linearity of Maddox spaces, then further throughout
the paper, we assume that p is bounded. Then it is easy to prove (see also Corollary 2.11 of [18]) that

co(p) Cco, c(p) Cc, Lo Cluo(p)-
If, in addition to the boundedness of p, infy px > 0, then (see [13], p. 487)
co(p) = co, cp) = ¢, loo(p) = Lo (1.3)

Next we consider the zero-convergence, convergence, boundedness and absolute convergence with
speed in Maddox spaces. Let

(co(P))! = {x = () : limx, := s and {1, (s = 5)} € co(P)},
() = {x = (x) : limyx, := sand {A,(xx = s)} € c(p)},
(o) = {x = (x) : limx, =5 and {A,(x, - s)} € l(p)},
(p)* = {x = (n) : limox, =5 and {4, (0 = 9)} € I(p)).

We call the sets (co(p))*, (c(p))”, (Io(p))" and (I(p))" as speed-Maddox spaces. First the speed-Maddox spaces
are introduced in [20] and [21].
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The zero-convergence, convergence, boundedness and absolute convergence with speed in Maddox
spaces provides an additional method for evaluating the speed (or the rate) of convergence of converging
sequences. For example, if x! and x? are two convergent sequences belonging l.(p) so that x! € (I(p))}, but
x? does not belong (/(p))" for an unbounded speed A, then we can say that x! converges faster than x2.

Let u := (u) be another speed of convergence, i.e., a monotonically increasing positive sequence. Matrix
classes (X,Y), where X is one of the sets I, ¢*, ¢} or I and Y is one of the sets I£,, c#, ¢} or I have been
characterized by Kangro in [11] and [12], and by the authors of the present work in [2] and [3]. A short
overview on the convergence with speed has been presented in [4] and [15].

We note that the results connected with boundedness, convergence and absolute convergence with
speed can be used in several applications. For example, in the theoretical physics such results can be used
for accelerating the slowly convergent processes, a good overview of such investigations can be found, for
example, from the sources [8] and [10]. These results also have several applications in the approximation
theory. Besides, in [5] and [6] such results are used for the estimation of the order of approximation of
Fourier expansions in Banach spaces.

The characterization of matrix classes (17, cg ), 14, e, (14, 15), (12, lf), (A lg‘), (c", lg‘) and (12, l*ll) are given in
[2]. Necessary and sufficient conditions for a matrix A € (X, Y), if X is one of the sets I,, ¢*, I or ¢}, and Y is
one of the sets (I ()", (c(p))*, (co(p))* or (I(p))* have been presented in [20] and [21]. Let g := (gx) be another
sequence of strictly positive numbers. The matrix transforms from (I(p))* into (co(q))*, (c(q))*, (I(q))* or
(I@))*, and from (co(p))*, (c(p))", (I(p))" into (I(g))* are studied in [1]. The present paper is the continuation
of the paper [1]. We give the characterization of matrix classes ((I(p))", (co(9))*), (@), (c(9))*) and
((I=(P)", ((q))"). As an application of the main results we present an example, where A is the Zweier
matrix Zi ;.

2. Auxiliary results

For the proof of main results, we need some auxiliary results. For presenting these results throughout
this section by B = (by) and C = (c,x) we denote arbitrary matrices with real or complex entries, and by
p = (pr) and g := (qx) bounded sequences of strictly positive real numbers.

Lemma 2.1 (Corollary in [14], p. 102-103). A matrix B € (l(p), c) if and only if

Z bl MMPx converges uniformly in n for all integers M > 1, (2.1)
k
there are finite limits lim by = by, for k=1,2, ... (2.2)
n
Moreover,
lim B,x = Z bexe 2.3)
k

for every x = (xx) € lo(p).

The following Lemmas 2.2 - 2.4 are presented in [9] and [18].
Lemma 2.2. A matrix C € (I(p), co(q)) if and only if

In
1irrln(2 |cnk|M1/”k] =0 for every M > 0. (2.4)
k

Lemma 2.3. A matrix C € (I(p), c(q)) if and only if
Z |cpie| MYPr = O(1) for every M >0 (2.5)
k
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and there exists a sequence (c) such that

In
lim (Z lck — ck|M1/”k] =0 for every M > 0. (2.6)
n
k

Lemma 2.4. A matrix C € (lo(p), ls(q)) if and only if

[Z el M/
k

L
qn

= 0O(1) for every M > 0. (2.7)

3. Main results

Let A = {A,} be an unbounded speed of convergence, and p = {p,} - a bounded sequence of strictly
positive real numbers. First we prove the result, which we need for the proof of main theorems of the paper.

Lemma 3.1. If at least one of the conditions

iI]}fpk >0 (3.1)

and

likm AP = oo (3.2)

holds, then for every v := (vy) € lo(p) there exists a sequence x := (xi) € (Io(p))", such that relation (1.1) holds.
Proof. Let condition (3.1) be satisfied, and v € I(p). As in this case l»(p) = L, then v € I, and hence

. Ok
lim— =0. 3.3
im (3.3)
Denoting
On
Xi= s (3.4)

for some s € C, we obtain that relation (1.1) holds with x := (x;) € (Io(p)).
Let condition (3.2) be satisfied, and v € l(p). Then |v[’* = O(1) by the definition, and

.o
lim | %[ =0
A

by (3.2). This implies (3.3). Defining now x := (xi) by (3.4) for some s € C, we obtain that relation (1.1) holds
with x := (%) € (l(p))*. O
To formulate the main results of the paper, in addition to p and A we need another bounded sequence
of strictly positive real numbers, another unbounded speed p = {u,}, and matrices B = (by), C = (cu)
matrices, defined by
by == %

and
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provided that
there are finite limits limay, = ax, for k=1,2, ... (3.5)
n
Also, we need the sequences
e:=(1,1,..) and ¢ := (0,...,0,1,0,...),
where 1 is in the k-th position. We note that

e, ek € (lo(p))*.

Theorem 3.2. If at least one of the conditions (3.1) and (3.2) holds, then a matrix A = (au) € ((loo(p)))‘, (co(q))“) if
and only if conditions (2.1), (2.4), (3.5) hold, and

Ae = (A€ € @), Tni=Ae =Yt (3.6)
k

Proof. Necessity. Assume that A € ((LX, ()", (co(q))“). Since, from (1.1) we have

Xk = G s; s :=limxy, (vk) € lo(p)
Ak k

for every x := (xx) € (Io(p))", it follows that

Aux = Z b,xvx + 5T, (3.7)
k

for every x € (Io(p))!. Ase € (I.(p))*, then condition (3.6) is satisfied, from which we conclude that the
finite limit

T:=limT, (3.8)

exists. Hence, from (3.7) we obtain that B transforms this sequence (v) € I (p) into c. Thus, by Lemma 3.1,
B € (Ix(p), ¢). Consequently conditions (3.5) and (2.1) are satisfied, and the finite limit

1 - Ik
¢ = hnm Apx = Zk: )\kvk + 57
exists for every x € (I(p))* by Lemma 2.1. Writing

(A = @) = Y cu + spin(Ty = T), (39)
k

we conclude by (3.6) that C € (I(p), co(g)). Hence condition (2.4) is satisfied by Lemma 2.2.

Sufficiency. Let conditions (2.1), (2.4), (3.5) and (3.6) be fulfilled. Then relation (3.7) also holds for every
x € (Io(p))* and (1,) € (co(q))* by (3.6). Hence, B € (Io(p),c) and the finite limit ¢ exists for every
x € (Io(p))! by Lemma 2.1. This implies that relation (3.9) holds for every x € (lo(p))". As (2.4) is valid, then

C € (Io(p), co(q)) by Lemma 2.2. Therefore, due to (3.6), A € ((loo(p))A, (co(q))“). O

Theorem 3.3. If at least one of the conditions in (3.1) and (3.2) holds, then a matrix A = (ay) € ((lm(p)))‘, (c(q))“) if
and only if conditions (2.1), (2.5), (3.5) hold, there exists a sequence (ci) such that condition (2.6) holds, and

Ae = (Ae) € C@)), T = Ane = ) auk (3.10)
k
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Proof is similar to the proof of Theorem 3.2. The only difference is that now C € (lo(p),c(q)). Therefore
instead of Lemma 2.2 we use Lemma 2.3, and instead of (3.6) we have (3.10). O

Theorem 3.4. If at least one of the conditions (3.1) and (3.2) holds, then a matrix A = (ay) € ((loo(p))}‘, (lm(q))“) if
and only if conditions (2.1), (2.7), (3.5) hold, and

Ae = (Ave) € (@), Tui= Ae =Y . (3.11)
k

Proof is similar to the proof of Theorem 3.2. The only difference is that now C € (lo(p), [(g)). Therefore
instead of Lemma 2.2 we use Lemma 2.4, and instead of (3.6) we have (3.11). O

Remark 3.1. If condition (3.1) holds, then I, (p) = L (see (1.3)), and hence (I (p))* = I%,. Therefore in this case
Theorems 3.2 - 3.4 actually give necessary and sufficient conditions correspondingly for A € (l{}o, (co(q))”),

Ae (I, @)) and A € (I3, (s (@)*).

Remark 3.2. If inf; gy > 0, then relation (1.3) holds for p = g, and hence (co(9))* = cg, (c(g)t = c* and
(lo(q))* = I,. Therefore Theorems 3.2 - 3.4 actually give necessary and sufficient conditions correspondingly

for A € ((lo(p)",ch), A € ((o(p))', ) and A € ((loo(p))", -

Now we present one example for Theorems 3.2 - 3.4, if A is the Zweier matrix Zi,,, i.e; A = Z12 = (au),
where (see [4], p.3) agp = 1/2 and

27

. 1 ifk=n-1lork=mn;
k= 0, ifk<n—-1lork>n

forn>1.

Example 3.1. Let A = (Ay), g = (ux), p = (px) and q = (gx) be defined as follows:

M= Gk D o=k, prom o, o=
We show that then
Zu2 € (o) @) (o) €@))  ((up)) (@), 12

As for a bounded sequence g we have
(co(@) < (@) < U(@),

then ((Le(P))*, (co@)*) < ((oP)), (c@))*) € ((loo(p))", (Iso(q))*), and hence for the proof of statement (3.12) it
is sufficient to show that all conditions of Theorem 3.2 are satisfied for A = Z;,.
First, we see that presumption (3.2) of Theorem 3.2 holds, since

AP = T -
11}£n A= 11]£n(k +1) =00,

and condition (3.5) holds with a; = 0. Also condition (3.6) is satisfied, since Ae = (1/2,1, 1, ...) with limit 1.
For B = (b) and C = (c,x) we obtain by = cgo = 1/2, and

1 : — .
W’ lfk—ﬂ,
bnk= 1 ifk=7’l—1,’

2nVI/
0, ifk<n—-1lork>n,
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1 CL o
W, lfk—i’l,
Cpk = %(1+%)n},l, ifk=n-1;
0, ifk<n—-1lork>n

for n > 1. Let us denote
Ry(M) = Y Ibud M7, M > 1,
k

T, (M) := Z leel MYP, M > 0.
k

Then Ry(M) = To(M) = M/2, and

Mn+1 M"
Rn(M) = —2(1’1-{—1)” + ﬁ, M > 1,
1 Ml 1 1\ M" 1 1 1
To(M) = = 1+ - =~ fi+1)+=(1+= 1
(M) 2(n+1)”+2( +n)n"‘1 i+ )+2( +n)f(") (3.13)

for n > 1, where
n

M
f(n) = =l n>1, M>0.

As

n n+1

lim]\i=0, lim ——— =0, M>1,
n n" n (n+1)"

then condition (2.1) holds. Considering f as a continuous function with respect to 1, we obtain
, 1
Fn) = fon) (In fn)Y = f(n) (; “Inn+InM- 1), M> 0.
As f(n) > 0 for every n > 1, then f'(n) < 0if
1 1
E—Inn+lnM—1<Oor ;—lnn<1—lnM,M>0.

Hence for every M > 0 there exists a positive number 1y such that f’(n) < 0 for every n > 1y, because
1
lim(— - lnn) = —oo0.
no\n

Consequently f is decreasing with respect to n for n > ny and M > 0. Therefore from (3.13) we have

n

1
0<T,(M) < (1 + E) M for some M > 0 and for all n > n.

nh-1

Then we have

1 1/(n+1) M ﬁ
0 < (T,(M))™ < (1 + E) MY D (7) for some M > 0 and for all n > ny. (3.14)

Since

n=1

1/(n+1) M n+l
lim(l + —) =1, imM""*D =1 and lim(—) =0 for M >0,
n n n n n

then from (3.14) we conclude that
lim (T,(M))" =0, M > 0,
n

thus condition (2.4) holds. [
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Remark 3.3. As in Example 3.1 the sequence p is bounded and infy px = 0, then we obtain the strict inclusion
I C l(p) and hence I4, C (loo(p))A. Therefore from Example 3.1 we conclude that if

1

—— k+1, — —
A= (k+ 1) wei=k+1, g = 1

then
Zja € (18, (co@)) < (4, (@) € (18, Uol@)*).-

Remark 3.4. As in Example 3.1 the sequence q is bounded and infi gx = 0, then we obtain the strict inclusions
co(q) € co and ¢(g) C ¢, hence (cwo(q))" C cg and (c(g))" C c*. Therefore from Example 3.1 we conclude that if

1
— k+1. — —
A=+ 1) pe=k+1, pri= L
then
Zip € ((loo(p))/\r (Co)”) c ((loo(P))A,C“)~
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