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Abstract. In this paper, we consider a class of Steklov p(x)-Laplacian problems with a critical exponent,
given by the following equation:

(=A)ptt = [ul™2u + f(x,u), inQ,

|Vu|”(")‘2§—f; = [uf®2u, ondQ,

where Q ¢ R¥(N > 2) is a bounded domain with Lipschitz boundary JQ. Here, £ denotes the outer
unit normal derivative, the function f : Q X R — R is a Carathéodory function satisfying appropriate
assumptions, and the functions p and r are continuous in Q, such that 1 < r(x) < p*(x) for all x € Q, where
p*(x) represents the critical Sobolev exponent. To establish the existence and multiplicity of solutions, we
employ variational methods, including the mountain pass theorem and symmetric mountain pass theorem,

combined with the concentration-compactness principle. These techniques enable us to find solutions that
satisfy the given boundary conditions and exhibit interesting properties related to the critical exponent.

1. Introduction

In this paper, we focus on a class of Steklov p(x)-Laplacian problems with a critical exponent. The
problem is formulated as follows:

(=A)pett = [ul™®2u + f(x,u) inQ,

[Vulp®-22 = [y5<)-2  on dQ,
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where Q is a bounded domain in RN, with Lipschitz boundary denoted by dQ. The symbol % represents
the outer unit normal derivative and A,uu = div (|Vu|p ()2 Vu) .
The function f : QO xR — R is a Carathéodory function that satisfies appropriate assumptions

We assume that both p(x) and r(x) are continuous functions in Q, meaning they are defined and contin-
uous on the closure of (). Moreover, we consider the condition 1 < p(x) < r(x) < p*(x) for all x € QQ, where
p*(x) represents the critical Sobolev exponent. Additionally, we assume that the set A = {x € Q : r(x) = p*(x)}
is non-empty.

In nonlinear elliptic equations with critical growth, the concentration-compactness principle introduced
by Lions (see [23]) has been widely recognized as a fundamental tool for establishing the existence of
solutions. This principle is particularly crucial when considering equations involving Sobolev embeddings,
which capture the critical growth behavior. For a more comprehensive understanding of this topic, we
suggest referring to the references [3, 4, 6, 12, 17-22, 27, 30-32] and the additional sources mentioned
therein.

In their work [8], Bonder and al. extend Lions” well-known concentration-compactness principle to
the setting of variable exponents. This extension is stated as Theorem 3.8. By considering equations with
variable exponents, they allow for more flexibility in modeling various physical phenomena and capturing
the heterogeneity of the problem domain.

To apply the extended concentration-compactness principle, The authors in [8] consider the following
nonlinear elliptic equation:

(=A)peoytt = [ul™2u + a()u™™2y  in Q,

u=0 ondQ,

here, p, g, and r are functions belonging to the space C(Q), where Q represents the domain of the problem.
These functions are subject to the condition 1 < p(x) < r(x) < p*(x) for all x € (), where p(x) denotes the
critical Sobolev exponent associated with p(x). Theset A = {x € Q : #(x) = p*(x)} is assumed to be non-empty,
indicating the presence of the critical growth behavior. To establish the existence of solutions, Bonder and
al. [8] employ variational methods and make use of the mountain pass theorem. These techniques allow
them to construct a suitable functional and apply critical point theory to find nontrivial solutions to the
problem.

The study of problems with variable exponents has received significant attention in recent years. These
problems have proven to be interesting and relevant in various applications, such as the modeling of
electro-rheological fluids [13, 26, 28] and image processing [11]. Additionally, they give rise to challenging
mathematical problems that require careful investigation. Also, we note that in reference [36], a concise
summary of recent advancements and references in the study of problems with variable exponents is
provided. This resource offers valuable insights into the progress made in this field, serving as a useful
reference for further exploration. Furthermore, the study of variational problems with nonstandard growth
is anew and intriguing topic, as mentioned in the references cited as [1, 2,5, 7, 10, 14, 24, 25, 29, 34, 35]. These
works contribute to understanding the behavior and properties of variational problems with nonstandard
growth, expanding the knowledge and research in this field.

In their publication [9], the authors extensively investigated the following nonlinear Steklov problem
with Neumann boundary value conditions:

(=A)poytt + a()ulP®~2u = f(x,u) inQ,
(P)

|Vu|p(x)‘2% + b(0)|u|"™2y = g(x,u) on Q.

Under suitable conditions on the functions 4, b, p, g, f, and g, the authors employed variational methods,
the mountain pass lemma, and the Ekeland principle to establish the existence and multiplicity of solutions
for problem (P). Notably, they imposed the condition f(x, ) < v1(x)[u|*®~1, where a(x) < p*(x).
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Motivated by the results presented in reference [9], our paper aims to contribute further by studying
the critical case of the aforementioned problem. To this end, we utilize a recent concentration-compactness
principle for Sobolev spaces with variable exponents to investigate the weighted Steklov problem (1).
Our study provides a generalization, improvement, and extension of the aforementioned references under
additional, appropriate conditions. Consequently, this research project holds significant importance and
offers valuable insights.

In this paper, we consider the problem (1) in two distinct cases. Firstly, we examine the scenario where
f(x,u) = vi(x)hi1(u). Under specific hypotheses, we employ the variational method, the mountain pass
theorem, and the symmetric mountain pass theorem to establish the existence and multiplicity of nontrivial
weak solutions for problem (1). This rigorous approach ensures the robustness and reliability of our results.

Secondly, we investigate the case where f(x,u) = v1(x)hi(u) + Alu[®~2u. By imposing suitable as-
sumptions, we utilize the mountain pass theorem and the symmetric mountain pass theorem to prove the
existence and multiplicity of nontrivial solutions for problem (1). This analysis provides valuable insights
into the behavior and properties of the solutions in this particular case, further enriching the understanding
of the problem.

In summary, our research significantly contributes to the existing literature by exploring the critical case
of the Steklov problem with Neumann boundary conditions. Through rigorous mathematical techniques
and the utilization of recent concentration-compactness principles, we establish the existence and multi-
plicity of solutions for problem (1) under different scenarios, enhancing the overall understanding of this
important topic.

This paper is organized as follows: In Section 2, we present some necessary preliminary knowledge on
variable exponent Lebesgue and Sobolev spaces. Section 3 contains our first main result, where we present
and prove the existence and multiplicity of solutions for the weighted Steklov problem. In Section 4, we
present and prove our second result, further extending our study of the weighted Steklov problem.

2. Preliminaries

In this section, we provide an overview of some important properties of variable exponent spaces. For
more detailed information, we recommend referring to the works [2, 9, 10, 15, 16, 33] and the references
therein. Let Q be a bounded domain in RN, where N > 2. We consider the set

C(Q ={p e C@Q),px)>1,¥,x€ Q).

Forallp € C, (ﬁ) , we define,

p~ =infp(x), and  p"=supp(x).
Q Q

Additionally, we define

Q) = {u :Q > R, measurable: | [u(x)P®dx < oo} ,

Q

with the norm on LF®(Q) defined as
. u(x) )
|tt] ooy = inf{ >0 |[—P¥dx < 13%.
Q H

Also, we define

LP®(9Q) = {u : Q - R, measurable : [u(x)PPdx < OO} ,

9Q
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with the norm on LP™(9Q) defined as

&Ip(x)dx < 1} ,

|M|Lp(x>(,99) = inf {y >0: |
o U

The space (U’(x)(Q), |.|Lp(x>(0)) and (L”(")(é?Q),I.Ime(aQ)) are a Banach spaces, which we refer to as variable
exponent Lebesgue spaces. Now, we introduce the space

WO(Q) = {u € P(Q) : [Vul € F9(Q)},
equipped with the norm
[l = Nllwrocoqy = Nllireoqy + VUl ) -

Finally, we denote by Wé’p ®)(Q) the closure of C(Q) in WP(Q).
The following proposition provides important properties of variable exponent spaces.

Proposition 2.1. (see [9, 15]) The following statements hold:

1. The space (U’(")(Q), |.|U,<x)(Q)) is a separable and uniformly convex Banach space, and its conjugate space is

LP ®)(Q), where ot p,l(x) = 1. Moreover, the Holder inequality holds, that is, for any u € LP®(Q) and

v € IV (Q), we have

1 1
uvdx| < (— + —— )byl -
’L; | Gt o Ml
2. Ifp1, p2 € C4(Q) such that py(x) < pa(x) forall x € Q, then the embedding LP*®)(Q) < LP®)\(Q) is continuous.

Note that [|u|| and ||Vu(|;ye0 () are equivalent in the space Wé’p (x)(Q), see [9, 10], so, for simplicity let’s use
llell = [IVutll o -
The following proposition highlights the properties of the variable exponent Sobolev spaces.

Proposition 2.2. (see [15, 16])The following statements hold:
1. The spaces W'®(Q) and W," ®(Q) are separable and reflexive Banach spaces.

2. Ifg € C(Q) with g(x) < p*(x) for all x € Q, then the embedding from W'"*™(Q) into L19(Q) is compact and
continuous. Here, p*(x) is defined as follows:

Np(x) .
N—ppzcx)’ lf P(x) < N/

pi(x) =
oo, if p(x) =N,

3. If g € C+(9Q) with q(x) < p.(x) for all x € IQ, then the embedding from W#®)(Q) into L19(9Q) is compact
and continuous. Here, p.(x) is defined as follows:

(N-Dpx) -
N—p(rfx) 4 lf P(x) < N/

p(x) =
oo, if p(x) 2 N,

here N is the dimension of the space.

For simplicity, let us denote

rw)zkf}VuWﬂdx
Q

The following proposition provides important properties of the functional I'.
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Proposition 2.3. (see [9, 36]) There exist positive constants & and &, such that

L IfT(u) > 1, then & |lull” < T(u) < Eollull?”.
2. IfT(u) < 1, then &llullP’” < T(u) < Ellull.
3.Tw>1(=1,<1) & ul>1(=1,<1).

Let us define
p = [ o
Q

The next proposition provides properties of the functional p.

Proposition 2.4. (see [9, 15, 16]) For all u € LP™(Q), we have
1. [ulLP™(Q) < 1;(resp = 1,> 1) © p(u) < 1;(resp = 1,> 1).
2. Julpogy > 1= |uliw)(0> <pu) < |”|Zp<x)(g)-

p +
Lr®(Q)

P

3. |M|Lp(x)(Q) < 1 = |u| U’(X)(Q)'

< p(u) < |ul
The next proposition relates the norms of a function in variable exponent Lebesgue spaces with its
pointwise behavior:

Proposition 2.5. (see [9, 15, 16]) If p and q are measurable functions such that p € L*(RN) and 1 < p(x)g(x) < oo
for all x € RN, then for all u € L19(RN) with u # 0, we have

’ P < |yl
e = 1Pl < Tl -

- +

< [IyP® < |ul?
) S PP lacy < Tl

1. Iulp(x)q(x) <l= |M|Z

q
2. ulpeywy 2 1= |“|p<x)q(x

Denote for u € L9 (9Q)),

pal) = L . |u(x)Pdo.

Proposition 2.6. [9, 10] For all u € LP©(9Q), we have,
P P
(1) |u|LV(‘E)(BQ) >1= |u|Lp(g)(aQ) < p&(u) < |u|LP(é)((9Q)’

(2) lulproany < 1= 1l 0 < Pa0) < [l 00
Finally, let’s define the Palais-Smale (PS) condition at a given level ¢ for ¢ € C}(X,R):
Definition 2.7. Let X be a Banach space and ¢ € C1(X,R), where c € R. We say that ¢ satisfies the (PS) condition
at level c if any sequence u, C X, such that
@(uy) = ¢, and @' (u,) > 0, in X, asn — oo,
contains a convergent subsequence.

In the context of our analysis and proofs, we will now introduce and recall several important theorems: the
Mountain Pass Theorem, its symmetric version for even functions. These theorems play a crucial role in
establishing our results. Here are the statements of the theorems:

Theorem 2.8. (Mountain pass theorem)(see [2]) Let X be a Banach space. Consider a functional ¢ € CH{X,R)
satisfying the following conditions:

1. ¢(0) =0,
2. @ satisfies the Palais-Smale condition,
3. There exist positive constants 1 and p such that if ||ul| = n, then o(u) > p,



A. Sahbani et al. / Filomat 39:26 (2025), 9135-9155 9140

4. There exists e € X with |lell > n such that @(e) < 0. Then, @ possesses a critical value ¢ > p which can be
characterized as

c= ;rg max p(r(t),

where,
['={yeC(0,1],X): y(0) = 0,p(1) = e}.

Theorem 2.9. (Symmetric mountain pass theorem)(see [2]) Let X be an infinite dimensional real Banach space. Let
¢ € CHX, R), satisfying the following conditions:

@ is an even functional such that ¢(0) = 0,

@ satisfies the (PS)-condition,

There exist positive constants 1 and p, such that if |[ul| = 1, then, p(u) = p,

For each finite dimensional subspace X1 C X, the set {u € X1, (1) > 0} is bounded in X. Then ¢ has an
unbounded sequence of critical values.

L

Throughout the rest of the paper, the constants mentioned in the theorems, such as ¢;,i = 1,2, ....,, are
positive constants that may vary from line to line in the proofs.

3. First main results

In this section, we will present and demonstrate the first main result of this paper. Before proceeding,
we assume the following hypotheses:

(A1) The function f(x, u) can be expressed as v (x)h; (1), where v; and h; are measurable functions satisfying
the following conditions: there exists ¢; > 0, a, S € C,(Q2) such that for all (x, u) € Q X R, we have

G a(x)-1
v1(x) € L5000 (), h1(u) < c1 [ul ,
and
pt < a(x) < S(x) <p'(x) and p* <N. )
(Az) There exist M; > 0, p* < 6 <min(r~,s”), such that for all x € 3, we have

0 < Ovi(0)H1 (1) < 01 ()1 (w)u, |ul = M,

¢
where H;(t) = f hq(s)ds.
0
(A3) We have p* < s(x) < p.(x) .
(A4) Forall x € Q, we have hy(—u) = —hy ().
(As) We have a~ < min(r~,s").

Next, we define a weak solution for the problem (1) as follows:

Definition 3.1. We say that u € X := W;”’(x)(Q) is a weak solution for the problem (1) if, for any v € X, we have

f|Vu|p(x)‘2Vqu—flulr(")‘zuvdx—fm(x)hl(u)vdx—f [l 2yvdx = 0.
o) Q Q Ple)

Now, we are ready to state and prove the first main results.
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Theorem 3.2. Under the hypotheses (A1) — (As), problem (1) has a nontrivial weak solution.
Theorem 3.3. Under the hypotheses (A1) — (A4), problem (1) has infinitely many solutions.

Now, we introduce the functional x(u) associated with problem (1), which characterizes the critical points
and plays a key role in the existence of solutions.

x() = L(u)—Jwu) — ¢u) — T(u),
where
)

a 1x)

|u|5(x)

aq S

L(u) = L |Vplzf)(") dx, J(u) = dx ¢(u) = L v1(X)Hy(u)dx and T(u) =

We recall from [9], that L € C'(X, R). Moreover, for all u,v € X, we have
<L'(u),v>= f(qul”(x)_ZVqudx.
Q

The functional L’ satisfies the following properties.

Proposition 3.4. [9]

1. L' : X = X* is a continuous, bounded, and strictly monotone operator.
2. L' is a mapping of (S4) type, that is, if u, — uin X and limsup < L' (u,) — L'(u), u, — u >< 0, then, u, — u

n—00
strongly in X.
Remark 3.5. It can be shown, using (A1), Propositions 2.3, 2.5, and the Holder inequality, that ¢ € C'(X, R).
Furthermore, for all u,v € X, we have
<9/t,0>= [ oW
Q
From Proposition 3.4 and Remark 3.5, it follows that x € C'(X,R). Moreover, for all u,v € X, we obtain

<xX'Ww),v> = f (IVulP92vyVodx — f || 2 yvdx
Q Q

- f o1 ()h1 (u(x))o(x)dx — f [ulf2ydx.
Q 2Q

Hence, the weak solutions of problem (1) correspond to the critical points of the functional y.
Now, we establish a key result that provides a lower bound for the functional x(u) associated with
problem (1).

Lemma 3.6. Assume that (A1) — (A3) is satisfied. Then, there exist m,n > 0 such that, for u € X,
if ull =mn, then, x(u) > m.

Proof. Letu € X, with [lu]| < 1. Under the hypothesis (A1), we have for all x € Q,

G e
Hl(u)sa(x)lul . 3)

Using propositions 2.1, 2.5, and the Holder inequality, and according to proposition 2.2, we obtain the
existence of c3, ¢4 c5 > 0, such that

|ulpsory < eallull, lulpoq) < callull and , o o) < cs llull (4)
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Since 1 < 5(x) < p*(x), 1 < r(x) < p*(x), 1 < s(x) < p.(x) Then, using Proposition 2.3, we obtain

\%
|

- Cq - Cs -
x(u) Nl = —=lo1l _so  Jull® = —=llull” = =l
p (04 LS®-at) (Q) s S

51 -+ Cq — Cs -t

> ulf” (———I 1l Ml 7 = —=llull” 7 = —=IjulP 7
LS(X) ()(Q)
+ 1 H =t pm—pt o~ —pt
>l (F—tllullmm(“ i )
where
C C
t= —Iv | + ==

a LSoA® Q) T ST

Since a~, s~ and r~ are both greater than p*, we can choose ||u|| = 1 to be sufficiently small such that

5_41. _ tnmin(a‘—p*,r‘—p*,s‘—p*) > 0.

Finally, we conclude that
p* &1 min(a”—p*rm—pt,sT—p)) ._
x(u) = 1 (;;—“7 ):=m>o.

O

In the following lemma, we establish a result regarding the boundedness of a Palais-Smale sequence in
X.

Lemma 3.7. Suppose that conditions (A1) — (Ap) are satisfied. Let {u,} be a Palais-Smale sequence in X. Then {u,}
is bounded in X.

Proof. Let {u,} be a sequence in X such that
X(uﬂ) —C, and X’(un) il 0, in X*, asn — oo,

where c is a positive constant.
Since x(u,) — ¢, there exists M; > 0, such that

Ix(un)| < M. (5)

On the other hand, the fact that x’(11,) — 0in X*, implies that < x’(u,), u, >— 0. In particular, < x’(u,), u, >
is bounded. Thus, there exists M, > 0, such that

|< x'(uy), y > < Mp. (6)

We claim that the sequence {u,} is bounded. If it is not true, by passing to a sub-sequence if necessary, we
may assume that [[u,|| — co. Without loss of generality, we assume that |[u,|| > 1.
From (5), (6) and using the fact that p* < 8 < min(r~,s”), we obtain

My 2 x(un) = I(un) = J(un) - (P(un) = T(uy)
. %Hun)—} fQ e = () — fa N )

1 1 1
—T(u,) — = f |un|r(x)dx —o(u,) — = f |Mn|s(x)dx,
p 0 J, ¢ 5 ).,

\%
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and

My > — < x'(u), uy >= —T(u,) + f 1, [P dx + [t dx+ < ¢ (uy), (1) >, 8)
Q Q)

By combining (7), (8), and using proposition 2.3, we obtain

OM; + M,

[\

<§+ D) — Op(itn)+ < (), (1) >

[\

(}% “ D& P+ fﬂ 01 () s ()t — Oy (00))dlx.

Hence, assumption (A;) implies
0 -
OM; + M > (F =D& lluall

So, by letting 7 tend to infinity, we obtain a contradiction. Therefore, {u,} is bounded in X. [

Now, we introduce the nonempty set A define by A = {x € Q : r(x) = p*(x)}. Also, define the set
As = {x € Q= dist((x, A) < 6} for 6 > 0. We note rj = inf;-r(x), and r, = infzr(x).
We will now introduce and recall several important theorem.

Theorem 3.8. (Concentration-compactness principle )(see [8]) Let p(x) and r(x) be two continuous functions such
that
p- =infp(x) <p" =supp(x) <N and 1<r(x) <p'(x) in Q
0 Q
Let {1} jen be a weakly convergent sequence in W'*®(Q) with weak limit u and such that:
o [u;I"™ — v weakly in the sense of measures.
o |[Vu,;P® — 1 weakly in the sense of measures.
Also assume that A = {x € Q : r(x) = p*(x)} is nonempty. Then, for some countable index set 1, we have:

v=ul® + Z ViOx,, v; > 0.
i€l
u = [VuP® + Z Uidx,, ui > 0.
iel
o
prlx; plx;
Svl. Spit.

where {x;}ier € A and S is the best constant in the Gagliardo-Nirenberg-Sobolev inequality for variable exponents,
namely

\Y% v
S=5,(Q) = inf Vo
peC©@) Pl

If {u,} is a Palais-Smale sequence with energy level ¢, then according to Theorem 3.8, we have the
following convergence results:

|un|l’(x) — = |u|r(x) + Zviéxi/ U > 0. (9)

iel

Vi P& = > V@ + Y uids,, 1> 0. (10)

iel

1
SV < ™ (11)
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If the set I = 0, then u,, — u in L'®(Q). It should be noted that {x;};cy C A.
We aim to demonstrate that if c < (r% — 1)SN, then I = 0, where S is defined in Theorem 3.8.
A

The following lemma establishes an important result regarding the behavior of Palais-Smale sequences
under certain conditions.

Lemma 3.9. If conditions (A1) — (As) are satisfied. Let {u,} be a Palais-Smale sequence in X with energy level c. If
c< (— - —)SN then the index set 1 is empty.

Proof. Suppose that I # 0 and let ¢ € Cg"(]RN ) such that ¢(0) # 0. Now, we consider the functions

(Pi,e(x) (P(x XI)
We have < x’(uy), @ictty >— 0. Thus,

f Vit P2V, V (@i et )dlx - f 1"y cddx
Q Q

[ omtnen - [ s

Q 2Q

Passing to the limit as n — oo, we obtain

0 = lim( |Vun|7’(x)_2VunV((p,',e)undx+ f Qiedu — f Qiedv
Q Q Q

< X' (Un), Qictty >

n—oo

- f (%1 (X)h1 (un(x))(Pi,eundx - f |un|s(x)(Pi,edx)-
Q 2Q

By Holder’s inequality, we can show that

lim IVu [Pe= 2VunV((ple)undx =0 and lim [11,,[°®) Qiedx =0.

—00 —00
n n 00

On the other hand, we have
iy | ou0 o, ()it =,
€ Q

lim | @iedp = pip(0),
e—0 Q

and
hm goledv =v;p(0).

By combining the aboe informations, we get (yi — vi)(p(O) = 0, which implies that y; = v;. Consequently,

1

SVP(X) <V(

Thus, we conclude that v; = 0 or SN < v;.
Now, by the fact that min(r*, s*, 0) > p* and by (A;), we have

¢ = im ) = lim (x0) = - < XG> )

. |Vun|P(x f |un|r(x) f f |un|s(x)
= lim f - dx — v1(x)Hy(u,)dx — dx
pim ( o pi) o 1) o O = | T
7(x) s(x)
- % f Vi, P@dx + f %dﬁé f 01001 (1)t + f %dx)
P Ja 0 P

1 1
= — — —)|Vu ”(")dx+f — — —)luy r(x)dx+f — - 1, "M dx
Tim f > L9 (- G s(x)n |
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1
v o f 01 (3 (0 it — f 01 () H (4,

- _ - () ), 'W - _ s(x)
tim ([ (g = o+ [ (o= ool |- o

1
¢ 5 [ @m0
1

\%

1
> - _ r(x)
= 1}1_)11; ( T(X))|un| dx
1
> lim [ (= - _)|u @,
n—oo As p As
On the other hand
1 1
im [ G = = G J e Yo
n—oo As T’Aé p+ ; !
1
> (F - T)Vi
1 N
(— - —)5 (12)

Ab

Therefore, since 0 is positive and arbitrary and r is continuous, we have

1 1
c= (—+ - —_)SN
A

Then if ¢ < (% — L1)SN, the index set I is empty. []
A
We now present the following lemma that establishes an important convergence result.

Lemma 3.10. If conditions (A1) — (A3) are satisfied and let {u,} be a Palais-Smale sequence in X, with energy level
c.lfc< (r% — L)SN, then there exists a subsequence of {u,} that converges strongly in X.
A

Proof. Let {u,} be a Palais-Smale sequence in X, with an energy level ¢ such that ¢ < (r% - L)SN. By Lemma
A

3.7, {u,} is bounded in X. Therefore, there exists a subsequence of {u,} that converges weakly to u in X.
Using Lemma 3.9, the fact that S(x) < p*(x) and s(x) < p.(x), we deduce by proposition 2.2 that

u, — u, strongly in L5®(Q),
u, — u, strongly in L'@(Q),
uy — u, strongly in L*®(9Q).

To complete the proof, we need to show that u, — u strongly in X. We start by considering the inner
product

<X'(p)ug —u> = <L'(up)uy—u>- f 14, 210, (1, — 1)dx
Q

- f o1 (OBt 1t — )il — f P10, 11, — )i
Q Q)

By applying Holder’s inequality, Propositions 2.2 and 2.5, we can estimate the integral term as follows:

Lrv-1

f Oy —uldx < it — ol o
Q T
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IA

[, — |y max (lunlL»(x) ’ |un|Lr(\' )

IN

il — o max ([l 7, flaall” ),

This leads to the conclusion

Hm | ™20, (u, — u)dx = 0. (13)

—00
n Q

Similarly, we have

im | |, 2w, (1, — u)dx = 0. (14)
n—oo QQ

Now, by using (A1), propositions 2.2, 2.5, and Holder’s inequality, we obtain

f 01 (W ()1 — W)dx < f xlon ™t — 1l
Q Q
< cpluy — ulpse |v1(x)| O ||M =1 R
< caluy - ulpsolor ()] s<x>()max(|un|“ s il o)
+_ -
<l = ulpso o1 @) s max([fagl |, gl 7).
L St)-a(x)
Hence, we have
limfvl(x)hl(un)(un—u)dxzo. (15)
n—oo ()

By combining (13)- (15), and using the fact that < x’(u,), u, — u >— 0, we conclude that
< L'(uy), thy — u >= f Vit P92V 14,V (1, — u)dx — 0,
Q

Passing to the limit as # tends to infinity and using the fact that u,, converges weakly to u, we get
<L'(u),u, —u>—0.

Hence
31_1}010 < L'(uy,) = L'(u),u, —u>=0.

Since L’ is of type (S.) (see Proposition 2.1), we deduce that u, — u strongly in X. [

In order to further investigate the properties of the functional x and its critical points, we establish the
following lemma.

Lemma 3.11. If conditions (A1), (Az) hold. Then, there exists an element ey € X such that
lleoll > 1, and x(eo) <0,

where 1 is defined in Lemma 3.6.

Proof. At first, by (A»), there exists £ > 0, such that for all (x, t) € O X R, we have

v (OH:(t) > ENH°. (16)
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Let e € X be such that fQ le|%dx > 0 and let t > 1 be sufficiently large. Then, we have

|V (te)P™ |te"™)
W= ) e T
_ f v1(x)H (te)dx — f |te|S(X)dx.
Q s S(x)
Using (16), we obtain

tp+ t?‘_
x(te) < —_flv(e)lp(")dx——Jrf|(e)|r(x)dx
P Ja r* Jo

-9 f le|?dx.
Q

Since min(6,¥~) > p*, it follows that
Xx(te) = —oo, as t — oo.

Therefore, we can choose ty > 0 and set ¢y = fpe such that |[lep]| > 1 and x(ep) < 0. This completes the
proof. [J

Now, we establish the following lemma that provides a key result regarding the boundedness of a set under
certain hypotheses.

Lemma 3.12. Under the hypotheses (A1), (Az), if F is a finite dimensional subspace of X, then the set
T ={u€eFL such that x(u) =0},
is bounded in X.

Proof. Letu € T. We have,

x(u) < l_fIVulp(x)dx—%f|u|’(x)dx—f01(x)H1(u)dx.
Pp Jao ™ Ja Q

Using inequality (16) and proposition 2.3, we obtain

) s [ e [ e
Q Q
&2

+ - 0
< = (™ + ™) = &l

where |.| o and ||.|| are equivalent norms in F. Thus, there exists a positive constant k such that
< klulf,.

Therefore, we have

) = 2 (P + ) = .

Hence, since p~ < p* < 0, we can conclude that the set T is bounded in X. [

Proof. [Proof of Theorem 3.2] Lemmas 3.6, 3.10, and 3.11 establish the fulfillment of all the conditions
required by Theorem 2.8 (mountain pass theorem), ensuring the existence of a nontrivial solution to
problem (1). With this, the proof of Theorem 3.2 is now concluded. O

Proof. [Proof of Theorem 3.3] We observe that x(0) = 0, and due to (Ay4), the functional x is even. Fur-
thermore, Lemmas 3.6, 3.10, and 3.12 establish the fulfillment of all the conditions stated in Theorem
2.9 (symmetric mountain pass theorem). Consequently, we can conclude that problem (1) possesses an
unbounded sequence of nontrivial solutions. With this, the proof of Theorem 3.3 is now completed. [
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4. Second main results

In this Section, we investigate the existence of solutions for problem (1) under small perturbations.
Specifically, we consider a perturbation term in the form of f(x,u) = v3(x)h1(u) + Alu[’®~2u, where A is
a positive parameter and y(x) belongs to the function space C.(Q). The parameter y(x) must satisfy the
condition 1 < y~ < y* < p~, with p being another parameter. These choices allow us to examine the impact
of perturbations on the problem and explore the existence of nontrivial solutions. We present two main
theorems that establish conditions under which problem (1) has nontrivial solutions in the presence of these
perturbations.

Theorem 4.1. Assume that conditions (A1) — (As) and (As) hold. Under these assumptions, we prove the existence
of a positive constant Ag such that for any A in the interval (0, Ag), problem (1) has at least one nontrivial solution.

Theorem 4.2. Under the combined assumptions (A1) to (As), we establish the existence of a positive constant Ay
such that for any A in the interval (0, Ao), problem (1) has at least one nontrivial solution.

To prove the above theorems, we begin by noting that the funcional x, : X — R associated with problem
(1) is defined as
|u|)’ ()

y()
where X is the appropriate function space for the problem. This modified functional includes an additional

integral term involving the parameter A. The purpose of this term is to introduce a perturbation to the
original functional x(u), allowing us to study the behavior of critical points under small perturbations.

xa(u) = x(u) —

Remark 4.3. Firstly, we remark that x, is a C' function, meaning that it is continuously differentiable. This ensures
the smoothness and well-behaved nature of the functional, which is important for variational analysis.

Furthermore, the remark 4.3 highlights the connection between weak solutions of problem (1) and critical
points of the modified functional x,. In other words, solutions of the problem correspond to points in
the function space X where the derivative of x, vanishes. This observation establishes the variational
nature of the problem, where finding solutions is equivalent to searching for critical points of the associated
functional.

Now, to establish a lower bound for the functional x, () and investigate the behavior of solutions under
small perturbations, we present the following lemma:

Lemma 4.4. Assume that conditions (A1), (As) and (As) hold. Then, there exist three positive constants 1, r and Ay,
such that, for all u € X and all A € (0, Ag), the following statement holds:

if llull =1, then xa(u) > m.

Proof. Let u € X with |lul| < 1. By applying Holder inequality and using proposition 2.5, we obtain the
following inequalities:

A 1
xaw) 2 —F( )—— f [o1 ()|l "V f lul dx - f luf @dx - = Iuls(x)dx
> p—r<u)——| o s Wl - [ |u|r<x>dx—— [ |u|7/<x>dx—— | witva
- 1 - +
> p—r(u>——|v| O (o max(|u|;,(,.,@,|u|;,m@)
A 1 - .
- )/_ max (|u|L3‘ Q) | |L (%) (Q)) — maXx (lulsLs(x)(Q)/ |u|25(x)(£2)) .
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Next, using Propositions 2.2, 2.3 and the fact that X is continuously embedded in L°®(Q), L'™(Q), L™ (9Q)
and L’™(Q), we have:

&1

| A -1 :
xa@) = = ull” __|Ull lull® = —collull” = —csllull” — —callulP
ST () 4 s
)~ 51 — Co Ca - A
> lull ( lfal " —(—Ivll + =+ ull* 7 - —c3
p* a(x)(Q) r S

> lull” (Ul - 7763),

since @~ < min(r~,s~), where ¢ is a continuous function on [0, o) defined by:

&1 [ Co Ca\ oo
(p(t) = Ftp V- flvll S(x) + — + ; .

a LSo@ Q) 1
Let us set 1
)= E@-7)
(e Q2 4 Sy (= —y—
(lon |Ls(r) 5 1(Q) MR A
It is easy to see that
max @(t) = p(n) > 0.
Put
“p() - A
M= T2, and = (p) - o) (17)

Therefore, it is very simple to see that if [[ul| = 7, then, for all A € (0, A), we have
xa(u) =m > 0.

O

We aim to establish the existence of a specific function satisfying certain properties. To accomplish this, we
present the following lemma:

Lemma 4.5. Assume that condition (As) hold. Then, for all A > 0, there exists ey € X, such that
lleoll > 1 and  xa(eo) < 0.
Proof. Let e € X, such that f le|% dx > 0. Choose t > 1, sufficiently large. From (16), we have

|V (te)P™ f |te|f *) |te”™) |te[*)
xalte) = ———dx — | vi(x)H(te)dx — -A dx — dx
N 1) 0 70 ™ Lo 5@
[V (te)P™

Q () ————dx —fvl(x)Hl(te)dx

— f IV(e)PPdx — myt? f le|?dx.

Since p* < 6, we can see that

IA

xa(te) > —co, as t — oo.
Therefore, there exists ty > 0 sufficiently large such that
lleoll > 17, and  xa(eo) <O,

where ey = fpe. O
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In order to demonstrate an important property of a Palais-Smale sequence in X, we present the following
Proposition:

Proposition 4.6. Assuming that conditions (A1) — (Az) hold, if {u,} is a Palais-Smale sequence in X, then {u,} is
bounded in X.

Proof. Let {u,} C X, be a sequence such that
xa(un) > ¢, and  x)(uy) =0, in X', asn — oo,

where c is a positive constant.
As in the proof of Lemma 3.7, we can find two positive constants M; and M, such that

X2 (un)l < My, (18)
and
| < X\ (up), uy > | < M,. (19)

We claim that the sequence {u,}is bounded. If this is not true, by passing to a subsequence if necessary, we
may assume that |[u,|| — co. Without loss of generality, we assume that ||u,|| > 1. Similar to the proof of
Lemma 3.7, using assumptions (A;), and the fact that 0 > p* > y~, we obtain

0 : 0
OMy + My 2 (= = Délluall + f 01 () (I ()1t — OH: (1) ) + A f (1= ==, Ddx
p Q Q y(x)
> (& el + f (1 = Ly
Tt ! oy '
0 - 0 N
> (= Dalnll = A= =Dl

Since p~ > y*, letting n tend to infinity leads to a contradiction. Therefore, the sequence {u,} is bounded in
X. O

Suppose {u,} is a Palais-Smale sequence with energy level c. By Theorem 3.8, we have:

[ @ — v = |u'® + Zviéxu v; > 0.
iel
Vi, P® — > [VuP® + Z Uibx,, pi > 0.
i€l
1 1
Svf*(x") < yi“"’.

If I = 0, then u, — u in L'®(Q). We know that {x;};cs C A.
We want to show that if ¢ < (% - ri_ S",then I = 0, where S is defined in Theorem 3.8.
A
In the study of Palais-Smale sequences and their properties, we present the following lemma.

Lemma 4.7. If conditions (A1) — (A3) are satisfied, let u, be a Palais-Smale sequence in X with energy level c. There
exists a positive constant cy such that if c < c, the index set I is empty.

Proof. Suppose that I # ) and let ¢ € C3*(IRY) be such that ¢(0) # 0. We now consider the function

X — X
€

Pie(x) = @ ).
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We have < x| (), @ictin >— 0, Therefore, we can write

< X:\ (un)/ Pielln > = |Vun|p(X)_2vunV((Pi,eun)dx - |un|y(x)(Pi,edx - |unls(x)(Pi,edx
Q Q 0Q

- f 01(X)h1 (U, (X)) @i ettndx — A f | i e
Q Q

Passing to the limit as n — oo, we have

0 = lim( f Ve, [P =2Vu, V(@i e Jundx + f Picdy — f @iedv
o Q o)

n—oo

- f 0101 (1 () Piettnddx — A f 1]V e — f 10O i edl).
Q Q 2Q

By using the Holder inequality, we can prove that

lim |Vu,,|p(x 2Vu,,V((p7 Jupdx =0, hm Iunls(")(pl edx =0 and lim |unP/ ")<pl edx =

—00 —00
n 00 n

On the other hand, we have
limf 01 ()11 (Un (X)) @i etindx = 0
e—0 Q

hm (p,ed[,t uip(0), and hm (p;edv—v,(p(O)

Thus, we obatain, ( )(p(O) 0, which implies that y; = v;. Consequently, we have

1

1
Fyea) )
Svi o <v,

and we conclude that v; = 0 or SN < v;.
Now, since min(r(x), s(x), 0) > p* and according to (A,), we have

L
¢ = lim xa(e) = lim (02 (1) - F<XA<un>,un>)

n—oo

3 X 1 rx /(X
- ,Pm (f(E - p_)|vu WPOdx + f(]; — @)W A dx + /\f(_ - ﬂ)m 27D dx
l - l - 5(%)
+ = f v1(X)hy () u, dx f v1(X)Hy (uy)dx + f (P s(x))lunl dx)
i )V [P 1w f 1i_1 /(%)
glm(f( ® )I ul dx+f( r(x))lu"l dx+ A (p+ e ))lunP dx

v 5 [ @~ | o)

\%

n—oo

> lim (f(— - —)|Vun|”(")dx + f(— - L)|u,1|r<’f>azx +A f(— - —)Iunly(")dx).

CON r(x) y(®)

On the other hand, since p* > y~, and similarly to (12), we can prove that
(o= o) [ Vx-SV,
Y Ja pt

Then, using Proposition 2.1, we have,

e > oo [ - D [ ac - ) [
pm v Ja pr 1 Ja pr v Ja

9151
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1 1 1 1 1 1 "
> (=S (- f @ + A(— = )Ml o Q7.
p 4 P r Q p V4 L0 (Q)
If |uf™| v >1, wehave
L1 (Q)

1 1 . i
~ Mz = M) o (O
L1® (Q)

1

1 1 1o o Er
c 2 (=-—=)N+ (= -l
pt oy r

()
L™ (Q)

Now, let’s consider the function h(t) = 77" — ¢'At. This function attains its absolute minimum at

AC/ par
to = (C(L)—)(V) 1
¥
Moreover, if |[u®@| .« <1, we have
L1® (Q)
1 1 1 1 Lyt 1 1 _rt
¢ 2 (- o N, = A= ) O
A pror L109 (Q) T L1 (Q)

Now, let’s define hy(t) = 7" — ¢’ At. This function attains its absolute minimum at

t = (C(/\;)+)(y) 1.

Therefore, there exists a positive constant C such that
B

€z (l+ — L)V 4 CominA® T, AT,
Py

Let’s denote this constant as cy, given by

1 1 (5)” (5"
co = (lF - F)SN + Cmin{A ", AT (20)

Therefore, if c < cp, the index set I is empty. This completes the proof. [

In the following lemma, we establish the convergence of a Palais-Smale sequence under certain condi-
tions.

Lemma 4.8. Assuming that assumptions (A1) — (As) and (As) are satisfied, consider a Palais-Smale sequence {u,,}
in X with energy level c, such that ¢ < cy, where cg is defined in (20). Then, up to a subsequence, {u,} converges
strongly in X.

Proof. Let {u,} be a Palais-Smale sequence in X, with energy level c such that ¢ < ¢, as defined in equation
(20). By Proposition 4.6, {u,} is bounded in X. Thus, up to a subsequence, there exists u € X such that, {u,}
converges weakly to u in X. Using Lemma 3.9, the fact that S(x) < p*(x) and s(x) < p.(x), we deduce from
proposition 2.2 that

u, — u, strongly in L5(Q),

uy — u, strongly in L'(Q)

uy — u, strongly in L*®(9Q).

To complete the proof, it remains to show that u,, — u strongly in X. For that, we have

< Xhn)up—u> = <L'(uy),u, —u> —f Iunlr(x)_2un(un — u)dx
Q
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_f 01 () (u) (un — u)dx — Af |un|y(x)_2un(”n — u)dx — f |un|5(x)_2un(un — u)dx.
Q 0 Fle}
Since y(x) < p*(x), r(x) < p"(x) and using Holder’s inequality and propositions 2.2, 2.5, we obtain

f | O oy — uldx < Juy - ulymllulr(")‘llLﬂ
Q

r(x)-1

1 -1
< Jup = ulpw max(lunlzr(.«) ’ |un|ZV(x) )
+t-1 -1
< alun = ulpe max(fuall” 7 lluall” 7)), (21)
YO uldx < - Y-l y -1 22
[ [un — uldx < c1luy — ulpyeo max(llu | =7, lluall” =) (22)
Q

On the other hand, {u,} is bounded in X, u, — u, strongly in L'™(Q), u, — u, strongly in L7®(Q) and
using (21) and (22), we conclude that

Em | ™ 2u,(u, — u)dx =0 and lim f (11”214, (11, — 11)dx = 0. (23)
Q n—oo Q

n—o0

Similarly, since s(x) < p.(x) and using Holder’s inequality, propositions 2.5 and propositions 2.2, we obtain
f P ut = wldx < ealut — ulpsoracy max (Ul ). (24)
0
Moreover, {u,} is bounded in X, u, — u, strongly in L*®(9Q) and by (24), we conclude that

im | (20, (1, — u)dx = 0. (25)

n—o0 20

On the other hand, using condition (A;), propositions 2.2, 2.5, and the Holder’s inequality, we have

f 01 () (1) (1 — w)dx < f c1[o1 ()1, — uldx
Q Q
< arlug = ulpswlor (] _sw ™7 s
L S()-alx) [ a)-1
+_ R—
< alun = ulpswlor()] s max(ul® s, [l " sw)
L St)—-a(x)
+_ —
< crlug — ulpswlor(x)]so max(lluall® 7, luall® 7).
L St)—a(x)
Thus, we obtain
lim f 01 () (1) (1 — 1)l = 0. (26)
n—oo Q

By combining (23)-(26), and using the fact that < x/, (u), u, —u >— 0, we conclude that
< L'(up),uy —u >= f Vit P92V 14,V (1, — u)dx — 0,
Q
passing to the limit as # tends to infinity, and using the fact that u, converges weakly to u, we get
<L'(u),u, —u>—0.
Hence,
lim < L'(u,) — L' (1), u, —u >= 0.
n—oo

Since L’ is of type (5.) (see Proposition 2.1), we deduce that u, — u strongly in X. This completes the
proof. O
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In the following lemma, we establish a boundedness result for a set of functions under certain hypotheses.

Lemma 4.9. Under hypotheses (A1) — (Ay), if F is a finite-dimensional subspace of X, then the set
Ty ={u€kF such that x,(u) =0},
is bounded in X.

Proof. Letu € T,. We have, xa(1) < x(u), and by Lemma 3.12, it follows that
X < %(nunp* + 1l = Sl

Consequently, we obtain

xa(u) < %(Ilull”+ +ullP ) - %Ilulle-

Since p~ < p* < 0, we conclude that the set T is bounded in X. O

Proof. [Proof of Theorem 4.1] Lemmas 4.4, 4.5, and 4.8 establish the fulfillment of all the conditions required
by Theorem 2.8 (mountain pass theorem), ensuring the existence of a nontrivial solution to problem (1).
With this, the proof of Theorem 4.1 is now concluded. O

Proof. [Proof of Theorem 4.2] We observe that x,(0) = 0, and due to (A4), the functional x, is even.
Furthermore, Lemmas 4.4, 4.8, and 4.9 establish the fulfillment of all the conditions stated in Theorem
2.9 (symmetric mountain pass theorem). Consequently, we can conclude that problem (1) possesses an
unbounded sequence of nontrivial solutions. With this, the proof of Theorem 4.2 is now completed. [
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