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Existence and uniqueness of weak and capacity solutions to fractional
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Abstract. In this article, we study the existence of capacitary solutions for a nonlinear fractional differential
equation problem in fractional Musielak-Orlicz-Sobolev spaces. Using approximation techniques, we
establish the existence of weak solutions by introducing a sequence of approximated problems converging,
in the sense of capacities, to a solution of the original problem. Additionally, we present a concrete
application to illustrate the validity and relevance of the obtained results. This work makes a significant
contribution to the analysis of nonlocal and nonlinear problems with memory in this functional framework.

1. Introduction

Over the past decades, Sobolev spaces and Musielak-Orlicz spaces have garnered significant interest in
the study of various mathematical problems, particularly those involving nonlinearities, nonlocal phenom-
ena, and memory effects. Early contributions to Musielak-Orlicz spaces date back to Orlicz in [31, 35] and
Nakano in [33], laying the groundwork for modular function spaces. These spaces have since been widely
employed to address problems with modular growths in areas such as fluid mechanics and electrorheology
[37].

However, when dealing with fractional differential equations, classical tools such as Sobolev spaces
often prove insufficient to handle non-polynomial growths and nonlocal terms. To overcome this limitation,
fractional Musielak-Orlicz-Sobolev spaces, which combine the flexibility of Musielak-Orlicz spaces with
the fractional Sobolev framework, offer a more robust and adaptable setting [3, 9, 12, 18, 25, 27, 29, 38].
These spaces allow the treatment of problems involving complex nonlinearities and memory-driven effects,
making them particularly suitable for fractional differential equations [1, 4, 6, 8, 15, 16, 19, 20, 24, 30, 32, 36].

In this work, we focus on the following nonlinear fractional differential equation, modeling reaction-
diffusion phenomena influenced by memory effects:
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DY u(x, t) + Aulx, t) = f(x,t,u,Vu), inQx(0,T],

10+
M(X, 0) = Llo(X), in Q/ (1)
u(x,t) =0, on dQ x (0, T],

where CD?W is the Caputo fractional derivative of order « € (0,1), Au = —div(a(x, t, Vu)) is a nonlinear

elliptic operator, and f(x, t, u, Vi) denotes the reaction-diffusion terms. The primary aim of this article is to
establish the existence and uniqueness of weak solutions for this class of equations within the framework
of fractional Musielak-Orlicz-Sobolev spaces.

Moreover, this study investigates the notion of capacitive solutions, which plays a crucial role in address-
ing regularity issues and establishing solutions for nonlinear and nonlocal problems. Capacitive solutions,
particularly in the context of fractional Musielak-Orlicz-Sobolev spaces, provide a refined framework for un-
derstanding the convergence of solutions and their regularization in modular function spaces[7, 21, 28, 34].
Using compactness arguments, energy inequalities, and a priori estimates, we demonstrate that capacitive
solutions can be effectively defined and that they converge within this setting.

This dual focus on weak and capacitive solutions not only extends the analysis of fractional differential
equations to more general nonlinear contexts but also opens new avenues for studying memory-driven
processes and their numerical approximation. The proposed framework is expected to find applications
in various physical phenomena, such as electrorheological materials and reaction-diffusion systems with
memory.

The rest of this paper is organized as follows: in Section 2, we introduce some basic concepts and well-
known results that are crucial for the developments presented in this paper. In Section 3, we provide the
compactness results and the assumptions on the data. In Section 4, we introduce the concept of capacitary
solutions and state the main result of this paper. In Section 5, a practical application of the problem (1),
modeling a thermal propagation phenomenon with memory in a nonlinear diffusion medium, is presented
to illustrate our results. Finally, we conclude the paper and discuss future perspectives.

2. Preliminaries

In this section, we introduce some definitions, properties, and basic notions of this work needed in the
next sections.

Definition 2.1 (Musielak-Orlicz Function [11]). Let ¢ : Q X R — [0, o0), then 1 is a Musielak-Orlicz function
if it satisfies the following conditions:

1. ¥(x,-) is a measurable function for all x € R.
2. For each x € Q, we have Y(x, -) is a N-function; also, it is convex in R and increasing in Ry such that:
P(x,s)

lim ——— =0, limM =00
s—0 S s—00 S

7

Y(x,0)=0, forallxeQ.

Definition 2.2 (Musielak-Orlicz Space [11]). Let ¢ and 1 be two Musielak-Orlicz functions defined in (3 X R
with values in R, then y dominates ¢ globally (¢ << ) if there exist r > 0 and sg > 0, such that

P(x,s) < P(x,rs)  foreach x € Qand for all s > s;.
We define the space

Fy(QQ) = {u : Q — R measurable : gy o(u) < oo},
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where oy,0 (1) = fQ P(s, u(x))dx.

Let Ly(€2) denote the Musielak-Orlicz space associated with F(C2), where Fy(Q) represents the Musielak-Orlicz
class. This class forms the smallest vector space contained within the following space:

Ly(Q) = {u : Q — R measurable : py,o(Au) < oo for each A > 0}.

The complementary function of the Musielak function (x, t), defined in the sense of Young with respect to the
variable t, is given as follows:

P(x,t) = supirt — P(x, 1)}

r>0

The Young-Fenchel inequality is expressed as:
Irtl < P(x, t) + Y(x, 1), Vr,teRandx e Q.

The space Ly(Q) is equipped with the Luxemburg norm, defined as:

lully, = inf {/\ >0 L¢(x, @)dx < 1}.

Alternatively, the space L, (Q2) can be equipped with the Orlicz norm, defined as:

llully, = sup {fg u(x)o()dx : u € E5(Q), 05,(v) < 1},

Moreover, the following inequality is satisfied:

f W, u()dx <l where fllyo < 1. )
Q

By applying the above inequality, we obtain:

f P(x,u(x))dx <1, forall u € Ly(Q)(1). (3)
Q
Additionally, there is an equivalence between the Luxemburg norm and the Orlicz norm, expressed as:

llully, < llulle, @) < 2ullyo- (4)

For the proof, we refer to [31]. Additionally, the Holder’s inequality is satisfied as follows:
fQ o(u(x)dx < |lolly,allully g, forall v e Ly(€2) and u € Lp(Q). (5)

If Q) has a finite measure, the inequality (5) leads to the following continuous inclusion:
Ly(Q) C LY(Q),

which is generally strict.

We denote by C°(Q)) the closure of the set of bounded measurable functions with compact support in
the closure of Q, denoted by ), with respect to the norm in Ly (€2).

Throughout this paper, we refer to the standard literature on Musielak-Orlicz-Sobolev spaces [31]; see
also [2]. We now introduce some definitions and lemmas that will be useful in the following sections.
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Definition 2.3 (Convergence in Ly(Q) [11]). Let (ty)nen C Ly(€2). We say that (u,)nen converges to u € Ly(L2)
if there exists A > 0 such that:

fim eon 77) =0

For all m € IN and p € [1, +oo[, we define the Musielak-Orlicz-Sobolev spaces as follows:

W™PLy(Q) = {u € L’;(Q) :D% € Lfb(Q) forall a, |a| < m}, (6)

where a = (a1, az,...,ay) €Z", | = a1+ az + -+ + @, and

d

D“:Bi“&‘z”%’", Wlth&]= &—x]

D?* denotes the distributional derivative with respect to the multi-index a.
For each Musielak-Orlicz-Sobolev space W"*#Ly(Q), we define the modular as follows:

Q;:,'Z(ur Q) := Z @p,z#,Q(Dau), with @p,yb,Q(u) = (L ¢(x, u)p)r

lor|<m

which is convex in W"?Ly(Q2). We can equip the Musielak-Orlicz-Sobolev space with:
i ON : 4 = a P
llullwnrr, (@) := inf {/\ >0:0), (X'Q) < 1} with iy, o) = llz“ ID%ull, , o
a|<m

The above two norms are equivalent on W™*Ly,(€2). The pair (W’”’VL#,(Q), ||u||an,pL¢,(Q)) is a Banach space
[31], if there is wy > 0, such that

ess infyecw(x) > wy. (7)

Then, (W"WLIP(Q), ||u”W”’1PL¢(Q)) is a Banach space.

Hereafter, we assume that the condition (7) is satisfied. The space W"Ly(Q) can be regarded as a o-
closed subspace of Iy <Ly (€2), with respect to the pairing o (nglep(Q), ngmEE(Q)). Define W{'L,(Q)
as the closure of D(Q)) under the topology induced by O'(l_[|a|5mL¢(Q), 1_[|a|SmE¢(Q)). Similarly, W"E(€2)
denotes the space of functions u such that u and its distributional derivatives up to order m belong to E, (Q).
Additionally, Wi'E,(€) is defined as the norm closure of D(€2) within W™L(€2).

The subsequent definitions extend the concept of Musielak-Orlicz-Sobolev spaces into the fractional
domain.

Definition 2.4. [13] Let Q be an open subset of RN, and let s €]0,1[ and p € [1,+oo[. we defined a fractional
Musielak-Orlicz-Sobolev spaces WLy, (Q) as follows:

[u(x) — u(y)l

WPLy(Q) =u € LZ(Q) such that
|x _ y|;+s

€ L’;(Q X Q)}
The norm on WLy (Q) is given by:
1

llullwsrry ) = ([M]Z,W, + [lull?, ) (8)

v
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B [u(x) — u(y)| ’ %
o258

Definition 2.5. [13] Let Q be an open subset of RN, s e R\N withs > 1, and p € [1,+oo[. The fractional
Musielak-Orlicz-Sobolev spaces W*¥Ly(Q) is defined as:

with,

WPLy(Q) = {u € WEWPL,(Q) such that DPu € WEIPL,(Q), VB, 18 = [s]}, 9)
where [s] denotes the integer part of s and where DPu is distributional derivatives of order B.

It is a vector space equipped with the norm:

P

— 14 4
e ([ AR T L7
1BI=[s]

Remark 2.6. [13] If s = [s], then the space W*PLy,(Q) coincides with the Musielak-Orlicz-Sobolev Sobolev space.
The space (WS'VL¢(Q), [ - ||W,»,VL4’(Q)) is a Banach space.

Corollary 2.7. [13] Let p € [1,+00) and s,s" > 1. Let Q be an open set in R" of class C’1. Then, if s’ < s, we have
W¥PLy(Q) € WPLy(Q).

Lemma 2.8 (Poincaré’s inequality ). Let QO c R" be a bounded domain, and let u € W(s)’p Ly(Q), the fractional

Sobolev space with s € (0,1) and 1 < p < co. Then, there exists a constant C = C(Q) > 0 such that:

ity < C oy (10)

Remark 2.9. Let u € W,"Ly(Q) where ¢ is a Musielak-Orlicz function, we suppose that there exists a positive
constant C, such that

ff ( Ju(x) - (y)dedysC.
Ix—ylv

Then,

ff ( '”(x)_”,gy”}dxdyg.
Clx yl +s

Using the convexity of ¢(x,.) and if C > 1, we get

Ce{A >0, such that f f i) = u(y) dxdy <1, and hence, [u]sy, < C.
Q /\|x y| P

if not, i.e., C < 1, we obtain f f [ () - u(y) dxdy < C <1, then [u]sy, < 1. In view of the fact that
=yl
ue€ Wop Ly(€Y), we apply Lemma (2.8) , we get that there exists a positive constant C = C((2), such that
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”u”Lﬁ,(Q) < Clulsy,p for all u € Wy Ly(€).

On the other hand, we have |lulls y,1 = [u]y,1 + ||u||L¢(Q), and hence

llutlls,p1 < (C+ 1) [uls,p1 < (C+1)max(C 1).
Then

[leells,p,1 < (C+1)max(C, 1)

In the next of this paper, we suppose that ¢ and ¢ are two generalized N-function, such that i) << ¢.
We also assume that the following conditions hold for complementary functions ¢ and ¢

W(x,s) B

lim ess inf = oo. (11)
xj—>o0 x€Q ||
lim ess inf x.) = oo. (12)
x| =00 x€Q |s|

Remark 2.10. (See [23], Remark 2.1) We suppose (11) and (12) hold, then

sup ess sup Y(x,s) < +oo, forall 0 < K < +o0, (13)
xeB(x,K) xeQ

sup ess sup ¢(x,s) < +oo, for all 0 < K < +o0 (14)
x€B(x,K) xeQ

Definition 2.11. [11] Let (u,),en C© WPPLy(Q), we say that (uy,),cn converges to u € WPLy(Q) for the modular
convergence in W**Ly(Q) if and only if

lim Q(p) (Q) =0, for somel >0

-
n—co -,

Also, we can define these spaces of distributions as follows:

WL(Q) = {g €eD(Q):g= Z (-1)*D%g, for each g, € ws—[leZ(Q)},

lal<[s]
WPE(Q) := {g €eD(Q):g= Z (-1)D?g, for each g, € WS[S]E’;(Q)}.
lal<[s]

Lemma 2.12. (See[11]) Let (un),en € Ly(Q), If ¢ < ¢ and (uy) e converges Iou € Ly(Q), in the sense of modular
comuvergent, then (uy),ey converges to it strongly in E¢(€). In particular, the following continuous injection hold:
Ly(Q) C E4(Q) and LE(Q) C EZ(QY).

Lemma 2.13. (See [17]) Let (fu) ey and (gn),en be nwo comvergent sequences in Ly(Q) and Li5(CY), respectively,
and denote by f € Ly(Q) and g € Lﬁ(Q) their corresponding limits in the sense of modular convergence, then

limfgnfdxzfgfdx
n—o0o Q Q

limfgnfndx=fgfdx
n—oo Q Q
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Lemma 2.14. (See [10]) Let Q be a bounded, Lipchirz-continuous subset of RN, ¢ a Masielak-Orlicz function and i
its complementary. Then

e D(Q) is dense in Ly(Q) with respect to the modular convergence.
o D(Q) is dense in W ""'L,,(Q) and D(Q) is dense in W*~FI1L,,(Q).

The previous densities are with respect to the modular convergence. Moreover, all the previous densities
hold true if the following conditions are satisfied:

1. There exists a constant A > 0, such that Yx, y € Q, [x — y| < 1 implies

A

, . _
P00 Tlog =y forall £ 1 (15)

oy, 0)

2. There exists a constant > 0, such that

W(x,1) < B, a.ein Q. (16)

Remark 2.15. [11] Define the measurable function q : QO —]1, oo and suppose that there exists a positive constant
C, such that for all x, y € Qwith |x — y| < 1, we have

C
l9(y) —q()l < m

Then, the following Musielak-Orlicz functions:
(1) P(x, €) = €19,
(2) YP(x,£) = 9P log(1 + £).
(3) Y(x, 0) = Clog(1 + £) (log(e — 1+ O)'®.
satisfy the inequality (15).

Let us now introduce the inhomogeneous fractional Musielak-Orlicz-Sobolev spaces. Consider QO ¢ RV,
an open and bounded set, and let ¢ be a Musielak-Orlicz function defined on Qs := x]0, S[, where S > 0.

We denote by Dg the distributional derivative on Qs of order g € ZV, with a representing a multi-index
associated with the variable x. The inhomogeneous fractional Musielak-Orlicz-Sobolev spaces are defined
as follows:

WSPAL,(Q) = {u € WL, (Q) such that Diu € WP L,(Q), VB, 18] = s}, (17)

WSPAE(Q) = {u € WEWL,(Q) such that Dfu € WEIPE(Q), VB, 1Bl = s, (18)
we equip the spaces WS’P"‘LIP (Qs) and W*P~E, (Qs) with the norm

1

y
gllwsrsr, @) = [”]f,lp,p + Z ”D;’g ”ZL(Q@ "

lal<[s]
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For 0 <s <1landp =1, the pairs (WS'P'XLw(Qs), [ - ||) and ( WP*E,(Qs), || - || ) are Banach spaces [22]. The
two last spaces are considered as subspaces of the product space

[T w* L@y =]]wrL, = {(uamgm iy € WLY(Q) and ) lallwsnt, ) < oo}-

|al<m lal<m

We consider the weakly star topology o (H|a|sp WSPALy(Qs), Mig<p WS’F""Ea(Qs)) and
0 (Tajzp WLy (Qs) , Ty WP¥Lyy (Q5))- If u € WoP*Ly, (Qs), then the following mapping:

u:]0,S[ — WS Ly, (Qs)
t— u(t)

is well defined. Furthermore, if u € W“"‘E¢ (Qs), then this function takes values in the space WS'L"EIP(Q)
and is strongly measurable. While the measurability of u(t) on ]0, S[ cannot be guaranteed, the function
t +— [[u(t)llws1x(q) is known to belong to the space L'(10, SD).

The space Wg’l'xElp (Qs) for 0 < s < 11is defined as:

—”” sAXE (Qs
Wy'¥Ey (Qs) = D(Qs) ",

If Q is a Lipschitz-continuous domain, it can be demonstrated, as shown in [6], that every element u in
the closure of D (Q,) with respect to the weak-+ topology associated with

o (H WAL, H WE),

is a limit in WS'LXLLP(QS) of a subsequence (uy),eny € D (Qs). We highlight that *modular convergence**

holds under the following condition: there exists a positive constant ¢ such that, for all |a|] = s and

— |un(x)_un(y)‘
on(x, y) = =y, we have

lim Y (x, w) dxdyds =0.
n—oo Qs

This modular convergence implies that the sequence (i), converges to 1 in W¥*L,, (Q,) with respect
to the weak-+ topology o (H WALy, T Ws’l"‘La). Consequently, we obtain
mo(n WALy, [TWS L) _ mo(n WLy, T stlf*EJ)'
This space is denoted by WS’ME »(Qs). Moreover, we have
W' Ey (Qs) = WLy (Qs) 0 [ [ W Eg.
We denote by WLy, (Q,) the topologic dual of WS’ME ¢ (Qs) characterized by

i Ju(x) — u(y)l six
WL (Qs) = {v(x, V= oy HEW iy (Qs)}'

which can be equipped by the usual quotient norm

llgll = inf[u]s/@,Qs forallu € LJ(QS).
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Furthermore, we denote W’l”‘Ea (Qs) the subspace of W’l”‘LE (Qs) consisting of linear forms which are
(a (H WALy, T1 Ws'l"‘Ea»—continuouS. It can be shown that

- J(x) — u(y)|
xp_ — — . Lxp_
W= XEIP(QS) = {U(x, y) = e ueWs xEu;(Qs) .

In the sequel, we need the following lemma.

Lemma 2.16. [11] We assume that ¢ is a Musielak fiunction verifying the condition (12) and we suppose that
s% < @(x,s) forall x € Qand s € R. Then, the following embedding:

Ly(Q) & L*(Q) — L)

are continuous.

Remark 2.17. We assume that the hypothesis of Lemma (2.12) is satisfied and 0 < s < 1 then

s WSAAE-

L2 (10, S[; H() = L*(10, SLH(Q)) — WL vQ)

$(Qs)

We introduce the truncation operation .”p : R — R, appearing in [8]

0 if 0] <O,

= 2
700 =169 >0 (20)
16
Then, its primitive is defined as follows:
0 2 :
62/2 if|0] <O,
To(0) = Fol(s)ds = 21
o®) fo os)ds {@|9|—®2/2 if 6] > ©. @)

2.1. Preliminaries on fractional calculus.

Fractional calculus generalizes the classical concepts of differential and integral calculus by allowing
fractional orders. This section introduces the essential notions needed to understand fractional integrals
and derivatives.

Definition 2.18 ( Fractional Riemann-Liouville Integrals [5, 26]). The left-sided and right-sided fractional Riemann-
Liouwville integrals of order a > 0 for a function q € L' are defined respectively as:

(1% g)() ;=$ f (t-1)*g(t)dr, telab],

b
I g9)(t) ::ﬁ ft (t — )" q(t)dr, tela,bl.

Proposition 2.19. [5] If a1, a5 > 0, then
(M2 g)(t) = (I g)(t), t € [a,b],

forany q € L.
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In [26], for a € C,Re(a) > 0, the left Riemann-Liouville fractional derivative of order « starting at a is
given below

(D2.f) ) = (%) (-2f) (1), n=[a]+1 (22)

Meanwhile, the right Riemann-Liouville fractional derivative of order a ending at b becomes

(D f) () = (—%) (1) (1) (23)

The left Caputo fractional derivative of order @, Re(a) > 0 starting from a has the following form:

(CDZ;J) )= (Ig:“f(n)) (t), n=[a]l+1, (24)

while the right Caputo fractional derivative ending at b becomes

(“D5-£) () = (=1 F) . (25)
Proposition 2.20. [5] Allow 0 < « < 1, if f € C(I;R) so we have
o o (D f) = £(t) - f(@)
o D2 (19 £() = F()

3. Compactness results in fractional Musielak-Orlicz-Sobolev spaces

Compactness plays a crucial role in the analysis of functional spaces and the study of differential and
integral equations. This section presents key compactness results that are essential for the development of
the subsequent theory.

Lemma 3.1. (See [14]) The following embedding:
Ey (Qs) = L'(0,S;Ey(Q),
is continuous.
Lemma 3.2. (See [14]) The following embeddings for 0 < s < 1:
W'Ey(Qs) = WE,(Qs) = L' (0,8, W Ey(Q))
WY ES(Qs) < W ER(Qs) = L' (0,5 W'E5(Q)),
are continuous.

Lemma 3.3. (See [17]) Given a Banach space Y, such that LY(Q)) < Y is a continuous embedding. If H is bounded
Zz Wg’l’xLll, (Qs) and relatively compact in L*(0, S; Y), then H is relatively compact in L* (Qs) and in E4 (Qs) for every
<.
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In [11], for 1 a Musielak function verifying the inequalities (15) and (16), we have

F= {a) € W Ly(Qs) : g—‘: € W‘l"‘Lw(Qs)}.

We equip the space F by the following norm:

dw
Js

ool = ol +' .
W() LI,’J(QS) Wil'xLE(Qs)

The pair (F, ||.|lr) is a Banach space.

Lemma 3.4. (See Theorem 2 in [17] Let ¢ be a Musielak function. If H is a bounded subset of Wé’xL¢(QS) and
{% /g€H } is bounded in W=*Ly(QS), then H is relatively compact in L' (Qs).

With a result similar to Lemma 3.4, the following lemma can be established.
In our study, we obtain the existence of a weak solution by applying Theorem 3.5.
We consider the operator

B: D(B) € W"Ly(Qs) — W'Ly(Qs),

where Bu = —diva(x, s, Vu), such that a(., ., .) is a Leray-Lions operator where a(x, s, Vu) = [VulP~2Vu. In
our case, we take p = 2 where V : RY — RRY satisfies the following assumptions, for all (x,s) € Qs :

Vul < C[e(x, s) + 5 (P, klul) | (26)

ay(x, |Vu — Vo|) < |Vu - Vol (27)

where c(x, ) € E(Qs), a, k, C > 0 are given real numbers. The initial condition is given by

uy € LA(Q) (28)

We suppose that f is a locally L;-Lipschitz function and there exists a positive constant o, such that

o< f(t), forallte R (29)

We consider the following parabolic equation that models the temperature generated in a material by
the flow of an electric current

(o f)cix) 0)
u(x,0) = u, in Q,
u=0, on d0Qx]0, S,
where f(u) is the electrical resistance of the conductor and (fj:((—”))d)z represents the nonlocal term of (30).
o u)ax

Theorem 3.5. [11] We suppose that the conditions (11), (12), (27) and (28) hold. Then, there exists a weak solution
for the problem (30), that is
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1€ WLy (Q) N C([0,SFLA(Q)), Ve Ly (Qs)Y,
u(.,0) = ug, in Q,

fs<§—z,(p>ds+fstuVudxds=</\¢2,u> ,
0 0 Ja (fQ f(u)dx) o
for each ¢ € Wé’xhp (Qs) and s € [0, S].

4. Main Results

We consider the following problem:

DY u(x, t) + Aulx, t) = f(x,t,u,Vu), inQx(0,T],

t,0*

M(X, 0) = Mo(X), in Q/ (31)
u(x,t) =0, on dQ x (0, T],
where CD;"W denotes the Caputo fractional derivative of order a € (0,1), Au = —div(a(x,t, Vu)) is a

nonlinear elliptic operator, and f(x, t, u, Vu) is a measurable function.
By applying the fractional integral I{), to both sides of the equation, problem (31) is equivalent to the
following problem:

u(x, t) —up(x) + I, Au(x, t) = 1%, f(x,t,u,Vu), inQx(0,T],

1O+ 10
u(x, 0) = up(x), in Q, (32)
u(x,t) =0, on dQ x (0, T].
Indeed, from the definition of the Caputo fractional derivative of order a € (0, 1), we have:
Ju
C _ 7l-0
Digou(x, t) = I},Of TG
where I!* is the Riemann-Liouville fractional integral of order 1 — a. By applying I?;, to both sides of the

main equation in (31), and using the fundamental relation:

du
1- -
IffoJr (I[,Oft E) - u(x, t) - Z/lo(x)/
we obtain the equivalent equation:
u(x, t) = uo(x) + I Au(x, t) = I f(x, £, u, Vur).

Now, let Q c RN be an open-bounded set and let 1) a Musielak function verifying the inequalities (15)
and (16).
F = {u e Wy Ly(Qy) : “Df.u € WL(Qs)}.

We equip the space F° by the following norm:

— Cha
Il = Ml 00 + i lyg-onng 0

The pair (F°, ||.||r) isa Banach space. In the sequel of this paper, we consider<., .)o, = {., )yy-s1.L. Q) WEL,(Q.)
l‘j; S)r 0 ) S
and we assume the following conditions:

¢ < 1pand < ¢(x,t) foreachx € Qand forall t € R. (33)
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Lemma4.1. Let  be a Musielak function and 0 < a < 1. If H is a bounded subset of W3'*Ly(Qr) and
:CD;)‘+,tg/ ge H} is bounded in W'~Ly(Qr), then H® is relatively compact in L' (Qs).

Lemma 4.2. (See [17]) Let Q be an open-bounded subset of RN with the segment property. Then, the following
inclusion:

F = {ue Wy"Ly(Q.) : “Dfyu € W*S’l"‘La(Qs)} c (1o, T L' ()

holds with a continuous embedding.

Let ¢ and ¢ be two complementary functions of the Musielak functions ¢(x, r) and y(x, r), respectively,
satisfying the conditions (13) and (14), respectively. We consider also the operator

A D(A) € W Ly(Qs) — W Ly(Qy),

where Au = —diva(x,s, Vu),such thata(., .,.) isa Leray-Lions operator wherea(x, s, Vi) = (1 +|Vul?) 2 Vu.
In our case, we take p = 2 where V : R¥Y — RN satisfies the assumptions (26)-(28) for all (x,s) € Qs :

Assume that f: Q x [0,T] X R x RN — R is a Carathéodory function, for almost every(x, ) € Q x [0, T]
and foralls e R, & e RN :

If(x, t,5,E) < b(lsl) (c1(x, t) + P(x, |E])) (34)
f(x,t,5&s=0 (35)

with c1(x, ) € LY(Q) and b : R* — R* is a continuous and nondecreasing function.

Theorem 4.3. We suppose that the conditions (11), (12), (27) (28), (34) and (35) hold. Then, there exists a weak
solution for the problem (1), that is

Vu(x) — Vu(y)

ue Wf)’l'wa(QT) NC ([0, T];LZ(Q)) ¢ x — yIN+s

€ L@(QT)N

u(.,0) = ug, in Q

T T nt
1
U — 1,0 dt+—ffft—r“1Vqudxdet
fo‘< 07 I(a) Jo Jo Q( )

1 [ a_
(i J) ¢ 0 e ”>QT

for each v € Wg’l’wa(Qt) and t € [0, T].
Proof. To prove the existence of a weak solution, Schauder’s fixed-point theorem will be utilized. Specif-

ically, by applying Theorem 3.5, the existence of a solution to the following problem is ensured for all
v e WyLy(Qr):

[ Lo
U=, Vg, + =— t— 1) VuVo dxdr dt
=0, + s [ [ [ =
! foft 1 drdxd
= — t—1)* f(x, T, u, Vu)odt dxdt
@ Jo Jo 0( )L )

u(.,0) = up, in Q.

(36)
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- \ \Y
From (34) and posing u(x, y) = M and Vu(x, y) = M, we obtain
X —y)2* (x_y)7+s

”f(x' tux, y), Vulx, y))“iZ(O,T,H—l(QxQ))
< fQ fQ (O(Iux, YD) (cr(x, B) + P(x, [Vux, y))* dxdy

(u(x) - u(y))*
< le Ry (c1(x, ) + Y(x, [Vu(x, y))))* dxdy -

Cl[u] (fLCl(x t)dxdy+ff1p(x [Vu(x, y) )dxdy)

< Cl[”]s, (meas(Q)IIcl(x HI
<C

L2(0,T,H1(Q)) + [Vul; W)

resulting in

t
f (t = 0 fx, 7, u(x, y), Vu(x, y) de
0

L2(0,T,H1(QxQ))

t
< ||f(x/ £ M(X, y)/ Vu(x, y))”Lz(O,T,H—l(QXQ)) jo‘ (t - T)a_l dt

cre
<
a

(38)

Hence

t
f (t= 1" f(x, T, u(x, y), Vu(x, y) dt € L2 (0, $; HH(Q x Q)
0
Using the continuous embedding
L2(0,8; H(Q x Q)) = W™""E; (Qs),
which is derived by applying Lemma 2.16 and Remark 2.17, we obtain the following result:
t
f (t— 1) fx,7,u,Vuydt € WEy (Qs).
0
! Vu(x) -V
Now, we prove that f (t—1)*1 M dt
0 (x—y)=2*
f (t = )1 Vu(x) — Vu(y)

[ b v

f(t )a 1Vu X) V”(?/)dT
x y)2+5

€ Fy(Q x Q) and the following estimates:

]dx ds < C,. (39)
<GCs (40)

l[)/Qs
where C, and Cs be positive constants. To prove (39), we use (27) and the convexity of ¢, which gives:

a-1 Vu(x) V“(y)‘ d
]<ﬁf g ( -t ]T
f(t )al

Vu(x) — Vu(y
(x-y)t

)a 1

ofel [
Vi) V)
(x y) 5 +s
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Hence

f Lt [
[ Lo

From (36), we get
Vu(x) = Vu@y)[

foQf(t )“1 (x— y)z+S

< <m fo (t - T)a_lf(x/ (% u(x, y)r Vu(x' ]/)) dT’ Ll>

2
[ [0 g 1
2 Jaxa (x=y)2* 2 Jaxa

<1 f (¢ = 0 fe, 1 u, ), Vuls, ) de
STa-1 ||y U Y)Y

Vu(x) — Vu(y)
(x=y**
Viu(x) - vmw
(x-y)t

| d’[’] dxdy ds
(41)

dt dxdyds

drt dx ds

Qr
u(x) - u(y) [

S dx dy
(x _ y)E+S

L1
2

L2(0,T,H-1(QxQ))

Given the embeddings
Ly(Qx Q) = L} (Qx Q) — LY(Qx Q)
and
feEy(Qs) = L'(0,S;Ey(Qx Q) = L' (0,S; LH(Q x Q)),

there exists a positive constant Cs such that:

[ Lo e

Thus,

Vu(x) = Vu(y) 2

drdxds < C (42
P 5 )

dT)SC5

f(t )“W(x) () 'eFlp(Q).
(x=y)**

j@_wﬁwm—?@
0 (x—y)z*

ol

it yields that

Now, we state to prove the inequality (40). Knowing that

T ¢
f f f (t — ) (Vulx, y) — Vo(x, v)(Vulx, y) — Vo(x, y))dt dxdy ds > 0
0 Jaxa Jo

This implies that
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1 Vu(x)
- d dxdyd
fj;)ng(t K (x - y)Z*S B
f f f )a 1 V(p(x) V(P(y) dT dXdy dS
QxQ (x— y)z

v \% \% \%
= f f f(t -7t lx) - u(y)" ) ~ Vo) drdxds
0o Jado (x—y)z+ (x—y)s*
Applying (42) and using (33), we get
\%
f f f(t yo1 | YO - NH”‘ dr dxdy ds
QxQ (x— yv) . (43)
< f f f(t— T)a_ll/}(x,|M ] dv dxdy ds
0 JaxaJo (x—y)z*
for each ¢ € W'*E,, (Qs) where [[Volly,0, = 7. Consequently, we get
\% \%
f f f(t o1 | YO = Vo) e[ 4o drdyds < C
QxQ (x—-1y) 7+
from whence follows, there exists a positive constant Cs, such that
T ' \ Vv v
f f f (¢ — oy | Y0~ y)H 90 VoW v ds < ¢
0 JadJo (x— y)z“ (x— y)z+5
It yields that
! \% \% \% -V
f (t — oy | Y0 = u(y)H P(x) N(f(y) o <o
0 (x—y)2 (x—y)z* 5,05
as a consequence
o Vu(x) Vu(y)
f(t oI B e < Q)
Hence , .
f (t=1)* TAudr = f (t-1)* " Audr € ng’xEl; (Qs).
0 0
Keeping this in mind, using the following inclusion:
t
f (t—1)* ' f(x, 7, u, Vu)dr € L? (0, S; H‘l(Q)) — W"E; (Qs).
0
and the equation of the problem (32), it follows that:
(1 —1p) € WE5(Qs) and |u — ollw-1+1,405) < Ce (44)

We define the following operator:
9 :Ep(Qr) — F,

v— Y(v) = u,
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where u is the solution of problem (36). The operator ¢ is compact. This follows from the fact that
F°* € E,(Qr), an inclusion that can be established using Lemmas 3.3 and 3.4.
From inequality (44), we deduce that the set

{u—ug; uerF

is bounded in W‘S'l"‘LE(QT). Leveraging Lemmas 3.3, 3.4, and 4.1, with Y := L'(Q), we obtain the compact
inclusion:

F* — E,(Qr).

This inclusion, combined with (44) and (42), establishes the compactness of the operator ¢.
We define:

By = {w € Eo(Qn) | llwllpa < v}
The set %, is bounded and closed. Given this, along with (42), we conclude that
Y (%,) C B,.

To complete the proof of the existence of a weak solution, it is sufficient to demonstrate that ¢ is a
continuous operator. For this, assume that (v,),en € %, and that v, — w. Let ¥(w) = u and ¥ (v,,) = u,.
Thus,

(On)nen € %, € Ep(Qr) € Ly(Qr) € L*(Qr).

Since L2(Qr) is a Banach space, the convergence of v, to w in L*(Qr) implies that there exists a subse-
quence, still denoted by (v,),enN, such that v, — @ almost everywhere (a.e.) in Qr.

Given that (v,)nen C %, C Ly(Qr), the sequence is bounded in L,(Qr). Consequently, there exists a
subsequence (still denoted (u,),en) and a function V € E,(Qr) such that:

u, =V strongly in E,(Qr),
and
Vu, — VV  weakly in L*(Qr)".

To link this to the initial problem (36), we choose v = u,, —u as a test function. Substituting this expression
into equation (36), we obtain:

1 T ot
(u—ugy, U, — u) T+_f fft—T“_1Vu-V(un—u)dxdet
‘ T Jy Jo Q( )

T t
- ﬁfo f@fo(t—f)“_lf(x,%u,w)(un — u)drdxdt.

Similarly, for u,:

T ot
(un — U, Uy — U)o, + 1 f f f(t — 1) WV, - V(u, — u)dxdr dt
@) Jo Jo Ja

T t
- % jo\ fQ fO (t - T)a_lf(xl T, Uy, vun)(un - M) dT dx dt

By subtracting these two equations, we get:
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1 Tftf 4 2
Uy = U, Uy — U, + = t— 1) V(u, — u)|"dxdtdt
< >Q I’(a)ﬁ 0 Q( ) ( )

. - , (45)
= —f f f (t-1)*! (f(x, T, un, Vi) — f(x, T, u, Vu)) (u, — u) dtdx dt.
I'(@) Jo Jado
Thus, from equations (45), it follows that:
2 1 t 1

u, —ull, <{=— t— 1) X, T, Uy, Vii,) — f(x, T, u,Vu)) dt,u, —u) . 46

TR < el R )~ ( ) >QT (46)
Let us denote

wu(x, t) = f(x, t,u,, Vu,) — f(x, t,u, Vu).

Then,

lawn (x, ) < (b(lunl) = b(Jul)) (c1(x, £) + P(x, [y — ul)). (47)
Thus,

T
f f(t - T)a_lwn(xr H(u, —u)dt dxds
0 Q
T
< ‘fo‘ L(t - T)l’tfl(b(|un|) — b(|ul)) (C1(x, )+ ¢(x, [, — u|)) (ltn — ul)d7 dx ds.

Since the sequence (u,)nen is bounded in L%(Q), applying the dominated convergence theorem gives:

T
lim f(; fQ(t — 1) Y, (x, )(uy — u)dt dx ds = 0. (48)

n—+oo

Combining (46) with (47), we obtain:

T
et — ulliz(QT) < f f(t - 1) Y, (x, t)(u, — u)dr dx dt. (49)
0 Ja

From equations (46) to (49), we deduce that u, — u in L*(Q).
Since 1, = V in E,(Qr) C Ly(Qr) € L*(Qr), we conclude that u, — V in L*(Q).
This implies V' = u, and therefore ¥ (v,) — ¥ (w) = u. Consequently, ¢ is continuous. This completes

the proof of Theorem 4.3.

O

In the following, we state trace and mollification results and define the concept of a capacity solution

for problem (1) in the context of the Musielak-Orlicz-Sobolev spaces.

Let Q be an open-bounded subset of RN with a Lipschitz-continuous boundary, and let ¢ be a Musielak

function. We set Qs =]0, S[XQ. For u € L}(Qs), 1> 0,7 € [0,S5], and x € Q, we define u, as follows:

uy(x,r) = n]: ii(x, t) exp(n(t — r))dt (50)

o0

where di(x, t) = u(x, t)xj0,5s;- The following lemmas play a crucial role in the sequel of this paper.
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Lemma 4.4. (See [14]) The following assertions hold:
1. Given anyfunction u € Ly (Qs), then u, € C ([0, S];L¢(Q)) and lim, ety = u in Ly (Qs) for the modular

convergence.

2. Let u € WLy, (Qs), we have u, € C([O, S); WSLw(Q)) and limy e 1ty = u in W¥*Ly, (Qs) for the modular
convergence.

3. Letu € Ey (Qs) (resp,u € WS'“‘EIP (QS)) im0 uy = ustrongly in Ey, (Qs) (resp, strongly in WS'L"Ew (Qs)
).

4. Let u € WLy, (Qs), then % = n(u - u,,) € WALy, (Qs).

5. Let (un),en be a sequence in WLy, (Qs) and u € WALy, (Qs), such that u, —> uas n — oo strongly in
WALy, (Qs) (resp, for the modular convergence). Then, for each 1 > 0, we obtain (), — uy strongly in
WSLALy, (Qs) (resp, for the modular convergence).

The notion of capacity solution as follows:
Definition 4.5. [11] The pair (u, f) is called a capacity solution for the problem (1), if the following conditions hold:
1. u € Fand Vu € Ly(Q)N.
2. (u, f) satisfies the following equation:
CD;’fwu(x, t) + Aulx, t) = f(x,t,u,Vu)
3. u(.,0) = ug, in Q.

Theorem 4.6. We assume that hypotheses (11), (12), (15), (16) and (26)- (28) hold, then the problem (1) has a
capacity solution in the sense of Definition 4.5.

Proof. The proof proceeds in three steps. First, we introduce a series of approximate problems, then we
establish a priori estimates for these problems. Next, we prove intermediate results, particularly the strong

! \% -V
convergence of f (t—1)! M dt in L1(Q x Q).
0 (x—y)=™ neN
e StepI

For all n € IN, we study the following approximate problem:
CDzm Un(x, £) + Aulx, t) = f(x,t,uy, Vi), inQx(0,T],

un(x,0) = up(x), inQ, (61)

uy(x,t) =0, on dQ x (0,T],

Equivalent to the following approximated problem:

un(x, ) — uo(x) + I} Aun(x, t) = I;’O+f(x, t,u,, Vuy,), inQx(0,T],

un(x,0) = uo(x), in Q, (52)
uu(x,t) =0, on dQ x (0, T].

Under the assumption (33) (34) and (35), Applying Theorem 4.3, to get the existence of a weak solution
to the approximate problem (52). We use u, as a test function in (52). Then, we get

1 T t
(U — o, Un) g, + —f f f t— 1) \Vu,* dxdr dt
@I T Ty Jy Jo Q( )

1 Tfft i
= — t—1) f(x, T, Uy, Vi), dt dx dt
r@fo NAGER )
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Hence

1 T t
(U, ), = (Ho, Un)q, + —f f f t— 1) \Vu,[* dxdr dt
© ’ © I'(a) Jo Jo Q( )

1 Tf ft »
= — t—1)° X, T, Up, Vi, ), dt dx dt
rmxﬁ NEGER )

Consequently

1 " a-1 2 1 g ! ol
mfofof = 1) Vu,| dxdetS@ ffo(t—T) f(x, T, ty, Vitg )iy, d dx dt

+wmmgml+wmm@0

Keeping this and (41) in mind, we obtain
Vi, (x) = Vu,(y)

i Lot Lo

1 ! t a—1
: @ fo foQ L (t =" fx, T, un(x, y), Vun(x, y))u, dt dx dt

+ ltullzzqoy) (1 + liollzzqon)

dT'] dxdy ds

On the other hand, using the condition (34) and Holder?s inequality, we get
Vi, (x) = Vu,(y)

%f:f(‘)xg ( f(t o (x - y)z

L _ -1
*T@ fo LXQ fo(t T O(jun(x, YD) (c1(x, £) + P(x, [Vita(x, y)))

+ ltnllizorn (1 + lollzzqoy)

GiT
STa+D @+ D) [unls2 (meas(Q)Ilcl(x, i,‘)||L2(O’T’H_1 @xa) * [Vl W})

+ lttallizqoy) (1 + tollzzqoy))

—————dt D dxdy ds

Since (u,)neN is @ bounded sequence in L*(Qr). Then, there exists a positive constant Cy, such that

o ), Lot Lo

Recall from Remark 2.9 that

Vin(x) = Vin(y) |
(x — y)2+s

U dxdy ds < Cy. (53)

[[etnlls,p,0 < (C + 1) max(C, 1)

This implies that (11,),en is a bounded sequence in WS’LXLIP(QT). Therefore, there exists a subsequence,
still denoted by (u,,)zen, which converges weakly in W(s)’l’x Ly(Qr) to a limit u as n — oo, such that:

wy =1 in Wy Ly(Qs), for ( HWS“L HWS“E (54)
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On the other hand, for any function ¢ € Wg’l'x Ey(Qn)N such that [[Velly,o, =
real number, we have:

—L, where m is a positive

I o = e
U f f t-9 vuzixi y)vzi: f f f (t— 1) V‘P(xx) y:(i(y) ]

2 [l

<<+ 2 Vplug,

fre-

J 3 [ Lol

fo t -0 " Vo(x, y)‘)

Using the equivalence between the Luxemburg norm and the Orlicz norm, along with (53), there
exists a positive constant Cg such that

T t | Vit (x) - Vun(y)HWp(x Vo(y)
_ \a-1
IR

drdxdy ds < Cg

(x-y)i* (x-y)i*
t A% -V
It follows that [ f (t—-o! w dT] is bounded in LE(QS)N . This implies the existence
0 X—y)2 nelN

) t et Vit (x) = Vi, (y)
of a subsequence, still denoted by (t—-1)"" ————=dt| ,suchthat
0 (x—y)= neN
w, = uinLyQs)Y, for (o[ W iy, [ [ w*'*Ey)) (55)

ioe f(x t, 1y, Vuy)are bounded in W’S'L"LJ(QS), it

Since the sequences ( f (t —1)* Au, dT) and ¢

follows, using the first equation of the problem (52), that the sequence (1, — up), is also bounded in
W1¥[— (QT) Consequently, (#,)zen is bounded in F°.

Given that the embedding F* — Ws'l'xE¢,(Q5) — Ey(Qs) is compact, we deduce, for a subsequence
still denoted the same way, that

u, — u strongly in E4(Qr) and almost everywhere in Qr, (56)

where u € Wg’l’xLLp(QT) is the same limit as identified in (54).

Step 2

We introduce the following regularized sequences for 7, j € IN :

1. v; > uin W(s)’l’xLll, (Qs) with the modular convergence;
2. v; > uand Vo; - Vua.ein Qs;

3. w; — ug in L*(Q) with the strong convergence;

4. llwillizy < 2luollizq), for alli > 1.

These four points hold for all w € D(Q) and v; € D(Qs). Let ® > 0 be a real number, and define
the truncation function as in (20). Then, for each ®,7n > 0 and for i, j € IN, we consider the function
a)i”, € Wg’l’xL¢(QT) defined as:

,” = So(v))y + exp(-ns)Fe(w)),
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where .7p(0v}), denotes the mollification with respect to the time variable of .g(v), as introduced in
(50). From Lemma 4.4, it follows that:

) 1 t ) ,
Cra _ A\ AT i _ .
Dt,mw;,j = m j(; (t-1) q(&”@ (vj) cujw-) dr, ww.(., 0) = S (w)), &)
|a)iw-| <©®a.einQr,
a)f”- — a)i, = So(u), + exp(-ns)So (w;) as j — oo in WS’LXL¢ (O7), (58)
Fo(u)y + exp(—1s).Lo (w;) — Fo(u) as 1 — oo in WLy (Qs), (59)

with the modular convergence in the two last convergences.
O

Proposition 4.7. Let u, be a solution of problem (52). Then, for a subsequence, the following convergence holds:
t
f (t—=10)* Y Vu, —Vu)dt — 0 asn — co  almost everywhere in Qr. (60)
0

Proof. Throughout this paper, we use x,, and x, as the characteristic functions of the following sets:

Qr, ={(x,5) € Qr | IVHFo(v) < 6}, Qr={(x,s) € Qr | [VFe(u)l < 0}.

For any real numbers 1,9 > 0 and for i, j,n € IN, we employ the admissible test function (j)Z’;S =

s (u,, - a)’;w,> in the first equation of the approximate problem (52), yielding:

. T .
<CD20+ un(x/ t)/ ¢Z:},S>QT * j(; L Vys (T/ln - a)ln/]) Vun dx ds

_ < fx, 1, Vi), Ss (“n - a)i]/]')>QT

On the other hand, using the condition (34), and by the same reasoning done to get (37), we obtain

fof(x, T, Uy, Vi) dx < Cy, where Cyg > 0 (61)
From (20), we obtain

T T
f fx, T, 1y, Vi) - s (un - ) < Sf ff(xl T, Uy, Vily)
0 Jo W 0 JO

Using (61), we get

(cDg0+ 1 (x, ), Zflj,s>QT + fo fQ A w;”) Vi, dx ds < Co9. (62)
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Now, we decompose the first term on the left-hand side of the above inequality into two parts and
estimate each part separately.
n]8>

(“Df g un(, ), n',;,s>Q <F(1 f(f— )“
duy a)sl ni
ra —ac) f - < - ot ”ff/‘9> (63)
1 - S,j n,i
+r(1—a)f0(t R < o1 n/j/9>

We start by estimating the first term on the right side of the above identity

a) .
<a;:_ 35 nl;s> f% un(T) - a)’n’j(T)>dx—L%(uo—y‘9 (w;)) dx (64)

From (21), it can be shown that

0< %(0) <0|6|, forall 6 € R.
It follows that:

T (ttg — o () dx < 9 f g — 75 ()] dx

Q »
< 9(meas(Q))"/? ( f g — s () dx)
Q

< 39(meas(Q))"? |luoll;2(q) = C109
Then, forall n,9 > 0and i, j,n > 1, and from (64), we get

i i
duy, aws,j' 0,9
— < - ).
Cro9 < < ot Jt
Which leads to:
f _ gy 8un _8 i9] ni \o _ CroT9d (65)
r(1 a) ST T2 - a)

Now, we derive an estimate for the second term on the right side of (63). Under assumption (57), we get

T t
(Pt tie) = ey J, [, [0 (o) eh) 7 o s as

Then

lim lim< D“O+ws], ni >

Nn—00 j—00 n,j,d

n . l, i
T T-o) fo fo L(t -0 (o W) - ) ;) (u - wf ) dxdr ds.

Under hypotheses (57)-(59), we have |a)f]| < 0, and due to 6.75(0) > 0,0 € R, we get that for all
17,0,0>0andi>1
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: . Cra i n,i
lim hm< Dt,0+w9,j' : > >0

n—oo j—)oc n,jd

Keeping this and (65) in mind, we get

A C1oT9

lim inf lim inf ("D, 10, ¢ T2-a)

n—oo ]'~>oo

On the other hand, we have

Bijno s = f f V.7 (1t = !, ) Vit dx ds

= f - Va)’,'”) Vu, dx ds
{lt =, |<sw '

= f Vu, — chf7 ].) Vu, dx ds
{n=et, <stbtiu >0 ’

Vu, — Vo' ) Vu, dx d

+j{"””‘“’iy,,|ﬁsl}ﬂ{||un|s®|}( " ww) Up dx ds

= j{‘|yo(u,,) y <S|} (Vy@ (un) - V(u;,]) Vy(a (un) dx ds
Vu,[* dxd

* f{un m,”.| } ||u,1|>®|}| " | xds

- Vo' Vu,dxd
f{v'u,,—w‘nleSSI}ﬁ{llunb@” a)r” Unadxas,

where

So,j,]‘,n,s = f (Vy@ (un) - Va)é ) Vfﬂ@ (Lln) dx dS,
{[ ot} <8} /

Sijns = % , [Vu,* dx ds,

~al, |<S il >6N

Toii :f V! Vu,dxd
I Haemay e otien Vit

Under assumption (27), we have

Biijms = af ¥ (x,|[Vu,|)dx ds > 0.
{fur=i, |<sthtnt>e1

Then, 3,9 = Jo,ijns — T2,ijns; from (57), we have |a);7 j‘ <0, a.e. in Qr, and this implies that

< —
un| < |u nj

a)i”.|+‘ i |<®+S

It follows that forn > ©® + 93 :

B2ijns = f v chfw.VLS’ s+@ (1y) dx ds,
{mu=, |<t}nti 0N

9524

(66)

(67)
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which gives

Bijns 2 Boijns = Boijns

> f (Vy@ (un) - Va)f] ]) VY@ (l/l,,l) dx ds — 82/1,]',",‘9 (68)
{|:7@(1Ay,)7(u’;”<3|} ’

Using inequality (67) again, we deduce from the definition that .*s.¢ (4,) = u,, and consequently,
V%510 (uy) = Vu,. Given that the sequence (Vu,,),c is bounded in Ly, (Qs)V, it follows that (V.%s.e (Un))nen

is also bounded in Ly, (Qs)N. Therefore, there exists a; such that V.%o (i1,) = a1 as n — oo in Ly (Qs)V.
In view of the fact that

i i

V@ iX (e, j<9)0llul>€) = V@ iX u-at |<9)0ilul>0)s

strongly in Ew(QT)N asn — oo, we get

lim V“’f;, VS sr0(n) = f Vo' a.

"7 Mlup—al <910 (ua|>6} (= I<8}N{jul>©) i

Under assumptions (58) and (59), we obtain:

VT 10 (n)Vy iXiju,—of <sinut>0) — VL210V@y iX ju-ui 1<sin(u>e)

as 1, j — oo. We apply Lemma 2.12, and letting 9, j — oo, we obtain

Vs Vo' I := f V.%
fQ oV e B o

u—a)f],j|$S}ﬁ{|u|>R}

For |u] > ©, we get So(1) = 0, which yields I3 = 0. Thus

N} ijnS — 0
2,i,jn,d (69)

i, j,¥ — oo.

By using (68), we obtain

Si,j,n,S > f (VY@ (un) - Va)f”) VS (un) dx ds — Sz,i,j,n,s
{|<5”@(u,,)—w£]l |<s} ’

'[{iye(u o |<9} (Vy@ (un) - Va)f”-) VS (un) dx ds < Si,j,n,s + Sz,i,j,n,s
et ¥

Using (62), we get

Si,j,n,é) < C9‘9 - <CDz0+ un(x/ t)/ Z,';'S>QT

Owing to (66), it follows that:

j CoTS
Cyo i 10
~(“Dioeunler 0. 0750) < T =

Then
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CipoT
Ir'2-a)

Si,]',n,s < (Cg + )\9 = CJ.

We have

Ve n) =V i VS n)dx d
jﬂ‘y@)(”n)—mﬂss}( o (i) w’b]) o (1y) dx ds

' (70)
= fﬂ (Vy@) (un) - Vﬂ@(vj)X;) VS (un) dx ds + fﬂ (VY@(vj)X;) - va)lw) V.o (11,) dx ds

= Buijng + Isijnn

where A = {{|§’@(un) - a);,j| < S}}

Now, we show that Js ;,, — 0. Knowing that (%o (11,)) e is bounded. Hence, there exits ao, such
that

o () = agasn — oo,
Since
A" (0) 1= (V%0 (07) &} = Ve, ) xa — (V70 (07) X = Vi, 1) X ut)-ay o) 1 B (Q)-
It follows that (A” (vj))neN is bounded in Ej (Qr). Hence, (Vy@ (u,) A" (vj))neN is bounded as well.

Applying the dominated convergence theorem, we get

lim 55,1',]',”,,] = f lim (Vy@(v]))(;) - Va)’;”-) Vy@ (Mn) dx ds =0.
A

i,jn,n—oco i,jn,n— oo
Is,ijmy — 0asi, jn,n— oo (71)

Recall (68) and (70), we get

Baijng + Bsijmy < Bijns + Boijns
] Jmn ] ]
Baijmn < Jijns + B2ijns = Tsijuyg <CO+ Baijne = Jsijnn-

From (69) and (71), we can take €(n,i,1, j) := 32 — I5ijny where e(n,i,n,j) — 0as i, jn,n — co.
This implies that 34, < CS +e(n,1,1, j).
Putting

Ly = (VS (un) - VI () (VSe (1tn) — VSo(11))

which is a nonnegative quantity. Since (Vg (1,)) is bounded in Ly, (QS)N , then the same holds for X,,.
Letus &/ := fQ Y3dx ds for each 6 in ]0, 1[, we get

5
f YO%ac dxds < (f Y, dx ds) (f xac dx ds)
Qr , ,

< Cyp meas (A°)

(1-6)

Using Holder’s inequality, we obtain
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B
f X2xa dxds < (f z, dxds) (f Xa dxds)
Q ) )
o
< Cy3 (f X, dx ds)
Q:NA

5
B = f Y2dxds < [Clzmeas (A9 + Cy3 (f X, dx ds) J
r QNA

On the other hand, for s > r and r > 0, we have

(1-9)

It follows that:

f Y, dxds < f (VSHe (uy) — VS (1) (VS (u,) — VS (1)) dx ds
QrNA QNA
< [ (V0 0) = V.0 (V-7 1) = V. Fulire) de s
Q4NA

< LJWA (Vy(-) (Mn) - Vye) (U]) Xs) (Vye) (un) - Vy@ (U]) Xs) dx ds

< 501,71,j + 802,n,j + 803,71,]' + ]4,11,]'1

where
PLnj = fA (VY@ (u,) - VFo (0]))(]) (VY@ (u,) - VS (vj) )(j) dx ds
Do) i= fA (VT (v)) 5 = VLo u)xs) (Vo (w:) — V.5 (v) ) dx ds
P3nj = L (VY@ (u,) - VS (vj) )(j) (Vf@ (vj) )(j. -VS% (vj) )(s) dx ds
Pani= ‘fA (V (U]') )(; - Vﬂ@(u))(s) (VY@ (U]') )(j -VS% (vj) Xs) dx ds
Then
010 = [ (V570 (1) = V70 (0).6) V76 (1) dx s
fA V% (07) X (V-5 (1) = V.5 (v)) ) dx ds
SS4,,',]‘,,1,,7 - fAVyg (Z)]') )(; (Vy@ (un) - VA% (U]') )(‘;;) dx ds
<Cd+e(n,i,n,j)— fA VS (v]-) )(j. (V&”@ (uy) — VS (v]-) )(j) dx ds.
Putting

Yj,n = Vye (Uj) )(“;1 (Vy@ (un) - Vy@ (Z)j) )(j)
= Vfﬂ@ (Uj) )(;Vy@ (un) - Vy@ (Uj) )(;Vy@ (Uj) )(;
By virtue of the fact that V. (Uj) X; — V.S (u)x* as j — coand V.7 (u,) — V./e(u) weakly in Ey, (QS)N ,
it follows that Y, — 0 as 1, j — oco. Since the sequence (V&”@ (vj) )(;) converges strongly to V.7g(1)x° in
i

Ey (Qs)", applying the dominated convergence theorem yields gy, j—0asn,j— oo
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For ¢3,,, knowing that the sequence (V.7g (4)),en is bounded and that (VY@ (vj) )(j,)j converges
strongly to V.%g(u)x° in Ey (Q,)V, it follows that (V&”@ (u,) - VS (vj) )(;) is bounded. Using the con-
vergence of (VY@ (Uj) )(j)j to V.7e(u)x*, we conclude that g3 ,,; = 0 asn, j — oo.

For ¢, ,,j, we note that (Vy@ (vj) )(? - VS(u) )(S) — 0 as j — oo, while (V.7 (1,)),en and (VY@ (v]-) )(;‘.)j

are convergent. Consequently, (VY@ (uy) — VS (v j) )(j) remains bounded. Applying the dominated con-
vergence theorem once again, we obtain ¢, ,; — 0 as, j — oo, and

lim [ Y;,dxdt=0
A

n,jaoo

Letting n, j, then 1,1, s, v to infinity, we get

lim sup &), = lim Y2dxds =0

n—oo n—oo Qy
On the other hand, from (26), we obtain

0< f [¥ (x, V.S (1) — VT )]’ dx ds < f Yldx ds
Qr

T

We recall that

VA% (u,) — V.S(1) asn — oo

almost everywherein Q,. Sincer > 0is arbitrary, we recall that for another subsequence, V.%5(u,) = V.%o (u)
almost everywhere in Qr. Finally, for ® > 0 arbitrary, we get

Vu, - Vu a.e. in Qr. (72)

which implies the following convergence

¢
f (t=10)* Y (Vu, —Vu)dt — 0 asn — co almost every where in Qr. (73)
0

This concludes the proof.
O

o Step III The first condition of Definition 4.5 is satisfied by applying (55), (61), and (57). The second
condition of the same definition is established using the convergence in (60) and the smoothness of
the function f. Regarding the regularity of the solution u, by utilizing (44) and directly applying
Lemma 4.2, we conclude that u € C([0, T]; L'(Q)).

This concludes the proof of Theorem 4.6.

5. Application: Thermal Propagation with Memory in a Nonlinear Diffusion Medium

This section illustrates a practical application of problem (1) by modeling thermal propagation with
memory effects in a nonlinear diffusion medium. Such phenomena frequently arise in materials exhibiting
thermal memory or in anomalous diffusion processes.
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5.1. Model Formulation
We consider the following fractional partial differential equation:

DY u(x, t) + Aulx, t) = f(x,t,u,Vu), inQx(0,T],

t,0*
M(.X, 0) = Mo(.X), in Q/ (74)
u(x,t) =0, on dQ x (0, T],

The mathematical components of this model are:

o C Df . u(x, t) represents the Caputo fractional derivative of order a € (0, 1), capturing the memory effect

inherent in the thermal propagation process.
o The elliptic operator Au(x, t) = —div(a(x, t, Vu)) describes the nonlinear diffusion mechanism.

e The source term f(x,¢,u, Vu) models thermal generation with nonlinear dependence on both the
temperature u and its spatial gradient Vu.

e uy(x) € L%(Q) specifies the initial temperature distribution.

The specific forms of the nonlinear terms are:
Nonlinear Diffusion Coefficient:

a(x, t,Vu) = e |\Vul2vVu, p>1. (75)

This expression models anisotropic diffusion where the temporal factor e™ represents the gradual reduction
of diffusive effects over time, while the power-law dependence |Vu['~? captures the nonlinear response to
temperature gradients.

Thermal Source Term:

Fet,u, Vu) = e (14 |Vup ). (76)

This source decreases exponentially with temperature amplitude while exhibiting sensitivity to local tem-
perature gradients through the term [VulP~!.
Musielak-Orlicz Functions:

1

— 1 £[rq(x) — (x) — - -
¢(x/|5|) - |£| 7 7 (P(xl |5|) - |€|q 7 Where Q(x) - 1 + 10g(|1 + xl)’

(77)

These functions govern the growth and regularity properties within the functional framework, with the
relationship ¢ < ¢ ensuring proper scaling behavior.

5.2. Verification of the Musielak-Orlicz Conditions

We now establish that our choice of functions satisfies the required structural conditions.
Verification of the domination condition ¢ <« ¢:

To establish ¢ < 1, we must show that lim;_, igg

= 0. Computing the ratio:

QL) _ Y aaan,

= 78

P i 79
Since r > 1, we have 1 — v < 0, which immediately gives:

lim |10 = 0, (79)

Thus, the domination condition ¢ < 1 is satisfied.
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5.3. Verification of Growth Conditions
For the N-function ¢(x, s) = [s|7®), the complementary function is:

[#9 )

(f)(x, t) = W/

where g’ (x) is the conjugate exponent of g(x), given by:

1
() = gx) 1 o

q(x) =1 10g(|11+x|)

=log(|1 +x|) + 1.

For (x,s) = |s|""™, the complementary function is:

s

l:l_](x/ t) =

rg(x) "
rq(x)-1

Verification of condition (11):

We analyze the asymptotic behavior of _w(ljl 5):

_ )
¢(x, s) Is| yq,(qx;_l -1 |s| rq(xl)—l

Is| @ g
rg(x)-1 rq(x)-1
Since g(x) > 1 + @ >1and r > 1, we have rg(x) > 1, ensuring mﬂﬁ
I(x, s
lim UG =00
|s|] =00 |S|

This verifies condition (11).
Verification of condition (12):
Similarly, for the ¢-function:

Plx,8)  |s)70-1 Js[log(1+x)
sl g log(l+x)+1

Since log(|1 + x|) > 0 for x € ), we obtain:

b

|s|] =00 |S|

This establishes condition (12).

5.4. Verification of Regularity Conditions

Verification of condition (15):
For the log-Holder continuity, we examine:

¢l _ fq_(x) = PI)=9()

oy, &) W

> 0. Consequently:

9530

(80)

(81)

(82)

(83)

(84)

(85)

(86)

(87)
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The key estimate involves bounding |(x) — g(y)I:

1 1

W@%ﬂ@ﬂ=k%m+xu‘bgu+mJ o
_ |log(I1 + yl) — log(I1 + x1) (89)
| log(1 + x]) log (|1 + yl)
i log (14) (90)
~ |log(I1 + x|) log(I1 + yl) |

Using the mean value theorem and the constraint |x — y| < 1, there exists a constant A > 0 such that:

lg(x) — g(y) 91)

< ———

| log(lx — y)I
Therefore:

£10-10) < e (92)

which verifies condition (15) for 1 < r < 2.
Verification of condition (16):
We compute:

rq(x)

1797 rg(x) -1 1

@) - :
A ) rq(x)

P(x, 1) = (93)

Since gq(x) > 1 + log(\+\+1) is bounded below on Q and r > 1:

1
0<1—%<1. (94)

Thus ¢(x, 1) < g with 8 = 1, confirming condition (16).

5.5. Verification of Technical Conditions
Parameter Selection: We choose the following parameters to ensure all technical conditions are satisfied:

1
&= max(g(x),2/r)’ (95)
1

k= ——, 96
Vall 0
c(x,s) = P71 (x,5), 97)
C > 0 sufficiently large. (98)

Verification of condition (26):
The gradient bound condition [Vu| < C[e(x, s) + ;! ((x, klu]))] is satisfied by construction. Withk = i

_ _ |19
P (W, klul) = 9! [ — | (99)

IVl 2%

Choosing C sufficiently large ensures condition (26).
Verification of condition (27):
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With our parameter choice @ = m and Y(x, |Vu — Vo|) = |[Vu — Vol 1)
[Vu — Vo1t
Vu-Vo|) = ———————. 1
e Vi = Vo) = e, 27 (100
For 1 < r < 2, we distinguish two cases:
o If g(x) > %, then max(q(x),2/r) = q(x) and rq(x) > 2. By Young’s inequality:
— Vol
Vu = Vol < |Vu — Vol (101)
q(x)
o If g(x) < %, then max(q(x),2/r) = % and rq(x) < 2. For sufficiently large |Vu — Vo
[Vu — Vo|1® ¢
e = L \Vu-Vo"™ < |Vu - Vols
27 2| u | < |Vu - Vv (102)

This establishes condition (27).

5.6. Verification of Source Term Conditions

For the thermal source f(x, t, u, Vu) = e (1+|VulP~1), we verify the required growth and sign conditions.
Growth Control (Condition (34)):
The source term satisfies controlled growth since:

[, t,u, Vu)| = e M1+ [Vup ™) (103)
<1+ |Vup™ (104)
<1+ |Vuf, (105)

where we used e < 1 and the inequality [Vulp~1 < 1 + |Vul for p > 1. This verifies the controlled growth
condition (34).

Sign Condition (Condition (35)):

To ensure the proper sign behavior, we consider the modified source term:

flx, t,u, Vi) = e M sign(u)(1 + [Vul ™), (106)
where sign(u) = & for u # 0 and sign(0) = 0.

[ue]

With this modification:
Fle, t,u,Vuy - u = e Mul(1 + [Vuf) >0, (107)

satisfying the sign condition (35).
All necessary conditions for applying the existence and uniqueness results are verified with the param-
eter choices:

e 1 <r <2 (ensuring proper power-law behavior),

o a= m (balancing fractional and spatial orders),
o k= m (normalizing gradient bounds),

e ( > 0 sufficiently large (accommodating technical estimates),
e c(x,s) = P1(x,s) (inverse relationship for complementary functions).

Consequently, the thermal propagation problem with memory effects in a nonlinear diffusion medium
admits a weak solution in the appropriate fractional Musielak-Orlicz space. This solution captures both the
memory-dependent temporal evolution through the fractional derivative and the complex spatial behavior
through the nonlinear diffusion and source mechanisms.
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Conclusion

In this work, we have demonstrated the existence of capacitary solutions for a nonlinear fractional
differential equation within the framework of fractional Musielak-Orlicz-Sobolev spaces. By employing
approximation methods, we were able to establish the existence of weak solutions through the convergence
of a sequence of approximated problems to the original problem in terms of capacities. Moreover, we
have illustrated the practical relevance of our results through a concrete application, showcasing how our
theoretical findings can be applied to real-world problems involving nonlocal and nonlinear phenomena
with memory.

The analysis presented here offers a robust framework for tackling complex nonlinear problems with
memory in fractional spaces, expanding the understanding of such equations in a variety of applied fields,
including thermal propagation, diffusion processes, and other phenomena governed by nonlocal interac-
tions. The results contribute significantly to the study of nonlocal and nonlinear equations, providing both
theoretical insights and practical tools for future research in this area.

Conflict of interest. The authors declare that there is no conflict of interest regarding the publication
of this paper.

Ethical approval. This article does not contain any studies with human participants or animals per-
formed by any of the authors.
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