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Abstract. The present work introduces a new positive fuzzy linear operator by means of fractional
Kantorovich–rational operator of Riemann Liouville type. Further, investigations related to fuzzy Korovkin
theorem, fuzzy Voronovskaya, and Grüss Voronovskaya theorem have been carried out via deferred A-
statistical convergence of order γ. Results including A-deferred statistical fuzzy rates of convergence have
also been established using the modulus of smoothness of higher order, Peetre’s K–functional, Lipschitz
maximal functions etc.

1. Introductions, definitions and prerequisites

Approximation theories enriched with recent advancement of mathematics, science, and engineering.
These developed concept has always associated with certain operators and demonstrate itself as a massive
and achieved research area in diverse domain such as Sequence space and Summabilities, differential
equations, Stochastic analysis, Neural netrwork, fuzzy logic, image processing and machine learning
and many more (see [7], [20], [18], [45] etc.). Meanwhile, fractional calculus is implemented with some
potentially active and emerging source of applications, which can be surged from several articles concerning
robustness, modelling of real life problem, various inference system, time delay problem, and many more
(see [8], [12], [42]).
While surveying the existing literatures, we found that the notion of fractional calculus in the domain
of operator theories is capable to approximate the continuous functions. However, Starting with Karl
Weirstrass[46], in 1885, the famous Weierstrass approximations theorem enriched with the approximation
of the trigonometric polynomial. Since then, various researchers have been influenced by this idea, and
incorporated it in various disciplines (see [10], [15], [16], [44], etc.).
Being particular, Popovicu [36], Bohman [9], and Korovkin [21] developed the notion of Bohman–Korovkin
type theorem respectively, in the year 1951, 1952 and 1953, which is stated as below:

Theorem 1.1. (Bohman–Korovkin theorem) Suppose that {L̄m}m∈N0 is a sequence of linear operators, which is positive
from C[a, b] into itself having uniform convergence for L̄m i.e., lim

m→∞
L̄mei = ei (for i = 0, 1, 2). Then,

lim
m→∞

L̄m1
∗ = 1∗,
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converges uniformly in [a, b].

Later on, several extensions of the above theorem have been characterized on certain well known posi-
tive linear operators, for instance, Bernstein operator(see [1], [3]), Balazs operator[23], Szàsz operator (see
[22], [26], [43]), and many more. Moreover, some convergence analysis in order to establish the rate of ap-
proximation, local and global estimates for error bound have also been conducted not only in the classical
sense but also in the sense of statistical, A-statistical, λ− statistical, deferred A− statistical convergence, etc.

Additionally, Statistical convergence, initiated with the greatest discovery of Fast [13], that unifies the
notion of classical convergence and focuses on the majority of terms in the sequence that converge to a
point. In brief, we may say that a sequence x = (xξ) is statistical convergence to l ∈ R or C, if for given ϵ > 0,

lim
m→∞

1
m
|{ξ ≤ m : |xξ − l| ≥ ϵ}| = 0.

As evidenced, plenty of articles including Schoenberg [40], Steinhaus [41], Miller and Orhan [24], Fridy [14],
Kadak [19], Nayak et al. [31], [32], Saini et al. [38] were available providing their truthful investigations
and key contributions towards various properties and applications of statistical convergence.
The ideas as discussed earlier are not only limited to the classical theory of summability over real or
complex fields, but also extended in fuzzy aspects. However, in 1965, Zadeh [47] discovered the fuzzy set
and operations in set theory. Subsequently, Savas [43], Nuray and Savas [33], Duman [11], Anastassiou [4],
Mohiuddine et al. [25], Rahaman and Mursaleen [37], etc. had implemented the fuzzy theoretic approach
in sequence spaces, Summability, approximation theory, topology, and many more. By a fuzzy number we
mean the function ℑ : R→ [0, 1], such that the following conditions hold:

1. There exists r ∈ R with ℑ(r) = 1 (Normal),
2. ℑ(t) ≥ mint∈(a,b){ℑ(a), ℑ(b)}(Fuzzy convex),
3. ℑ is semi-continuous (upper),
4. supp(ℑ) = {r′ ∈ R : ℑ(r′) > 0}, is compact(– stands for closure of the set).

It is pertinent to note the fact from [5], [23] is that the Hausdorffmetric

d(ℑ1,ℑ2) = sup
α∈[0,1]

dH([ℑ1]α, [ℑ2]α) = sup
α∈[0,1]

max
{
[ℑ1]−α − [ℑ2]−α , [ℑ1]+α − [ℑ2]+α

}
,

forms a complete metric space (RF , d),whereRF is the set of all fuzzy number on the set of real number. In
addition, we may denote the set [ℑ1]α = {r ∈ R : ℑ1(r) ≥ α} as α−level cut of fuzzy numberℑ1, [ℑ1]−α as lower
bound of [ℑ1]α, and [ℑ1]+α as upper bound of [ℑ1]α. By a fuzzy continuous function, we mean a fuzzy valued
function 1 : [c1, c2]→ RF where for x0 ∈ [c1, c2], such that d(1(xξ), 1(x0))→ 0, as ξ→∞, if and only if xξ → x0.

Throughout this paper we denote the set CF [a, b] by the collections of fuzzy continuous functions from
[a, b]. We represent [u1

⊕
u2]α = [u1]α+ [u2]α, and [u1

⊙
u2]α = [u1]α.[u2]α as fuzzy sum and fuzzy product,

respectively. The operator ϑ : CF [c1, c2]→ CF [c1, c2], is said to be fuzzy linear if

ϑ(κ1

⊙
f̄1

⊕
κ2

⊙
f̄2;ℑ) = κ1

⊙
ϑ( f̄1)

⊕
κ2

⊙
ϑ( f̄2), for κ1, κ2 ∈ R, and f̄1, f̄2 ∈ CF [a, b].

If ϑ( f̄1,ℑ) ≤ ϑ( f̄2;ℑ), if f̄1(ℑ) ≤ f̄2(ℑ), then we call the fuzzy linear operator to be positive.

Looking further, In 2022, Nayak et al. [31] introduced the notion of de f erred A− statistical convergence
of order γ̄ in fuzzy sequence ℑ = (ℑξ)ξ∈N0 to a fuzzy number ℑ0, which is defined as follows: i.e., for each
ϵ > 0,

lim
m→∞

1
(qm − pm)γ̄

∣∣∣∣
pm ≤ ξ ≤ qm : d

 qm∑
ξ=pm+1

ãmξℑξ,ℑ0

 ≥ ϵ

∣∣∣∣ = 0,
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where, A = (ãnk), denote a regular infinite matrix. For simplicity, we may denote this as StD
A − limm→∞ℑm =

ℑ0. In brief, by a conservative infinite matrix, we mean Ax ∈ c, for all x ∈ c, where c stands for the space
of all convergent sequences. Furthermore, by a regular infinite matrix, we mean A is conservative and
lim Ay = lim y ( see [7]). Regarding their work, author used the deffero Cesáro summability mean which

was described by Agnew [2] (see also Nayak et al. [30]) via the sequence ℑ = (ℑξ) is 1
qm−pm

qm∑
ξ=pm+1

ℑξ, where

(pm), and (qm) are the sequence of nonnegative integer such that pm < qm, and lim
m→∞

qm = +∞, for all m ∈N0.
Consequently, the fact of mark is that we can explore large number of literatures, such as [29], [27],[28],
[28], [6], [39], etc., related to various properties of positive linear operators along with some interesting
results like Korovkin theorem, Voronovskaya theorem, Grüss Voronovskaya inequalities, etc. Further, few
observation concerning local and global direct estimations for the rate of approximations with respect to
modulus of smoothness have been discussed for the order up to 2 over the real or complex field. But, in the
later, fewer work have been conducted except the Bernstein operator in the direction of fuzzy contrast.
Being motivated by all the prospectives of authors, cited above, we aim to investigate fuzzy theoretic
treatment of the positive linear operator, which was examined by Özkan [35], by expanding with the help
of Riemann-Liouville fractional operator encompasses with some Stancu variant. Especially, we focuss on
performing the rate of approximation via higher order modulus of smoothness along with the notion of
deffered A− statistical convergence. Additionally, we also establish certain results related to the Korovkin
type theorem, the Voronovskaya theorem, and inequalities in fuzzy contrast. Furthermore, we examined
the rate of convergence via Peetre’s K-functional Lipschitz maximal functions also, and carried out few
bound estimations for our newly developed operator in particular cases.
In contrast, study of Özkan [35], involves the construction of operator KG

m( f ; y), for f ∈ C[0,∞), which is
characterized as follows:

KG
m( f ; y) = τm

m∑
κ=0

(
m
κ

)
(σm)m−κ(ρmy)κ

(σm + ρmy)m

∫ κ+1
τm

κ
τm

f (t)dt, (1)

where y > 0 and limm→∞ ρm = 0, limm→∞ σn = 1, τm = mρm, and limm→∞ τm = ∞.
Now, for f̄ ∈ CF [0, 1], we construct the fuzzy linear operator Aν1,ν2

n ( f̄ ; x), by combining the Riemann
Liouville fractional operator with Stancu variant ν1, ν2 ∈N0, by

A
ν1,ν2
n ( f̄ ; y) =

n⊕
k=0

(
n
k

)
(σn + ν1)n−k(ρny)k

(σn + ρny + ν1)n

⊗
Γ(β + 1)

∫ 1

0

(1 − t)β−1

Γ(β)

⊗
f̄
(

k + t
τm + ν2

)
dt, (2)

provided StD
A − limn→∞ ρn = 0, StD

A − limn→∞ σn = 1, τn = nρn, and StD
A − limn→∞ τn = ∞, in fuzzy sense. It is

obvious that
⊕

and
⊗

stand for fuzzy sum and product, respectively for the fuzzy functions. However,
these fuzzy operations can be easy to handle in normal arithmetic operation by crisping it into the α−level
cut, for different α ∈ [0, 1]. Therefore, we first crisped our proposed fuzzy operator as in equation (2) to the
following form as in equation (3) form, i.e.

Ã
ν1,ν2
n ( f̄±α ; y) =

n∑
k=0

(
n
k

)
(σn + ν1)n−k(ρny)k

(σn + ρny + ν1)n Γ(β + 1)
∫ 1

0

(1 − t)β−1

Γ(β)
f̄±α

(
k + t
τm + ν2

)
dt. (3)

Being particular, ν1 = ν2 = 0, and β = 1, this operator reduces to the original operator defined as in [35], if
the function takes the values between [0, 1].

Definition 1.2. Let T = (Tξ)ξ∈N0 be the sequence of fuzzy linear operators. Then, the de f erred A− statistical
convergence of order γ̄, for the sequence of operators (Tξ), i.e., to a fuzzy operator T0, is defined as follows: i.e., for
each ϵ > 0,

lim
m→∞

1
(qm − pm)γ̄

∣∣∣∣
pm ≤ ξ ≤ qm : d

 qm∑
ξ=pm+1

ãmξTξ( f ; y),T0( f ; y)

 ≥ ϵ

∣∣∣∣ = 0,



S. Maharana, P. Baliarsingh / Filomat 40:3 (2026), 799–816 802

where A, qm, pm, are as stated above.

2. Main results

Theorem 2.1. Let us consider f (t) = t ĵ ( ĵ ∈N0). Then, we obtain the following identity:

Ã
ν1,ν2
m′ (e ĵ; y) =

m′∑
k=0

(σm′ + ν1)m′−k(ρm′ y)k

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

ĵ∑
ι=0

(
ĵ
ι

)
kι
Γ( ĵ − i + 1)

Γ(β̄ + ĵ − ι + 1)
(4)

Proof. The proof proceed like this

Ã
ν1,ν2
m′ (e ĵ; y) =

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′ Γ(β̄ + 1)
∫ 1

0

(1 − t)β̄−1

Γ(β̄)

(
κ + t
τm′ + ν2

) ĵ
dt

=

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

∫ 1

0

(1 − t)β̄−1

Γ(β̄)
(κ + t) ĵ dt

=

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

∫ 1

0

(1 − t)β̄−1

Γ(β̄)

ĵ∑
i=0

(
ĵ
i

)
κιt ĵ−ιdt

=

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

ĵ∑
ι=0

(
ĵ
ι

)
κι

∫ 1

0

(1 − t)β̄−1

Γ(β̄)
× t ĵ−ιdt

=

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵΓ(β̄)

ĵ∑
ι=0

(
ĵ
ι

)
κιB(β̄, ĵ − ι + 1)

=

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

ĵ∑
ι=0

(
ĵ
ι

)
κι
Γ( ĵ − ι + 1)Γ(β̄)

Γ(β̄ + ĵ − ι + 1)Γ(β̄)

=

m′∑
κ=0

(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ )m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

ĵ∑
ι=0

(
ĵ
ι

)
κι
Γ( ĵ − ι + 1)

Γ(β̄ + ĵ − ι + 1)

Following to the above Theorem 2.1, we have an immediate lemma.

Lemma 2.2.

Ã
ν1,ν2
m′ (1; y) = 1

Ã
ν1,ν2
m′ (t; y) =

1
(β̄ + 1)(τm′ + ν2)

+
τny

(τm′ + ν2)(σm′ + ρm′ y + ν1)

Ã
ν1,ν2
m′ (t2; y) =

2!
(β̄ + 2)(β̄ + 1)(τm′ + ν2)2

+
m′(m′ − 1)ρ2

m′y
2

(σm′ + ρm′ y + ν1)2(τm′ + ν2)2

+
τm′ y

(σm′ + ρm′y + ν1)(τm′ + ν2)2

(
1 +

2
β̄ + 1

)
Ã
ν1,ν2
m′ (t3; y) =

3!
(β̄ + 3)(β̄ + 2)(β̄ + 1)(τm′ + ν2)3

+
τ3

m′ y
3(1 − 1

m′ )(1 −
2

m′ )
(τm′ + ν2)3(σm′ + ρm′ y + ν1)3

+
3β̄(1 − 1

m′ )τ
2
m′ y

2

(τm′ + ν2)3(β̄ + 1)(σm′ + ρm′y + ν1)2
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+
τm′ y

(τm′ + ν1)3(σm′ + ρm′y + ν1)

 6
(β̄ + 2)(β̄ + 1) − 2 + 3

β̄+1


Ã
ν1,ν2
m′ (t4; y) =

4!
(τm′ + ν2)4(β̄ + 4)(β̄ + 3)(β̄ + 2)(β̄ + 1)

+
1

τm′ + ν2)4

(1 − 1
m′ )(1 −

2
m′ )(1 −

3
m′ )τ

4
m′

(τ4
m′ + ν2)4(σm′ + ρm′ y + ν1)4

+

(
6

(τm′ + ν1)4 +
4

(τm′ + ν2)4(β̄ + 1)

)
m′(m′ − 1)(m′ − 2)ρ3

m′ y
3

(σm′ + ρm′ y + ν1)3

+
( −11
(τm′ + ν2)4 +

3
(τm′ + ν2)4

(
6 +

4
β̄ + 1

)
+

12
(τm′ + ν2)4(β̄ + 2)(β̄ + 1)

)m′(m′ − 1)(ρm′ y)2

(σm′ + ρm′y + ν1)2

+
( 6
(τm′ + ν2)4 + −2

( −6
(τm′ + ν2)4 + 4

(τm′+ν2)4(β̄+1)

)
+

24
(τm′ + ν2)4

+
( −11
(τm′ + ν2)4 +

3
(τm′ + ν2)4

(
6 +

4
β̄ + 1

)
+

12
(τm′ + ν2)4(β̄ + 2)(β̄ + 1)

)) m′ρm′y
Σm′ + ρm′ + ν1

As consequence of the above Lemma, we have an immediate remark.

Remark 2.3. The operator Ãν1,ν2
m′ , forms a convex operator if f±α is constant.

This can be countered by following example. Suppose that λ ∈ [0, 1], and f (t) = [a, a], (being any fixed
constant). Then, we may observe from Lemma 2.2, that

Ã
ν1,ν2
m′

(
f±α ;λx + (1 − λ)y

)
= Ãν1,ν2

n ( f̄±α ; y) =
n∑

k=0

(
n
k

)
(σn + ν1)n−k(ρny)k

(σn + ρny + ν1)n Γ(β + 1)
∫ 1

0

(1 − t)β−1

Γ(β)
adt = a.

However, since the operator being linear and the results from Lemma 2.2 concludes that

Ã
ν1,ν2
m′

(
f±α ;λx

)
+ Ãν1,ν2

m′
(

f±α ; (1 − λ)y
)
= a + a = 2a.

Hence, we get Ãν1,ν2
m′

(
f±α ;λx + (1 − λ)y

)
≤ Ã

ν1,ν2
m′

(
f±α ;λx

)
+ Ãν1,ν2

m′
(

f±α ; (1 − λ)y
)
, and makes the operator con-

vex. This completes the proof.

Theorem 2.4. Suppose that e∗j = (t − y) ĵ = f (t), for all ĵ ∈N0. Then, we have the following identity

Ã
ν1,ν2
m′ (e∗

ĵ
; y) =

m′∑
κ=0

(
m′

κ

)
(σm′ + ν1)m′−κ(ρm′ y)κ

(σm′ + ν1 + ρm′ y)m′
Γ(β̄ + 1)

(τm′ + ν2) ĵ

ĵ∑
i=0

(
ĵ
i

)
Γ( ĵ − i + 1)

Γ(β̄ + ĵ − i + 1)

i∑
m=0

κm (
−y(τm′ + ν2)

)i−m
(
m
i

)
.

Proof. The proof follows from Theorem 2.1.

Next to the above, we have the following Lemma.

Lemma 2.5.

Ã
ν1,ν2
m′ (t − y; y) =

τm′y
(σm′ + ν1 + ρm′ y)(τn + ν2)

+
1

(β̄ + 1)(τm′ + ν2)
− y

Ã
ν1,ν2
m′ ((t − y)2; y) =

2!
(τm′ + ν2)2(β̄ + 1)(β̄ + 2)

+ y
{

−2
(β̄ + 1)(τm′ + ν2)

+
2τm′

(β̄ + 1)(τm′ + ν2)2
+

τm′

(τm′ + ν2)2

}
+ y2

1 +
τ2

m′ (1 −
1

m′ )
(τm′ + ν2)2(σm′ + ν1 + ρm′ y)2 +

−2τm′

(τm′ + ν2)(σm′ + ρm′ y + ν1)


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Ã
ν1,ν2
m′ ((t − y)3; y) =

3!
(τm′ + ν2)3(β̄ + 3)(β̄ + 2)(β̄ + 1)

+ y
{ −6
(β̄ + 2)(β̄ + 1)(τm′ + ν2)2

+
−6τm′

(β̄ + 2)(β̄ + 1)(τm′ + ν2)3(σm′ + ν1 + ρm′ y)
+

−τm′

(τm′ + ν2)3(σm′ + ν1 + ρm′ y)

}
+ y2

{ −6τm′

(β̄ + 1)(τm′ + ν2)2(σm′ + ν1 + ρm′ y)
+

−6τm′

(β̄ + 1)(τm′ + ν2)3(σm′ + ν1 + ρm′ y)

+
−τm′

(τm′ + ν2)2(σm′ + ν1 + ρm′ y)
+

3τm′

(τm′ + ν2)3(σm′ + ν1 + ρm′ y)
+

3
(β̄ + 1)(τm′ + ν2)

}
+ y3

{ τm′

(τm′ + ν2)
− 1 +

{ −3
(β̄ + 1)(τm′ + ν2)3

+
−1

(τm′ + ν2)2

+
3

(τm′ + ν2)3

}
×

m′(m′ − 1)ρ2
n

(σm′ + ν1 + ρm′ y)2 +
m′(m′ − 1)(m′ − 2)ρ3

m′

(τm′ + ν2)3(σm′ + ν1 + ρm′y)3

}
Ã
ν1,ν2
m′ ((t − y)4; y) =

4!
(β̄ + 4)(β̄ + 3)(β̄ + 2)(β̄ + 1)(τm′ + ν2)4

+ y
{{ −24

(τm′ + ν2)3(β̄ + 3)(β̄ + 2)(β̄ + 1)

+
24

(β̄ + 3)(β̄ + 2)(τm′ + ν2)4
+

12τm′

(β̄ + 2)(β̄ + 1)(τm′ + ν2)4
+

−4
(β̄ + 1)(τm′ + ν2)4

+
14

(τm′ + ν2)4

}
×

τm′

(σ + ν1 + ρm′ y)

}
+ y2

{{ −24
(β̄ + 2)(β̄ + 1)(τm′ + ν2)3

+
−12

(β̄ + 1)(τm′ + ν2)3
+

4
(τm′ + ν2)3

}
×

τm′

(σm′ + ν1 + ρy)
+

12
(β̄ + 2)(β̄ + 1)(τm′ + ν2)2

+
12m′(m′ − 1)ρ2

m′

(β̄ + 2)(β̄ + 1)(τm′ + ν2)4(σm′ + ν1 + ρm′ y)2

}
+ y3

{{ 12
(β̄ + 1)(τm′ + ν2)2 + 6

(τm′+ν2)2

} τm′

(σm′ + ν1 + ρm′y)
+

−4
(β̄ + 1)(τm′ + ν2)

+
−12m′(m′ − 1)ρ2

m′

(σm′ + ν1 + ρm′ y)2 +
4m′(m′ − 1)(m′ − 2)ρ3

m′

(β̄ + 1)(τm′ + ν2)4(σm′ + ν1 + ρm′ y)3

}
+ y4

{ −4τm′

(τm′ + ν2)
+ 1 +

6m′(m′ − 1)ρ2
m′

(τm′ + ν2)2(σm′ + ν1 + ρm′y)2 +
−4m′(m′ − 1)(m′ − 2)ρ3

m′

(τm′ + ν2)3(σm′ + ν1 + ρm′ y)3

+
m′(m′ − 1)(m′ − 2)(m′ − 3)ρ4

m′

(ρm′ y + σm′ + ν1)4(τm′ + ν2)4

}
3. Convergence analysis ofAν1,ν2

n

Theorem 3.1. Suppose that f ∈ CF [0, 1] = ς (say). Then,

lim
m→∞

1
(qm − pm)γ

∣∣∣∣
pm < k < qm : d(

qm∑
ξ=pm+1

ãmξA
ν1,ν2
ξ ( f ; y), f (y)) > ϵ


∣∣∣∣ = 0,

uniformly on [0, 1].

Proof. The proof is obvious from Lemma 2.2 that StD
A − lim

n→∞
Ã
ν1,ν2
n (e j; y) = y j, for j = 0, 1, 2. Hence, from

Bohman and Korovkin theorem [21], we reach our required result, StD
A − lim

m→∞
Ã
ν1,ν2
m ( f±α ; y) = f±α (y). This

implies that

lim
m→∞

1
(qm − pm)γ

∣∣∣∣
pm < k < qm : d(

qm∑
ξ=pm+1

ãmξA
ν1,ν2
ξ ( f ; y), f (y)) > ϵ


∣∣∣∣ = 0,
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Moving towards further investigation, we have to recall a few basic terminologies from [10]. By modulus
of continuity in a fuzzy sense for order one ( wF1 (f, δ)), we mean

wF1 (f, δ) = sup
y1,y2∈[a,b]&|y1−y2 |≤δ

d(f(y1), f(y2)),

where f ∈ CF [a, b]. Equivalently, it can be stated that f±α ∈ [a, b]. By definition, moduli of smoothness of order
r.

ωrγ(f±α ; δ) ≡ sup
0<h≤δ

∥∥∥∥∆rhγ(y)f
±

α

∥∥∥∥
ς
,

however δ > 0 and γ(y) =
√

y(1 + y) stands for the step weight function on [0, 1] and

∆rhγ(y)f
±

α (y) =
r∑

i=0

(−1)i
(
r

i

)
f±α

(
y +

(
r

2
− i

)
hγ(y)

)
.

In fuzzy sense we may represent the modulus of smoothness for the order r, in the following way.

ωFγ,r(f; δ) ≡ sup
0<h≤δ

d
(
∆r,Fhγ(y)f, 0̄

)
,

whereas 0̄, stands for fuzzy zero number. Moreover, Peetre’s K- functional on ς, related to then step weight
function γ, is defined as in [10]

Kr,γ(f±α ; δr) = inf
1±α∈ς

{
∥f±α − g

±

α∥ς + δ
r
∥γr(g±α )r∥ς

}
,

meanwhile g±α is differentiable r − 1 times and continuous absolutely in the interval [a, b] ⊂ [0, 1]. It is
pertinent to note the above relation in fuzzy contrast that:

KFr,γ(f; δr) = inf
1∈CF [0,1]

{
d (f, g) + δrd

(
γr(g′′, 0̄

)}
,

Theorem 3.2. ([10], Theorem 2.1.1) It is pertinent to note here that we can find some positive constant M0, such that

M−1
0 ω

r
γ(1; δ) ≤ Kr,γ(1; δr) ≤M0ω

r
γ(1; δ).

Theorem 3.3. Suppose that γ is any step weight function and l ∈ ς. Then, we have the following estimation for
A
ν1,ν2
n i.e.,

d
(
A
ν1,ν2
n (l; y), l(y)

)
≤MωFγ,r+1

l;
√
ϕr+1(y)r+1 + ψr+1(y)

4γr+1(y)

 + ωFγ,1
(
l;
ϕr(y)
γr+1(y)

)
.

Proof. Suppose that l ∈ ς, which implies that l±α ∈ C[0, 1]. Let us consider the auxiliary operator

ℵ(l±α ; y) = l±α (y) + Ãν1,ν2
n (l±α (t); y) −

(
l±α

(
Ã
ν1,ν2
n ((t − y)r; y) + y

)) 1
r , (5)

where l±α ∈ Cr+1(R+) and if l±α (t) is any polynomial, then r = Degree of l±α (t).
Obviously,ℵ(1; y) = 1,ℵ(t; y) = y,ℵ(t−y; y) = 0, · · · ,ℵ((t−y)r; y) = 0. Suppose that y ∈ R+0 and l±α ∈ Cr+1(R+0 ).
Then, applying Taylor’s series expansion for l±α , up to (r + 1)th term, and we obtain

l±α (t) =l±α (y) + (t − y){l±α }
′(y) + (t − y)2

{l±α }
′′

(y) + · · · + (t − y)r
{l±α }

r(y) +
∫ t

y

(t − y)r

r!
{l±α }

r+1(z)dz.



S. Maharana, P. Baliarsingh / Filomat 40:3 (2026), 799–816 806

Now applying the operator Aν1,ν2
n , on both sides

ℵ(l±α ; y) = l±α (y) + ℵ
(∫ t

y

(t − z)r

r!
{l±α }

r+1(z); y
)
. (6)

Moreover, ℵ(ϱ±α ; y) = l±α (y)+ Ãν1,ν2
n

(∫ t

y
(t−z)r

r! {l
±
α }

r+1(z); y
)
−

(∫ Φr(y)+y

y
(Φr(y)+y)−z)r

r! {l±α }
r+1(z)dz; y

)
. For simplicity let

us take Φr(y) = Aν1,ν2
n ((t − y)r; y) and ψr(y) = {Aν1,ν2

n ((t − y); y)}r .This implies

≤ Ã
ν1,ν2
n

(∫ t

y

(t − z)r

r!
{ϱ±α }

r+1(z)dz; y
)
−

(∫ Φr(y)+y

y

(Φr(y) + y) − z)r

r!
{l±α }

r+1(z)dz; y
)
.

≤ ∥γr+1
{ϱ±α }

r+1
∥wÃ

υ1,υ2
n,a

(∫ t

y

(t − z)r

γr+1(y)r!
{ϱ±α }

r+1(z)dz; y
)

+ ∥γr+1
{ϱ±α }

r+1
∥

(∫ Φr(y)+y

y

(Φr(y) + y) − z)r

r!
lr+1(z)

dz
γr+1(y)

; y
)
.

≤ γ(y)r+1
∥γr+1

{ϱ±α }
r+1
∥w

(
Ã
ν1,ν2
n (t − y)r+1; y

)
+ γr+1(y)∥γr+1

{ϱ±α }
r+1
∥w(Φr(y))r+1.

In other way we can re write the above expression as follows:

d
(
ℵ(ϱ; y), ϱ(y)

)
≤ γ(y)r+1d

(
γr+1
{ϱ}r+1, 0̄

) (
Ã
ν1,ν2
n (t − y)r+1; y

)
+ γr+1(y)d

(
γr+1
{ϱ}r+1

)
(Φr(y))r+1.

Moreover, |ℵ(l; y)| ≤ 3∥l∥. Now,

|ℵ(l±α ; y) − l±α (y)| ≤ |ℵ(l±α ; y) − l±α (y) + l±α (Φr(y) + y) − l±α (y)|
≤ ℵ(l±α − ϱ

±

α ; y) + |ℵ(ϱ; y) − ϱ±α (y)| + |ϱ±α (y) − l±α (y)| + |l±α (Φr(y) + y − l±α (y)|

≤ 4∥l±α − ϱ
±

α∥ + γ(y)−(r+1)(y)∥γr+1
{ϱ±α }

′′

∥w(Φr+1(y) + ψr+1(y))

≤ 4Kr+1,γ(l±α ;
Φr+1(y)r+1 + ψ(y)

4γ(y)r+1 )

Alternatively, we obtain that d
(
ℵ(l; y), l(y)

)
≤ 4KFr+1,γ(l; Φr+1(y)r+1+ψ(y)

4γ(y)r+1 ).

Therefore we can find some constant M > 0, such that |ℵ(l±α ; y) − l±α (y)| ≤ Mwr+1
γ

(
l±α ;

√
Φr+1(y)r+1+ψr+1(y)

4γ(y)r+1

)
. This

indicates that d
(
ℵ(l; y), l(y)

)
≤MωFγ,r+1

(
l;

√
Φr+1(y)r+1+ψr+1(y)

4γ(y)r+1

)
.

Again from modulus of smoothness of first order we get,

|(Φr(y) + y) − l±α (y)| = |l±α (Φr(y) + y) − l±α (y)| ≤ w1

(
(l±α ;
Φr(y)
γr+1(y)

)
.

This imprecates us,

d
(
(Φr(y) + y), l(y)

)
≤ ωFγ,1

(
(l±α ;
Φr(y)
γr+1(y)

)
.

On combining all the above inequality we get

|Ã
ν1,ν2
n (l±α ; y) − l±α (y)| ≤ |ℵ(l±α ; y) − l±α (y)| + |l±α (Φr(y) + y) − l±α (y)|

≤ |ℵ(l±α − ϱ; y)| + |ℵ(ϱ±α ; y) − ϱ±α (y)| + |l±α (y) − ϱ±α (y)| + |l±α (Φr(y) + y) − l±α (y)|.

≤Mwγ
r+1

l±α ;

√
Φr+1(y)r+1 + ψr+1(y)

4γr+1(y)

 + w
(
l±α ;
Φr(y)
γr+1(y)

)
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Equivalently, we can write it as follows:

d
(
A
ν1,ν2
n (l; y), l(y)

)
≤MωFγ,r+1

l;
√
ϕr+1(y)r+1 + ψr+1(y)

4γr+1(y)

 + ωFγ,1
(
l;
ϕr(y)
γr+1(y)

)
.

Now, some local direct approximation results have been estimated with the help of the Lipschitz-type
maximal function. Let us recall few basic definitions from [3] and [34].

LipM(κ) = { f ∈ ς : | f (t) − f (y)| ≤M
|t − y|κ

(α2
1y2 + α2y + t)

κ
2
, for α1 > 0, α2 > 0, κ ∈ (0, 1] and M > 0.},

is called Lipschitz-type maximal function.

Theorem 3.4. Let us take f ∈ LipM(κ). Then for every τ ∈ (0, 1], we have the following inequality.

d
(
A
ν1,ν2
n ( f ; y), f (y)

)
≤M

6

√
[Φ3

n,a(y)]τ

[α1y2 + α2y]3τ .

Proof. Without loss of generality, we obtain

d
(
A
ν1,ν2
n ( f ; y), f (y)

)
≤ d

(
A
ν1,ν2
n ( f (t) − f (y); y), 0̄

)
+

(
d( f (y), 0̄

)
d
(
A
ν1,ν2
n (1; y), 1

)
Since, f ∈ CF [0, 1], implies f±α ∈ C[0, 1], above inequality can be rewritten as∣∣∣∣Ãν1,ν2

n ( f±α ; y) − f±α (y)
∣∣∣∣ ≤ ∣∣∣∣Ãν1,ν2

n ( f±α (t) − f±α (y); y)
∣∣∣∣ + ∣∣∣∣ f±α (y)

∣∣∣∣∣∣∣∣Ãν1,ν2
n (1; y) − 1

∣∣∣∣
Again, from the Lipschitz maximal function, we get∣∣∣∣Ãν1,ν2

n ( f±α ; y) − f±α (y)
∣∣∣∣ ≤ Ãν1,ν2

n

 M|t − y|τ

α1y2 + α2y + t
τ
2

; y


≤MÃν1,ν2

n

(
|t − y|τ

(α1y2 + α2y)
τ
2

; ; y
)

Applying Holder’s inequality in the above inequality,

d
(
A
ν1,ν2
n ( f ; y), f (y)

)
≤MÃν1,ν2

n

(
|t − y|6

(α1y2 + α2y)3

) τ
6

.
(
Ã
ν1,ν2
n (1; y)

) 6−τ
6

≤M
(
α1y2 + α2y

)− τ2 {
Ã
ν1,ν2
n

(
|t − y|6; y

)} τ
6

≤M

√
[Φ6

n,a(y)]τ

(α1y2 + α2y)3τ ,

where Φ6
n,a(y) = Ãν1,ν2

n

(
|t − y|6; y

)
.

4. Voronovskaya and Grüss Voronovskaya type estimates

In this section, we observe certain remarks and theorems for the newly positive linear operator Ãν1,ν2
n .
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Theorem 4.1. We deduce

StD
A lim

m
m × d(AAν1,ν2

m (ℏ; y), ℏ(y)) = StD
A lim

m
m × d(AAν1,ν2

m ((η̄ − ȳ); ȳ)ℏ(ȳ, 0̄) + · · ·

+ StD
A lim

m
m × d(AAν1,ν2

m ((η̄ − ȳ)r; ȳ)
ℏr(ȳ)

r!
, 0̄)

Proof. Suppose that h ∈ ς, this implies that ℏ±α ∈ [0, 1]. Then, from Taylor’s series expansion up to the rth

term and achieve the following,

ℏ±α (η) = ℏ±α (ȳ) + (η̄ − ȳ)ℏ±α
′(ȳ) + (η̄ − ȳ)2 ℏ

±
α
′′(ȳ)
2
+ · · · + (η̄ − ȳ)r (η̄ − ȳ)r

r!
+ (η̄ − ȳ)r

ℑ(η, ȳ), (7)

where ℑ(η, ȳ)→ 0, as η̄→ ȳ. Applying the operator Ãν1,ν2
m , we have

Ã
ν1,ν2
m (ℏ±α (η); ȳ) = ℏ±α (ȳ) + Ãν1,ν2

m ((η̄ − ȳ)ℏ±α
′(ȳ); ȳ) + Ãν1,ν2

m ((η̄ − ȳ)2; ȳ)
h̃±α
′′

(ȳ)
2
+ · · ·

+
Ã
ν1,ν2
m ((η̄ − ȳ)r; ȳ)

r!
f r(ȳ) + Ãν1,ν2

m ((η̄ − ȳ)r
ℑ(η, ȳ); ȳ),

Again from the Cauchy-Schwartz inequality we have

Ã
ν1,ν2
m ((η̄ − ȳ)r

ℑ(η̄, ȳ); ȳ) ≤
√
Ã
ν1,ν2
m (ℑ(η̄, ȳ)2); ȳ) ×

√
Ã
ν1,ν2
m (η̄ − ȳ)2r; ȳ).

It is obvious that lim
m→∞

(Ãν1,ν2
m (ℑ(η̄, ȳ)2); ȳ) = 0. This implies that

StD
A − lim

m→∞
mÃν1,ν2

m ((η̄ − ȳ)r
ℑ(η, ȳ); ȳ) = 0.

Therefore, we estimate the following result,

StD
A− lim

m→∞
m

{
Ã
ν1 ,ν2
m (ℏ±α ; ȳ) − ℏ±α (ȳ)

}
= StD

A − lim
m→∞

m
{
Ã
ν1 ,ν2
m ((η̄ − ȳ); ȳ)ℏ±α

′(ȳ) + Ãν1 ,ν2
m ((η̄ − ȳ)2; ȳ)

ℏ±α
′′(ȳ)
2
+ · · · +

Ã
ν1 ,ν2
m ((η̄ − ȳ)r; ȳ)

r!
f r(ȳ)

}
.

In other way we may demonstrate that for each ϵ̄ > 0, we can find 0 < ϵ̃ < ϵ̄, in such a way that

Bpm ,qm =
{
pm < k < qm : m × d(

qm∑
j=pm+1

amjA
ν1 ,ν2
j (ℏ; ȳ), ℏ(ȳ)) ≥ ϵ

}
,

and Bpm ,qm =
⋃r

i=1B
i
pm ,qm

, while

Bpm ,qm =
{
pm < k < qm : m × d(

qm∑
j=pm+1

amjA
ν1 ,ν2
j ((η̄ − ȳ)i; ȳ)ℏi(ȳ, 0̄) ≥

ϵ̄ − ϵ̃
r

}
.

Consequently, we conclude that

StD
A − lim

m
m × d(AAν1 ,ν−2

m (ℏ; y), ℏ(y)) = StD
A − lim

m
m × d(AAν1 ,ν2

m ((η̄ − ȳ); ȳ)ℏ((ȳ), 0̄) + · · ·

+ StD
A − lim

m
m × d(AAν1 ,ν2

m ((η̄ − ȳ)r; ȳ)
ℏr(ȳ)

r!
, 0̄)
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Remark 4.2. It can be easily observed that

Ã
ν1,ν2
n ((t − y)2; y) ≥

1
3(τn + ν2)2 .

Remark 4.3. Now, we have the following results

Ã
ν1,ν2
n ((t − y)3; y) ≤

5σ3
nτ

3
n

2(τn + ν2)3(σn + ρny + ν1)3 ;

Ã
ν1,ν2
n ((t − y)4; ȳ) ≤

τ4
nσ

4
n

(τn + ν2)4Φ1(τn, σn).

Theorem 4.4. Let us assume f ∈ CF [0, 1], which is impled by f±α ∈ C[0, 1]. Suppose that f ′, f ′′ exist in CF [0, 1].
Then, we establish the following estimation:

d
(
n × d

(
A
ν1,ν2
n ( f ; y), f (y)

)
,
{
Ã
ν1,ν2
n (z − y; y) f ′(y) +

1
2
Ã
ν1,ν2
n ((z − y)2; y) f ′′(y)

})
≤ K∗

{
w1,F ( f ′,

1
√

n
) + w2,F ( f ′′,

1
√

n
)
}

+
( 1
ζ + 1

+ υ1 + 1 − υ2

)
y f ′(y)

≤ K∗
{

w1,F ( f ′,
1

√
n + 1

) + w2,F ( f ′′,
1

√
n + 1

)
}

+ K1
{
d
(

f ′, 0̄
)
+ d

(
f ′′, 0̄

)}
,

where, K1 = sup
y

( 1
ζ + 1

+ υ1 + 1 − υ2

)
y.

Proof. From Gonska and Rasa [16], we get for f±α ∈ C[0, 1] i.e.,∣∣∣∣L̄n( f±α ; y) − f±α (y) −
1
2

L̄n((e1 − y)2; y) f±α
′′(y) − L̄n((e1 − y); y) f±α

′(y)
∣∣∣∣ ≤ L̄n((e1 − y)2; y)×{ |L̄n((e1 − y)3; y)|

L̄n((e1 − y)2; y)
.

5
6h

w1( f±α
′, h) +

(
3
4
+

L̄n((e1 − y)4; y)
L̄n((e1 − y)2; y)

.
1

16h2

)
w2( f±α

′′; h)
}
,

where Ln : CF [0, 1]→ CF [0, 1]←→ L̄n : C[0, 1]→ C[0, 1], and 0 < h ≤ 1
2 .

From Remark 4.3, it can be observed that

|Ã
ν1,ν2
n ((z − y)3; y)|

Ã
ν1,ν2
n ((z − y)2; y)

≤ O(1)

and
|Ã

ν1,ν2
n ((z − y)4; y)|

Ã
ν1,ν2
n ((z − y)2; y)

≤ O(1).

Now, applying the operator Ãν1,ν2
n ,∣∣∣∣Ãν1,ν2

n ( f±α ; y) − f±α (y) − Ãν1,ν2
n ((z − y); y) f±α

′(y)−
1
2
Ã
ν1,ν2
n ((z − y)2; y). f±α

′′(y)
∣∣∣∣ ≤ Ãν1,ν2

n ((z − y)2; y)×{ 5
6h
O(1)w1( f±α

′, h) +
(3

4
+ O(1).

1
16h2

)
w2( f±α

′′; y)
}
.
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Now, putting h = 1
√

n
and multiplying n on both sides we get,∣∣∣∣n(Ãν1,ν2

n ( f±α ; y) − f±α (y)
)
− Ã

ν1,ν2
n (z − y; y) f±α

′(y) −
1
2
Ã
ν1,ν2
n ((z − y)2; y) f±α

′′(y)
∣∣∣∣

≤
a

a − 1
(
5
6
O(n−1)w1( f±α

′;
1
√

n
) +

(
3
4
+
O(1)
16

)
w2( f±α

′′;
1
√

n
)) ≤ K∗

{
w1( f±α

′,
1
√

n
) + w2( f±α

′′,
1
√

n
)
}

Furthermore,∣∣∣∣n(Ãν1,ν2
n ( f±α ; y) − f±α (y)

)
− Ã

ν1,ν2
n (z − y; y) f±α

′(y) −
1
2
Ã
ν1,ν2
n ((z − y)2; y) f±α

′′(y)
∣∣∣∣

≤ K∗
{
w1( f±α

′,
1
√

n
) + w2( f±α

′′,
1
√

n
)
}

+
( 1
ζ + 1

+ υ1 + 1 − υ2

)
y f±α

′(y)

≤ K∗
{

w1( f±α
′,

1
√

n + 1
) + w2( f±α

′′,
1

√
n + 1

)
}

+ K1

{
∥ f±α

′
∥∞ + ∥ f±α

′′
∥∞

}
,

where, K1 = sup
y

( 1
ζ + 1

+ υ1 + 1 − υ2

)
y. Alternatively, we can express the above inequality in following

manner,

d
(
nd

(
A
ν1,ν2
n ( f ; y), f (y)

)
,
{
Ã
ν1,ν2
n (z − y; y) f ′(y) +

1
2
Ã
ν1,ν2
n ((z − y)2; y) f ′′(y)

})
≤ K∗

{
w1,F ( f ′,

1
√

n
) + w2,F ( f ′′,

1
√

n
)
}
+ y f ′(y)

≤ K∗
{

w1,F ( f ′,
1

√
n + 1

) + w2,F ( f ′′,
1

√
n + 1

)
}

+ K1
{
d
(

f ′, 0̄
)
+ d

(
f ′′, 0̄

)}

Theorem 4.5. Suppose that f±α ∈ C[0, 1] and f±α
′ exists in [0, 1]. Then, we have

d
(
A
ν1,ν2
n (f1; y),

{
A
ν1,ν2
n (f; ỹ).Aν1,ν2

n (1; ỹ) +
ỹ(1 − ỹ)

n
f′(ỹ)1′(ỹ)

})
≤

{
ωF (f′; h).ωF (g′; h)

+
1
h
ωF (f; h)ωFγ,(g

′; h) +
1
h
ωFγ,(f

′; h)ωFγ,(g; h)

+
1
h

max{d
(
f, 0̄

)
,

1
h3ω

F

γ,(f
′; h)}.

max{d
(
g, 0̄

)
,

1
h

p3ωFγ,(g
′; h)}

}
.

Proof. Let Ln(f±α , g±α ; ỹ) = Ãν1,ν2
n (f±αg±α ; ỹ) − Ãν1,ν2

n (f±α ; ỹ).Ãν1,ν2
n (g±α ; ỹ) − ỹ(1−ỹ)

n f±α
′(ỹ)g±α

′(ỹ). Without loss of the
generality we can have the following

Ln(f±α , g
±

α ; ỹ) =
∣∣∣∣Ln(f − u1

±

α + u1
±

α , g
±

α + v±α − v±α ; ỹ)
∣∣∣∣

≤ |Ln(f±α , g
±

α − v±α ; ỹ)| +
∣∣∣∣Ln(u1

±

α , g
±

α − v±α ; ỹ)
∣∣∣∣ + ∣∣∣∣Ln(f±α − u1

±

α , g
±

α ; ỹ)
∣∣∣∣ + ∣∣∣∣Ln(u1

±

α , v
±

α ; ỹ)
∣∣∣∣,
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where u±α , v±α ∈ C4[0, 1]. Now, we need to evaluate Ãν1,ν2
n (f±αg±α ; ỹ) − Ãν1,ν2

n (f±α ; ỹ).Ãν1,ν2
n (g±α ; ỹ).

In order to do this, we consider the Taylor series expansion of function, f±α , g±α , and f±α g±α . Then, we get the
followings

Ã
ν1,ν2
n (f±αg

±

α ; ỹ) − Ãν1,ν2
n (f±α ; ỹ).Ãν1,ν2

n (g±α ; y) =
[
Ã
ν1,ν2
n ((z − ỹ)2; y) − [Ãν1,ν2

n (z − y; y)]2
]
.f±α
′(ỹ)g±α

′
−

1
2
Ã
ν1,ν2
n (z − ỹ; ỹ)Ãν1,ν2

n ((z − ỹ)2; ỹ)(f±α
′
g±α
′)′(ỹ)

+ [Ãν1,ν2
n ((z − ỹ)2; ỹ)]2 f

±
α
′′(ỹ)g±α

′′(ỹ)
4

.

nÃν1,ν2
n (f±αg

±

α ; ỹ) − Ãν1,nu2
n ( f p

αm; ȳ).Ãν1,nu2
n (1p

αm; ȳ) ≤ ỹf±α
′(ỹ)g±α

′(ỹ) ≤ ỹ∥f±α
′
∥∥g±α

′
∥

Furthermore, |nLn(f±αg±α ; ỹ)| ≤ y2
∥f±α
′
∥∞∥g

±
α
′
∥∞. But it can be observed that for f±α ∈ Cn[a, b] and n ∈N,

max
0≤k≤n
{∥f±α

k
∥} ≤ C max{∥f±α∥∞, ∥f

±

α
n
∥∞}. (8)

Now,

Ln(u1
±

α , v
±

α ; ỹ)

=
∣∣∣∣Ãν1,ν2

n (u1
±

αv±α ; ỹ) − u1
±

αv±α (ỹ) −
ỹ(1 − ỹ)

2n
(u1
±

αv±α )′′
∣∣∣∣ + u1

±

α (ỹ)
∣∣∣∣Ãν1,ν2

n (v±α ; ỹ) − v±α (ỹ) −
ỹ(1 − ỹ)

2n
v±α
′′(ỹ)

∣∣∣∣
+ v±α (ỹ)

∣∣∣∣Ãν1,ν2
n (u1

±

α ; ỹ) − u1
±

α (ỹ)
ỹ(1 − ỹ)

2n
u1
±

α
′′

∣∣∣∣ + ∣∣∣∣v±α (ỹ) − Ãν1,ν2
n (v±α ; ỹ)

∣∣∣∣∣∣∣∣Ãν1,ν2
n (u1

±

α ; ỹ) − u1
±

α (ỹ)
∣∣∣∣

≤
K
n

max{∥u1
±

α
′
∥∞, ∥u1

±

α
4
∥∞}.max{∥v±α

′
∥∞, ∥v±α

4
∥∞}.

Now, from equation (8)

|Ln(f±αg
±

α ; ỹ)| ≤
K∗

n

{
∥(f±α − u1

±

α )′∥∥(g±α − v±α )′∥ + ∥(f±α − u1
±

α )′∥∥v±α
′
∥

+ ∥u1
±

α
′
∥∥(g±α − v±α )′∥

+
1
n
×max{∥u1

±

α
′
∥∞, ∥u1

±

α
4
∥∞}.max{∥v±α

′
∥∞, ∥v±α

4
∥∞}

}
.

After applying the Lemma 3.1. of [17], we get.

|Ln(f±αg
±

α ; ỹ)| ≤
{
w3(f±α

′; h).w3(g±α
′; h) +

1
h

w3(f±α ; h)w3(g±α
′; h) +

1
h

w3(f±α
′; h)w3(g±α ; h)

+
1
h

max{∥f±α∥,
1
h3 w3(f±α

′; h)}.max{∥g±α∥,
1
h

p3w3(g±α
′; h)}

}
.

Equivalently, we may represent this as in following fuzzy form, via the notation ωF (f′; h) = w3(f±α
′; h) and the

constant p3 as in Lemma 3.1. of [17]. Hence, we get

d
(
Ln(fg; ỹ), 0̄

)
≤

{
ωF (f′; h).ωF (g′; h) +

1
h
ωF (f; h)ωFγ,(g

′; h) +
1
h
ωFγ,(f

′; h)ωFγ,(g; h)

+
1
h

max{d
(
f, 0̄

)
,

1
h3ω

F

γ,(f
′; h)}.max{d

(
g, 0̄

)
,

1
h

p3ωFγ,(g
′; h)}

}
.

This completes the proof.

In last, we illustrate the following example, in order to support the Theorem 3.1.
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Example

Suppose that f (t) = cos(−(π4 )t)
(

t2

(1+t.2)

)
; for t ∈ [0, 1]. Let us assume pn = n, qn = 0, and γ = 0 and A being

the Cesàro matrix A = (ãnk), such that ãnk =

 1
n+1 , if 0 ≤ k ≤ n
0, otherwise.

.

We get from Lemma 2.2, StD
A − lim

n→∞
Ã
ν1,ν2
n (e j; y) = y j. It is noteworthy to conclude from Theorem 3.1 is that

StD
A − lim

m→∞
Ã
ν1,ν2
m ( f ; y) = f (y).

Similar arguments can be justified by taking f (t) = e(−4t), by considering the same A = (ãnk), as above.
Graphically, this can demonstrated by taking n values (i.e., 10, 100, 1024), ν1 = 0, ν2 = 0.01 and β = 0.24, for
different functions i.e., f (t) = e(−4t) and f (t) = cos(−(π4 )t)

(
t2

(1+t2)

)
, in Figure 1 and Figure 2, respectively.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

A
n0
.1

2
,1

.1
2
(c

o
s
(-

(p
i.
/4

).
*t

).
*(

t.
2
./
(1

+
t.

2
))

;y
)

A
1020
0,0.01(cos(-(pi./4).*t).*(t.2./(1+t.2));y)

A
100
0,0.01(cos(-(pi./4).*t).*(t.2./(1+t.2));y)

A
10
0,0.01(cos(-(pi./4).*t).*(t.2./(1+t.2));y)

f(t)=cos(-(pi./4).*t).*(t.2./(1+t.2).

Figure 1: Plot of Āν1 ,ν2
n (cos(−( π4 )t)

(
t2

(1+t.2)

)
; y)
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)
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100
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f(t)=-4et

Figure 2: Plot of Āν1 ,ν2
n (e(−4t); y)
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Parameter discussion:

In this subsection, for validating obtained approximation results for the proposed fuzzy operator, we
have performed a detail parameter analysis and represent it in the tabular form as (Table 1-5). This inter-
pretation involves the maximum point wise error and mean squared error estimations of the approximated
function by taking into account of fixed n−values i.e., n=1024, along with various parameters, such as
ν1 = ν2 = {0, 0.5, 1}, (ρn) = ( 1

n
1
3

), and (σn) = e. Based on the some numerical experiment for the function

Ā
ν1,ν2
n (e(−4t); y) in following 5 tables, for each β = 0, 0.25, 0.5, 0.75 and 1, respectively, have been constructed.

ν1 ν2 Maximum point wise error Mean square error
0 0 0.0183 1.2285e − 04
0 0.5 0.0183 1.2285e − 04
0 1 0.0183 1.2285e − 04

0.5 0 0.0183 1.2285e − 04
0.5 0.5 0.0183 1.2285e − 04
0.5 1 0.0183 1.2285e − 04
1 0 0.0183 1.2285e − 04
1 0.5 0.0183 1.2285e − 04
1 1 0.0183 1.2285e − 04

Table 1: Error estimations for the function e(−4t) and β = 0.

ν1 ν2 Maximum point wise error Mean square error
0 0 0.0012 5.2604e-07
0 0.5 0.0013 6.8908e − 07
0 1 0.0014 6.0406e − 07

0.5 0 0.0078 2.6998e − 05
0.5 0.5 0.0079 2.7557e − 05
0.5 1 0.0080 2.8117e − 05
1 0 0.0183 1.2285e − 04
1 0.5 0.0183 1.2285e − 04
1 1 0.0183 1.2285e − 04

Table 2: Error estimations for the function e(−4t) and β = 0.25.

ν1 ν2 Maximum point wise error Mean square error
0 0 0.0012 5.2604e − 07
0 0.5 0.0013 6.8908e − 07
0 1 0.0014 6.0406e − 07

0.5 0 0.0078 2.6998e − 05
0.5 0.5 0.0079 2.7557e − 05
0.5 1 0.0080 2.8117e − 05
1 0 0.0183 1.2285e − 04
1 0.5 0.0183 1.2285e − 04
1 1 0.0183 1.2285e − 04

Table 3: Error estimations for the function e(−4t) and β = 0.5.
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ν1 ν2 Maximum point wise error Mean square error
0 0 0.0013 5.7986e − 07
0 0.5 0.0014 6.6372e − 07
0 1 0.0014 7.5453e − 07

0.5 0 0.0079 2.7543e − 05
0.5 0.5 0.0080 2.8105e − 05
0.5 1 0.0080 2.8667e − 05
1 0 0.0183 1.2285e − 04
1 0.5 0.0183 1.2285e − 04
1 1 0.0183 1.2285e − 04

Table 4: Error estimations for the function e(−4t) and β = 0.75.

ν1 ν2 Maximum point wise error Mean square error
0 0 0.0013 5.9805e − 07
0 0.5 0.0014 6.8374e − 07
0 1 0.0015 7.7638e − 07

0.5 0 0.0079 2.7716e − 05
0.5 0.5 0.0080 2.8278e − 05
0.5 1 0.0081 2.8841e − 05
1 0 0.0183 1.2285e − 04
1 0.5 0.0183 1.2285e − 04
1 1 0.0183 1.2285e − 04

Table 5: Error estimations for the function e(−4t) and β = 1.
By analyzing data in the mentioned tables, we can conclude that for ν1 = 0, ν2 = 0, β = 0.25, (ρn) = ( 1

n
1
3

)

and (σn) = (1− 1
n ), we get maximum point wise error and mean squared error , i.e., 0.0012, and 5.2604e− 07,

respectively. In addition, we have pointed less error than the original operator (for the functional value lies
in [0, 1]) defined by Özkan [35].

Conclusion

Summarising the overall theme of this present paper, we efficiently develop a fuzzy positive linear oper-
ator on combining the Riemann Liouville fractional-type operator with rational operator. Our emphasised
work involves certain estimations related to the rate of convergence by surging the modulus of smoothness
of higher order, Peetre’s K functional, and Lipschitz-type maximal function. Further investigations regard-
ing the Korovkin-type theorem, Voronovskaya theorem, and Grüss Voronovskaya estimates have also been
characterized and strengthened by suitable graphical examples. Looking further, we intend to work further
on the application prospectives of certain fuzzy neural network operators. In brief, we intend to introduce
a fractional type fuzzy neural network operator encompasses with generalized activation function and its
applications in the domain of image processing technique, and some fuzzy inference systems.

Disclosure statement

No potential conflict of interest was reported by the author(s).

References
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