
UNIVERSITY OF NIŠ 

FACULTY OF SCIENCE AND MATHEMATICS 

DEPARTMENT OF MATHEMATICS 

 

 

 

 

Jovana T. Nikolov Radenković 

 

PSEUDOINVERSES AND 

REVERSE ORDER LAW FOR 

MATRICES AND OPERATORS 
 

PhD thesis 

 

 

Текст ове докторске дисертације 

 ставља се на увид јавности, 

 у складу са чланом 30., став 8. Закона о високом образовању 
 ("Сл. гласник РС", бр. 76/2005, 100/2007 - аутентично тумачење, 97/2008, 44/2010, 

 93/2012, 89/2013 и 99/2014)  

 

НАПОМЕНА О АУТОРСКИМ ПРАВИМА: 

 
 Овај текст се сматра рукописом и само се саопштава јавности 
 (члан 7. Закона о ауторским и сродним правима, "Сл. гласник РС", бр.  

104/2009, 99/2011 и 119/2012). 

 

 Ниједан део ове докторске дисертације не сме се користити 

 ни у какве сврхе, осим за упознавање са садржајем пре одбране. 
 

 

Niš, 2015 



UNIVERZITET U NIŠU 

PRIRODNO-MATEMATIČKI FAKULTET 

DEPARTMAN ZA MATEMATIKU 

 

 

 

 

 

Jovana T. Nikolov Radenković 

 

PSEUDOINVERZI I  

ZAKON OBRNUTOG REDOSLEDA 

ZA MATRICE I OPERATORE 
 

Doktorska disertacija 

 

 

 

 

 

 

 

 

 

 

 

Niš, 2015 



Supervisor:  Dragana Cvetković-Ilić 

 Full Professor  

 Faculty of Sciences and Mathematics  

 University of Niš, Serbia 

 

Members of Committee: Vladimir Rakočević 

 Full Professor  

 Faculty of Sciences and Mathematics  

 University of Niš, Serbia 

 

 Ljiljana Petković 

 Full Professor 

 Faculty of Mechanical Engineering  

 University of Niš, Serbia 

  

 Yimin Wei 

 Full Professor 

 Fudan University 

 Shanghai, P.R. China 

 

 Vladimir Pavlović 

 Associate Professor 

 Faculty of Sciences and Mathematics  

 University of Niš, Serbia 

 

  

 

 

            

      

 



Прилог 4/1 

 

ПРИРОДНО - МАТЕМАТИЧКИ ФАКУЛТЕТ 

НИШ 

КЉУЧНА ДОКУМЕНТАЦИЈСКА ИНФОРМАЦИЈА 

 

Редни број, РБР:  

Идентификациони број, ИБР:  

Тип документације, ТД: монографска 

Тип записа, ТЗ: текстуални  /  графички 

Врста рада, ВР: докторска  дисертација 

Аутор, АУ: Јована Т. Николов Раденковић 

Ментор, МН: Драгана Цветковић-Илић 

 

 

 

 

Наслов рада, НР: 
Псеудоинверзи и закон обрнутог редоследа за матрице и 
операторе 

Језик публикације, ЈП: енглески 

Језик извода, ЈИ: српски 

Земља публиковања, ЗП: Србија 

Уже географско подручје, УГП: Србија 

Година, ГО: 2015. 

Издавач, ИЗ: ауторски репринт 

Место и адреса, МА: Ниш, Вишеградска 33. 

Физички опис рада, ФО: 
(поглавља/страна/ цитата/табела/слика/графика/прилога) 

87 стр. 

Научна област, НО: математика 

Научна дисциплина, НД: математичка анализа 

Предметна одредница/Кључне речи, ПО: функционална анализа 

УДК 517.983.24 
512.643 

Чува се, ЧУ: библиотека 

Важна напомена, ВН:  

Извод, ИЗ: У овој дисертацији разматран је закон обрнутог реда за 
матрице и операторе. Представљени су оригинални 
резултати везани за закон обрнутог редоследа два и више 
ограничених  оператора на Хилбертовом простору. Ови 
резултати предсављају проширење већ постојећих 
резултата за комплексне матрице. Испитивано је и 
постојање ермитских и Ре-ннд генералисаних инверза. 
Описани су скупови таквих генералисаних инверза и 
услови под којима они постоје. 

Датум прихватања теме, ДП: 03.03.2014. 

Датум одбране, ДО:  

Чланови комисије, КО: Председник:  
 Члан:  

 Члан:  

 Члан:  

 Члан, ментор:  

   



Прилог 4/2 

 

ПРИРОДНО - МАТЕМАТИЧКИ ФАКУЛТЕТ 

НИШ 

KEY WORDS DOCUMENTATION 

 

Accession number, ANO:  

Identification number, INO:  

Document type, DT: monograph 

Type of record, TR: textual / graphic 

Contents code, CC: doctoral dissertation 

Author, AU: Jovana T.  Nikolov Radenković 

Mentor, MN: Dragana Cvetković-Ilić 

Title, TI: Pseudoinverses and reverse order law for matrices and 
operators 

Language of text, LT: English 

Language of abstract, LA: English 

Country of publication, CP: Serbia 

Locality of publication, LP: Serbia 

Publication year, PY: 2015 

Publisher, PB: author’s reprint 

Publication place, PP: Niš, Višegradska 33. 

Physical description, PD: 
(chapters/pages/ref./tables/pictures/graphs/appendixes) 

87 p. ;  

Scientific field, SF: mathematics 

Scientific discipline, SD: mathematical analysis 

Subject/Key words, S/KW: functional analysis 

UC 517.983.24 
512.643 

Holding data, HD: library 

Note, N:  

Abstract, AB: In this dissertation, reverse order laws for matrices and 
operators are  investigated. Some original results concerning 
the various types of reverse order laws for  the product of two 
and more than two bounded Hilbert space operators are 
presented. These results extended some  previous results on 
the settings of  complex matrices. Also, the existence of Re-
nnd and Hermitian generalized inverses is investigated. Sets of 
such generalized inverses are described and necessary and 
sufficient conditions for their existence  are derived. 

Accepted by the Scientific Board on, ASB: 03.03.2014. 

Defended on, DE:  

Defended Board, DB: President:  

 Member:  

 Member:  

 Member:  

 Member, Mentor:  

 



Contents

1 Introduction 3
1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Historical notes on generalized inverses . . . . . . . . . . . . . . . . . . 4
1.3 Generalized inverses of complex matrices . . . . . . . . . . . . . . . . . 5
1.4 Generalized inverses and solutions of linear systems of equations . . . . 8
1.5 Characterization of some classes of generalized inverses . . . . . . . . . 10
1.6 Generalized inverses of operators . . . . . . . . . . . . . . . . . . . . . 11

2 Reverse order law 15
2.1 Recent results on the reverse order laws . . . . . . . . . . . . . . . . . . 15
2.2 Reverse order laws for {1, 2, 3}-generalized inverses . . . . . . . . . . . 20
2.3 Reverse order laws for reflexive generalized inverse of operators . . . . . 24
2.4 Reverse order law for multiple operator product . . . . . . . . . . . . . 30

2.4.1 Reverse order law for {1, 2}-inverses . . . . . . . . . . . . . . . . 31
2.4.2 Reverse order law for {1, 3}- and {1, 4}-inverses . . . . . . . . . 38
2.4.3 Reverse order law for {1}-inverses . . . . . . . . . . . . . . . . . 41

2.5 Reverse order law for weighted generalized inverses . . . . . . . . . . . 48
2.5.1 Reverse order law for weighted {1, 3}, {1, 4}, {1, 2, 3} and {1, 2, 4}-

inverses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.5.2 Reverse order law for weighted {1, 3, 4}-inverses . . . . . . . . . 52

2.6 Some additive results for generalized inverses . . . . . . . . . . . . . . . 55

3 Re-nnd and Hermitian generalized inverses 60
3.1 Hermitian generalized inverses . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Re-nnd generalized inverses . . . . . . . . . . . . . . . . . . . . . . . . 62

4 Special Schur complement 71
4.1 Inverse of a special Schur complement . . . . . . . . . . . . . . . . . . . 72

Bibliography 78

Biography 86



Preface

In this dissertation, reverse order laws for generalized inverses of matrices and
operators are investigated. Some original results concerning the various types of reverse
order laws for product of two or more than two bounded Hilbert space operators are
presented. These results extend previous results on the settings of complex matrices.
Also, the existence of Re-nnd and Hermitian generalized inverses is investigated. Sets of
all Re-nnd and Hermitian generalized inverses are described and necessary and sufficient
conditions for their existence are derived.

In the first chapter we introduce basic concepts of the theory of generalized inverses.
In Section 1.1 we give some standard notation and terminology. Section 1.2 contains
a brief history of developments in the theory of generalized inverses, where we discuss
some of the most notable results. In section 1.3 we discuss genesis of generalized
inverses and we state Moore’s and Penrose’s definitions of generalized inverse of a
complex matrix. Furthermore, we describe some classes of generalized inverses and
define weighted Moore-Penrose inverse and Drazin inverse. In Section 1.4 the set of
solutions of matrix equation AXB = C is described using some classes of generalized
inverses and a relation between solutions of system of linear equations Ax = b and
generalized inverses is established. This will lead to defining some important classes of
generalized inverses. Section 1.5 contains representations of some classes of generalized
inverses which are obtained as sets of solutions of appropriate matrix equations. These
representations are the basic tool for finding equivalent conditions for various reverse
order laws. In Section 1.6 we introduce main properties of generalized inverses of
operators on Hilbert spaces.

In the second chapter of the dissertation we consider the problem of the reverse
order law for matrices and operators. In Section 2.1 we present some of the most
important results related to the reverse order law for generalized inverses in various
settings. Section 2.2 consists of original results published in [27] on the reverse order law
for {1, 2, 3}-inverse of a matrix. In section 2.3 we present our results from [26] regarding
the reverse order law for reflexive generalized inverse of an operator. In Section 2.4 we
consider the reverse order law for {1}-, {1, 2}-, {1, 3}- and {1, 4}-inverses of product of
n operators on Hilbert space. These results are direct improvements of the results of
Wei [101] for complex matrices. Namely, Wei [101] used singular value decomposition of
product (P-SVD) of matrices which is not applicable to infinite dimensional setting. In
Section 2.5 we consider the reverse order law for weighted generalized inverses. Results
from this section are published in [64]. In Section 2.6 we consider some additive results
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Preface

of {1, 3}-, {1, 4}- and {1, 2, 3}- and {1, 2, 4}-inverses.
The third chapter consists of our original results, published in [66], where we investi-

gated the existence of Hermitian and Re-nnd generalized inverses. We find equivalent
conditions for the existence of such generalized inverses and we completely describe
these sets.

Finally, in the fourth chapter we introduce and study a special Schur complement
of operators on Hilbert space.

At the end, I would like to express my sincere gratitude to my supervisor Professor
Dragana Cvetković-Ilić for great commitment during our joint research and writing
of the PhD thesis. I am also thankful to the other members of the committee and
all professors who supported me through my education. Also I would like to thank
my friends whom I might have neglected, for their understanding and support. Most
importantly, I am infinitely thankful to my family for all their love and encouragement.
They always had patience for me, and were a constant source of support and care that
gave me strength all these years.
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Chapter 1

Introduction

1.1 Notations

By C we will denote the field of complex numbers. Let Cm×n be the vector space
of all m×n complex matrices over C. Cn is the vector-space of all n-tuples of complex
numbers over C. If A ∈ Cm×n, then in respect to the standard basis of Cn and Cm, A
induces a linear transformation A : Cn → Cm. R(A) denotes the range of A, that is
linear span of the columns of A. The null-space of A, N (A) = {x ∈ Cn : Ax = 0}. We
use r(A) and A∗ to denote the rank and the conjugate transpose matrix of a matrix A,
respectively. I always denotes identity matrix. For square matrix A, the index of A is
the least nonnegative integer k such that r(Ak+1) = r(Ak) and it is denoted by ind(A).

Let X, Y be Banach spaces and L(X, Y ) the set of all linear bounded operators from
X to Y . For a given A ∈ L(X, Y ), the symbols N (A) and R(A) denote the null space
and the range of operator A, respectively. M and N are algebraically complemented
subspaces of X if M ∩ N = {0} and M + N = X. A linear mapping P : X → X is
called a projection if P 2 = P . If P is a projection, then I − P is also a projection,
R(P ) = N (I−P ), N (P ) = R(I−P ) andR(P ), N (P ) are algebraically complemented.
Conversely, if M and N are algebraically complemented subspaces of X, then there
is a unique projection P such that R(P ) = M and N (P ) = N . We say that P is a
projection of X on M parallel to N (for interesting properties of projections see [52],
[50]). If M and N are closed and algebraically complemented subspaces of X, then
subspaces M and N are called topologically complemented or simply complemented.
We say that X is topological sum of M and N and we write X = M ⊕N . Not every
closed subspace of Banach space has a topological complement. If projection P is
bounded, then X = R(P )⊕N (P ). Conversely, if X = M ⊕N , then the projection P
with range M and null-space N is bounded.

Let H, K and L be complex Hilbert spaces and let B(H,K) denote the set of all
bounded linear operators from H to K. For an operator A ∈ B(H,K), by A−1l (A−1r )
we denote the left (right) inverse of A and by B−1l (H,K) (B−1r (H,K)) the set of all left
(right) invertible operators from the space B(H,K). For given sets M , N , by MN or
M · N we denote the set consisting of all products XY , where X ∈ M and Y ∈ N .
Unlike in Banach space, closed subspace of Hilbert space is always complemented.
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Chapter 1. Introduction

1.2 Historical notes on generalized inverses

In Gauss’ ”Theoria combinations” (1821), which deals with method of least squares,
several formulas appear which relate to expressions found in the modern theory of gen-
eralized inverses. Although generalized inverses were not a part of Gauss’ vocabulary,
equivalent expressions may be found in his writings. (See Robinson [79]). In the
setting of integral and differential operators the concept of generalized inverses was
considered by Fredholm [38] (1903) and Hurwitz [47] (1912), and in a paper on gener-
alized Green’s functions written in 1904 by Hilbert. Generalized inverses of differential
operators were consequently studied by numerous authors, in particular, Myller (1906),
Westfall (1909), Bounitzky [13] in 1909, Elliott (1928), and Reid (1931). (For a history
of this subject see the excellent survey by Reid [78] and Ben-Israel and Greville [8].)

Moore was the first who give a systematic study of generalized inverses. In a paper
given at the Fourteenth Western Meeting of the American Mathematical Society at
the University of Chicago, April, 1920, E. H. Moore defined a unique inverse (called
by him the “general reciprocal”) for every finite matrix (square or rectangular) (see
Definition 1.3.1). E. H. Moore established the existence and uniqueness of A† for any
A, and gave an explicit form for A† in terms of the subdeterminants of A and A∗. His
work received practically no attention in the next 30 years, mostly because it used very
complicated notation. To illustrate the difficulty of reading the original Moore, and
the need for translation, we restate the theorem:

Theorem 1.2.1 [Moore, 1920]

UCB1 IIB2 IIκ12·)·

∃ | λ21 type M·
κ∗M

·
κ 3 ·S2κ12λ21 = δ11M·κ · S

1λ21κ12 = δ22M·
κ∗
.

During that time generalized inverses were given for matrices by Siegel [84] in 1937,
and for operators by Tseng [96, 93, 94, 95], Murray and von Neumann [61] in 1936,
Atkinson [5, 6] and others.

Unaware of Moore’s work, A. Bjerhammar and R. Penrose both independently
investigated the pseudoinverse. In 1951 Bjerhamar recognized the least squares prop-
erties of certain generalized inverses and noted the relation between some generalized
inverses and solutions to linear systems [9, 10, 11] . In 1955, Penrose [68] sharpened and
extended Bjerhammar’s results on linear systems, and showed that Moore’s inverse, for
a given matrix A, is the unique matrix X satisfying the following four equations:

AXA = A

XAX = X

(AX)∗ = AX

(XA)∗ = XA

The latter discovery has been so important that this unique inverse is now commonly
called the Moore–Penrose inverse. Since 1955 the theory of generalized inverses and

4



Chapter 1. Introduction

also the applications and computational methods have been developing rapidly. Many
authors investigated various types of generalized inverses [77, 41, 7]. Also, general-
ized inverses which satisfy some of the four Penrose’s equations have been considered.
Generalized inverses of singular linear operators, elements in various algebraic and
topological structures have been studied.

One of the books that made major impact on the subject is ”Generalized inverses -
Theory and Applications” by A. Ben-Israel and T.N.E. Greville (1974) [8]. It contains
seven chapters which treat generalized inverses of finite matrices, while the eighth in-
troduces generalized inverses of operators between Hilbert spaces. Another excellent
book on generalized inverses is one by S. L. Campbell and C. D. Meyer (1979) [15].
It presents unified treatment of the theory of generalized inverses and contains many
diverse applications where generalized inverses play important role. Proceedings on of
the Advanced Seminar on Generalized inverses and Applications held at the Univer-
sity of Wisconsin-Madison in 1973 edited by M.Z. Nashed contain 14 papers dealing
with basic theory of generalized inverses, applications to analysis and linear equations,
numerical analysis and approximation methods, applications to statistics and econo-
metrics, optimization, system theory, operations research. It contains an exhaustive
bibliography which includes all related references up til 1975. One of recent publica-
tions on this subject is book by G. Wang, Y. Wei, S. Qiao [43]. It contains results
from dozens of published papers since 1979 on generalized inverses in the areas of
perturbation theory, condition numbers, recursive algorithms etc. V. Rakočević and
D. Djordjević [34] presented various results regarding generalized inverses of linear
bounded operators on Banach and Hilbert spaces, and generalized inverses of elements
in Banach and C∗-algebras.

1.3 Generalized inverses of complex matrices

It is well-known that if A is a nonsingular square matrix, then there exists a unique
matrix B, such that AB = BA = I, where I is the identity matrix. Then B is called
the inverse of A and is denoted by A−1. In practical problems we more often deal with
singular or rectangular matrices so there was a need of defining new kind of inverse
which would have some of the properties of the ordinary inverse of a matrix. The
most familiar application of generalized inverses is to the solution of a system of linear
equations, which appears in many pure and applied problems. If matrix A ∈ Cn×n

is regular, the system of linear equations Ax = b has the unique solution x = A−1b
for each b. In many cases, solution of a system of linear equations exists even when
the inverse of the matrix A does not exists. For A singular or rectangular, there may
sometimes be no solutions or an infinite number of solutions. If b ∈ R(A), i.e. vector b
is some linear combination of columns of A, system has a solution and if n− r(A) > 0,
there is a multiplicity of solutions. In general, solution of a system of linear equations
exist even when the inverse A−1 does not exist. Sometimes, when solution of system of
linear equations does not exist, we may be interested in some kind of pseuodosolution,

5



Chapter 1. Introduction

for example, the one which minimizes the error ‖Ax− b‖. For different purposes, there
exist different types of pseudoinverses.

By a generalized inverse of a given matrix A we call a matrix X such that

(a) exists for a wider class of matrices than the class of nonsingular matrices;

(b) has some of the properties of the usual inverse;

(c) reduces to the usual inverse when A is nonsingular.

Generalized inverses of matrices were first introduced by E. H. Moore. He con-
structed the unique inverse for every finite matrix, which he called the ”general re-
ciprocal”. First publication on this subject is an abstract of his talk given at the
Fourteenth Western Meeting of the American Mathematical Society at the University
of Chicago, April, 1920. Because of the complexity of the notation of the original
Moore paper, we will state the A.Ben-Israel and Charnes [7] interpretation of Moore
definition of the generalized inverse:

Definition 1.3.1 [Moore] If A ∈ Cm×n, then the generalized inverse of A is the unique
matrix A† such that

a) AA† = PR(A);

b) A†A = PR(A†).

Unaware of Moore’s results, in 1955. R.Penrose [68] gave algebraic definition of gener-
alized inverse:

Definition 1.3.2 [Penrose] If A ∈ Cm×n, then the generalized inverse of A is the
unique matrix A† such that

(1) AA†A = A;

(2) A†AA† = A†;

(3) (AA†)∗ = AA†;

(4) (A†A)∗ = A†A.

These two definitions are equivalent, and the proof of the equivalence can be found in
[14]. In honour of Moore and Penrose’s contribution, the unique matrix from Definitions
1.3.1 and 1.3.2 is called the Moore-Penrose inverse of matrix A and is usually denoted
by A†. Equations (1) − (4) are called Penrose equations. Generalized inverses which
satisfy some, but not all, of the four Penrose equations play an important role in
solution of systems of linear equations. Since we will often deal with a number of
different subsets of the set of four equations, we need a convenient notation for a
generalized inverse satisfying certain specified equations.

6



Chapter 1. Introduction

Definition 1.3.3 For any A ∈ Cm×n let A{i, j, . . . , k} denote the set of all matrices
X ∈ Cn×m which satisfy equations (i), (j), . . . , (k) from among the Penrose equations
(1)–(4). A matrix X ∈ A{i, j, . . . , k} is called an {i, j, . . . , k}-inverse of A, and arbi-
trary {i, j, . . . , k}-inverse of A is denoted by A(i,j,...,k).

Obviously, A{1, 2, 3, 4} = A†. If matrix A is nonsingular square matrix, then A−1

satisfies all four Penrose equations and because of the uniqueness of the Moore-Penrose
inverse, A† = A−1. {1}-inverse is often called inner generalized inverse, {2}-inverse is
outer and {1, 2}-inverse is reflexive generalized inverse. {1, 3}- and {1, 4}-inverses are,
because of their properties, also called least squares g-inverse and minimum norm g-
inverses, respectively.

One generalization of the Moore-Penrose inverse is the, so called, weighted Moore-
Penrose inverse. Let A ∈ Cm×n and let M ∈ Cm×m, N ∈ Cn×n be two positive definite
matrices. Moore-Penrose inverse A† transforms into the weighted Moore-Penrose in-
verse A†M,N after the replacement of the usual vector inner product in Cm and Cn by
the following weighted inner products

〈x, y〉M = y∗Mx, x, y ∈ Cm, 〈x, y〉N = y∗Nx, x, y ∈ Cn.

Definition 1.3.4 Let A ∈ Cm×n and let M ∈ Cm×m, N ∈ Cn×n be two positive definite
matrices. The unique matrix X which satisfies

(1) AXA = A, (2) XAX = X, (3) (MAX)∗ = MAX, (4) (NXA)∗ = NXA,

is called the weighted Moore-Penrose inverse of A and it is denoted by A†M,N .

Obviously for M = Im and N = In the weighted Moore-Penrose inverse of A is the
Moore-Penrose inverse of A.

In 1958, Drazin [37] introduced a pseudoinverse in associative rings and semigroups
that now carries his name. The inverse was extensively studied and applied in matrix
setting [15, 85, 75, 74], as well as in the setting of bounded linear operators and elements
of Banach algebras [63]. Drazin inverse has a very desirable spectral property: The
nonzero eigenvalues of the Drazin inverse are the reciprocals of the nonzero eigenvalues
of the given matrix, and the corresponding generalized eigenvectors have the same
grade. On the settings of matrices, Drazin inverse is only defined on the subset of
square matrices:

Definition 1.3.5 Let A ∈ Cn×n and let k be the index of A. The unique matrix which
satisfies

(1k) Ak+1Ad = Ak;

(2) AdAAd = Ad;

(5) AdA = AAd.

is called the Drazin inverse of A and it is denoted by Ad .

7



Chapter 1. Introduction

1.4 Generalized inverses and solutions of linear sys-

tems of equations

We have already mentioned the importance of generalized inverses in solving the
linear system Ax = b where A ∈ Cm×n and b ∈ Cm. The following theorem, proved
by Penrose [68], is very important and useful result for describing general solution of
given linear system and characterizing some sets of {i, j, . . . , k}-inverses.

Theorem 1.4.1 Let A ∈ Cm×n, B ∈ Cp×q and D ∈ Cm×q. Then the matrix equation

AXB = D (1.1)

is consistent if and only if for some A(1), B(1),

AA(1)DB(1)B = D,

in which case the general solution is

X = A(1)DB(1) + Y − A(1)AY BB(1) (1.2)

for arbitrary Y ∈ Cn×p.

Specializing Theorem 1.4.1 to ordinary system of linear equations gives

Corollary 1.4.1 Let A ∈ Cm×n and b ∈ Cn. Then the system of linear equations
Ax = b is consistent if and only if for some A(1),

AA(1)b = b, (1.3)

in which case the general solution is

x = A(1)b+ (I − A(1)A)y (1.4)

for arbitrary y ∈ Cn.

The following theorem proved in [80] gives an alternative representation od A{1}.

Theorem 1.4.2 Let A ∈ Cm×n , X ∈ Cn×m. Then X ∈ A{1} if and only if for all b
such that Ax = b is consistent, x = Xb is a solution.

Using arbitrary {1}-inverse, we can describe the set of all solutions when the system
of linear equations Ax = b is consistent. The linear system Ax = b is consistent if and
only if b ∈ R(A). Otherwise, the residual vector r = b− Ax is nonzero for all x ∈ Cn,
and there is often interest in finding the approximate solution, i.e. vector x which
makes the residual the closest to the zero in some sense. The most commonly used
approximate solution of given system is the least-square solution. The least-square
solution is the vector x which minimizes the Euclidean norm of the residual vector

‖b− Ax‖2 =
m∑
i=1

∣∣bi − n∑
j=1

aijxj
∣∣2.

The following theorem, proved in [8], establishes the relation between the {1, 3}-inverses
and the least–squares solutions of Ax = b.
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Theorem 1.4.3 Let A ∈ Cm×n, b ∈ Cm. Then ‖b−Ax‖ is the smallest for x = A(1,3)b,
where A(1,3) ∈ A{1, 3}. Conversely, if X ∈ Cn×m has the property that, for all b,
‖b− Ax‖ is smallest when x = Xb, then X ∈ A{1, 3}.

Corollary 1.4.2 A vector x is a least-squares solution of Ax = b if and only if Ax =
AA(1,3)b. Thus, the general least–squares solution is

x = A(1,3)b+ (In − A(1,3)A)y,

with A(1,3) ∈ A{1, 3} and arbitrary y ∈ Cn.

When the system Ax = b has a multiplicity of solutions for x, there is a unique
solution of minimum norm. The following theorem relates minimum-norm solutions of
Ax = b and {1, 4}-inverses of A.

Theorem 1.4.4 Let A ∈ Cm×n, b ∈ Cm. If Ax = b is solvable, then the unique
solution for which ‖x‖ is the smallest is given by

x = A(1,4)b,

where A(1,4) ∈ A{1, 4}. Converesely, if X ∈ Cn×m is such that, whenever Ax = b is
solvable, x = Xb is the solution of minimum norm, then X ∈ A{1, 4}.

The unique minimum-norm least-squares solution of Ax = b, and the Moore-
Penrose inverse A† of A, are related as follows.

Corollary 1.4.3 [69] Let A ∈ Cm×n, b ∈ Cm. Then, among the least-squares solutions
of Ax = b, A†b is the one of minimum-norm. Conversely, if X ∈ Cn×m has the property
that, for all b, Xb is the minimum-norm least-squares solution of Ax = b, then X = A†.

The minimum-norm least-squares solution, x0 = A†b (also called the approximate
solution; e.g., Penrose [69]) of Ax = b, can thus be characterized by the following two
inequalities:

‖Ax0 − b‖ ≤ ‖Ax− b‖ for all x ∈ Cn (1.5)

and
‖x0‖ < ‖x‖

for any x 6= x0 which gives equality in (1.5).

9
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1.5 Characterization of some classes of generalized

inverses

In this section we restate some well known characterizations of some classes of
generalized inverses that will be often used.

Bjerhammar [9] gave the following characterization of the set A{1}.

Theorem 1.5.1 Let A ∈ Cm×n and A(1) ∈ A{1}. Then

A{1} = {A(1) + Z − A(1)AZAA(1) : Z ∈ Cn×m}.

The following theorems using Theorem 1.4.1 provide characterization of sets A{1, 3}
and A{1, 4} (for the proof see [7]).

Theorem 1.5.2 Let A ∈ Cm×n. The set A{1, 3} consists of all solutions of the equa-
tion

AX = AA(1,3),

where A(1,3) is arbitrary element of A{1, 3}.

Theorem 1.5.3 Let A ∈ Cm×n. The set A{1, 4} consists of all solutions of the equa-
tion

XA = A(1,4)A,

where A(1,4) is arbitrary element of A{1, 4}.

As corollaries, we get the following:

Corollary 1.5.1 Let A ∈ Cm×n , A(1,3) ∈ A{1, 3}. Then

A{1, 3} = {A(1,3) + (I − A(1,3)A)Z : Z ∈ Cn×m}.

Corollary 1.5.2 Let A ∈ Cm×n , A(1,4) ∈ A{1, 4}. Then

A{1, 4} = {A(1,4) + Z(I − AA(1,4)) : Z ∈ Cn×m}.

The following lemma is an elementary but useful result which proof will be given
because of the completeness.

Lemma 1.5.1 Let A ∈ Cn×m. Then

A{1, 2, 3} = {A† + (I − A†A)ZAA† : Z ∈ Cm×n}. (1.6)

10
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Proof. Let X ∈ A{1, 2, 3}. Since X ∈ A{1, 3}, it follows that

X = A† + (I − A†A)Y

for some Y ∈ Cm×n. Since X ∈ A{2}, it has to be

(A† + (I − A†A)Y )A(A† + (I − A†A)Y ) = A† + (I − A†A)Y

which is equivalent to

(I − A†A)Y (I − AA†) = 0. (1.7)

Now, the set of the solutions of (1.7) is described by

SY = {Z − (I − A†A)Z(I − AA†) : Z ∈ Cm×n}.

So, it follows that

A{1, 2, 3} ⊆ {A† + (I − A†A)ZAA† : Z ∈ Cm×n}.

The opposite is obvious. �

By taking adjoint we obtain the analogous result in the case of {1, 2, 4}− generalized
inverses.

Lemma 1.5.2 Let A ∈ Cn×m. Then

A{1, 2, 4} = {A† + A†AZ(I − AA†) : Z ∈ Cm×n}. (1.8)

Notice that all given representations can be extended to the case of bounded linear
operators on Hilbert spaces under the assumption of operator regularity.

1.6 Generalized inverses of operators

We will now introduce generalized inverses for bounded linear operators on Banach
and Hilbert spaces. Let X, Y be Banach spaces and let L(X, Y ) denote the set of all
linear bounded operators from X to Y .

Definition 1.6.1 Let A ∈ L(X, Y ). If there exists some B ∈ L(Y,X) such that
ABA = A holds, then B is an inner generalized inverse of A, and the operator A is
inner regular.
If CAC = C holds for some C ∈ L(Y,X), C 6= 0, then C is outer generalized inverse
of A. In this case, A is outer regular.
An operator D ∈ L(Y,X) is a reflexive generalized inverse of A, if D is both inner and
outer generalized inverse of A.

11
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If B ∈ L(Y,X) is inner generalized inverse of A, then BAB is a reflexive generalized
inverse of A. Because of that, A has reflexive generalized inverse if and only if A is inner
regular. So inner regularity implies outer regularity. The following theorems, proved
in [36], give necessary and sufficient conditions for inner regularity of an operator.

Theorem 1.6.1 If B ∈ L(Y,X) is an inner generalized inverse of A ∈ L(X, Y ), then
AB is a projection from Y on R(A) and N(A) are complemented subspaces of Y and
X, respectively.

Theorem 1.6.2 Let A ∈ L(X, Y ). If R(A) and N (A) are closed and complemented
subspaces of Y and X respectively, then A is inner regular.

Corollary 1.6.1 An operator A ∈ L(X, Y ) is inner regular, if and only if R(A) and
N (A) are closed and complemented subspaces of Y and X, respectively.

If A is inner regular, then its reflexive generalized inverse is uniquely determined
by taking its appropriate range and null space. If T and S are closed subspaces of X
and Y respectively, such that X = T ⊕N (A) and Y = R(A)⊕S, then there is unique
reflexive inverse B ∈ L(Y,X) of A, such that R(B) = T and N (B) = S.

Let H and K be complex Hilbert spaces and let A ∈ B(H,K). Closed spaces of
a Hilbert space are always complemented, so iit follows that A is inner regular if and
only if R(A) is closed. Since reflexive generalized inverse is uniquely determined by its
range and null-space, there is unique B ∈ B(K,H) such that ABA = A, BAB = B,
R(B) = N (A)⊥ = R(A∗) and N (B) = R(A)⊥ = N (A∗). Such inverse is called the
Moore-Penrose inverse of A. The usual notation for the Moore-Penrose inverse is A†.
In this case AA† is the projection from K onto R(A) parallel to N (A∗), and A†A is the
projection from H onto R(A∗) parallel to N (A). The existence and the uniqueness of
the Moore-Penrose inverse of A can be described with the Penrose’s equations.

Definition 1.6.2 Let H and K be complex Hilbert spaces and let A ∈ B(H,K) have
a closed range. Then there exists the unique operator A† ∈ B(K,H) (known as the
Moore-Penrose) inverse of A satisfying following equations:

(1) AA†A = A;

(2) A†AA† = A†;

(3) (AA†)∗ = AA†;

(4) (A†A)∗ = A†A.

Now we will restate some well-known properties of the Moore-Penrose inverse.

Theorem 1.6.3 [40] Let H and K be complex Hilbert spaces and let A ∈ B(H,K) have
a closed range.

(1) (A†)† = A, (A∗)† = (A†)∗;

12
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(2) (λA)† = λ−1A†, λ ∈ C {0};

(3) (A∗A)† = A†(A†)∗;

(4) A∗ = A†AA∗ = A∗AA†;

(5) A† = (A∗A)†A∗ = A∗(AA∗)†;

(6) (UAV )† = V ∗A†U∗ if U ∈ B(K) and V ∈ B(H) are unitary;

(7) R(A) = R(AA†) = R(AA∗);

(8) R(A†) = R(A∗) = R(A†A) = R(A∗A);

(9) R(A†) = R(A∗) = R(A†A) = R(A∗A).

LetH and K be complex Hilbert spaces and let A ∈ B(H,K). Consider the equation

Ax = b. (1.9)

If A is invertible, then A−1b is the unique solution of of (1.9). If A is not invertible and
b ∈ R(A) then there exist a solution (possible several solutions) of the equation (1.9).
If b ∈ R(A). In last two cases it is possible to use generalized inverses of A in order
to obtain generalized solutions of (1.9), or pseudo solutions of (1.9). There are several
classes of pseudo solutions of (1.9).

Definition 1.6.3 A vector x0 ∈ K is the best approximate solution of the equation
(1.9), if the following holds:

‖Ax0 − b‖ = min
x∈X
‖Ax− b‖.

Theorem 1.6.4 [34] Let H and K be complex Hilbert spaces. Let A ∈ B(H,K) have
a closed range and b ∈ K. Then x0 = A†b is the best approximate solution of the linear
equation Ax = b. Moreover, if M is the set of all best approximate solutions of the
equation Ax = b, then x0 = min {‖x‖ : x ∈M}.

Let M ∈ B(K) and N ∈ B(H) be positive (and invertible) operators. Then we can
introduce new inner products:

〈x, y〉N = 〈Nx, y〉 in H, 〈u, v〉M = 〈Mu, v〉 in K.

Then H and K become Hilbert spaces with respect to new inner products. Also, a
linear operator A : H → K is bounded with respect to previous inner products if and
only if it is bounded with respect to new inner products. If A is relatively regular, then
there exists the unique operator B ∈ B(H,K) such that ABA = A, BAB = B and
AB is orthogonal projection with respect to 〈·, ·〉M and BA is orthogonal projection
with respect to 〈·, ·〉N . Hence the following result holds.
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Theorem 1.6.5 Let M ∈ B(K) and N ∈ B(H) be positive (and invertible) operators
and let let A ∈ B(H,K) have a closed range. Then there exists the unique operator
B ∈ B(H,K) such that the following hold matrix X which satisfies

(1) ABA = A, (2) BAB = B, (3) (MAB)∗ = MAB, (4) (NBA)∗ = NBA.

Such B is called the weighted Moore-Penrose inverse of A with respect to the weights
M and N and it is denoted by A†M,N .
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Reverse order law

2.1 Recent results on the reverse order laws

A problem of finding generalized inverses of product of two matrices led to investi-
gation of so-called ”reverse order law”. If A and B are two regular matrices of same
size, the product AB is also regular, and the usual inverse of AB is

(AB)−1 = B−1A−1.

This equality is called the reverse order law and it cannot be trivially extended to
generalized inverses of matrix product. Reverse order laws for generalized inverses
have been investigated in the literature since 1960s. Greville in his paper [40] first
gave necessary and sufficient condition for the reverse order law for the Moore-Penrose
inverse of product of two matrices to hold:

(AB)† = B†A† ⇔ R(A∗AB) ⊆ R(B) and R(BB∗A∗) ⊆ R(A∗). (2.1)

This was followed by further equivalent conditions for (2.1). For example, Arghiri-
ade [4] proved that (AB)† = B†A† holds if and only if A∗ABB∗ is range-Hermitian,
i.e. R(A∗ABB∗) = R(BB∗A∗A). Also, further research on this subject has branched
in several directions:

• Cases with more than two matrices were studied;

• Different classes of generalized inverses were considered;

• For elements in different settings (operator algebras, C∗-algebras, rings etc.)

Many authors considered triple reverse order law

(ABC)† = C†B†A†

on the set of matrices (see [45, 92, 87]).

15



Chapter 2. Reverse order law

When we consider the reverse order law for K-inverse, where K ⊆ {1, 2, 3, 4}, we
actually consider the following inclusions:

BK · AK ⊆ (AB)K,

(AB)K ⊆ BK · AK,
(AB)K = BK · AK.

Reverse order law for inner inverses of matrices were investigated by many authors
(see [82, 83, 104]). Rao [76] gave necessary and sufficient conditions for inclusion

B{1}A{1} ⊆ (AB){1}. (2.2)

He proved that (2.2) holds if and only if A is of full column rank or B is of full row
rank. Finding equivalent conditions for

(AB){1} = B{1}A{1} (2.3)

is more diffucult problem. Shinozaki and Sibuya [82] derived equivalent conditions for
(AB){1} ⊆ B{1}A{1}. Werner [104] proved the following:

Theorem 2.1.1 [104] Let A ∈ Cm×n and B ∈ Cn×p. The following conditions are
equivalent:

(i) B{1}A{1} ⊆ (AB){1}

(ii) for each M ∈ Nc(A) and each S ∈ Rc(B), we have R(B) ⊆ M⊕ [N (A) ∩
S]⊕ [N (A) ∩R(B)]

(iii) for eachM∈ Nc(A) and each S ∈ Rc(B), we have R(A∗) ⊆ S⊥⊕ [N (B∗)∩
M⊥]⊕ [N (B∗) ∩R(A∗)]

(iv) N (A) ⊆ R(B) and/or R(B) ⊆ N (A),

where Nc(A) is the set of all direct complements of N (A) and Rc(B) is the set of all
direct complements of R(B).

He also proved that (2.3) holds in each of the following cases in particular:

(i) A and B are both of full column rank

(ii) A and B are both of full row rank

(iii) A is nonsingular and/or B is nonsingular

but he didn’t solve (2.3) completely.
Later, Wei [100] derived new necessary and sufficient conditions for inclusions (2.2)

and (2.3) using product singular value decomposition of a matrix (P-SVD):

Theorem 2.1.2 [100] Let A ∈ Cm×n and B ∈ Cn×p. The following conditions are
equivalent:
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(i) (AB){1} = B{1}A{1}

(ii) (a) R(B) ⊆ N (A) and n ≥ min{m+R(B), p+ r(A)}, or
(b) N (A) ⊆ R(B), and m = r(A) or p = r(B)

(iii) (a) r(AB) = 0 and n ≥ min{m+R(B), p+ r(A)}, or
(b) r(A) + r(B)− r(AB) = n, and m=r(A) or p=r(B)

V. Pavlović and D.S. Cvetković-Ilić [67] studied the reverse order

(AB){1} ⊆ B{1}A{1} (2.4)

for {1}-inverses for operators on Hilbert spaces:

Theorem 2.1.3 [67] Let regular operators A ∈ B(H,K) and B ∈ B(L,H) be given by
(2.22) and let AB be regular. Then the following conditions are equivalent:

(i) (AB){1} ⊆ B{1}A{1},
(ii) One of the following conditions is satisfied:

(a) dimN (A∗) ≤ dimN (B), dimN (A∗1) + dimN (A∗) ≤ dimN (B∗) and
dimN (B∗) <∞,

(b) dimN (A∗) ≤ dimN (B), dimN (A∗) ≤ dimN (A
′′
2) + dimN (A2) and

dimN (B∗) =∞,

(c) dimN (B) ≤ dimN (A∗), dimN (B∗1) + dimN (B) ≤ dimN (A) and
dimN (A) <∞,

(d) dimN (B) ≤ dimN (A∗), dimN (B) ≤ dimN (B
′′
2 ) + dimN (B2) and

dimN (A) =∞,

where A
′′
2 = PN (A∗1)

A2|R(A∗2)
, B1 = PR(B∗)B

∗|R(A∗), B2 = PR(B∗)B
∗|N (A) and B

′′
2 =

PN (B∗1 )
B2|R(B∗2 )

.

Shinozaki and Sibuya [82] proved that

(AB){1, 2} ⊆ B{1, 2}A{1, 2} (2.5)

always hold. De Pierro and Wei [70] also studied reverse order law for reflexive gener-
alized inverses of matrices:

Theorem 2.1.4 [70] Let A ∈ Cm×n and B ∈ Cn×p. Then the following conditions are
equivalent:

(i) B{1, 2}A{1, 2} ⊆ (AB){1, 2};

(ii) (a) r1 = 0 or (b) r2 = 0 or (c) r2 = n or (d) r1 = n,

(iii) (a) A = 0 or (b) B = 0 or (c) r(B) = n or (d) r(A) = n,
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where constants r1 and r2 are described in the P-SVD of matrices A and B.

De Pierro and Wei [70] also proved that (2.5) always holds, but they used different
technique than Shinozaki and Sibuya [82].

Reverse order laws for least squares generalized inverses and minimum norm gen-
eralized inverses are also important as well. They are useful in both theoretical study
and practical scientific computing. Wei and Guo [102] first studied reverse order law
for these generalized inverses of matrices. We will restate some of their results.

Theorem 2.1.5 [102] Suppose that A ∈ Cm×n and B ∈ Cn×p. Then B{1, 3}·A{1, 3} ⊆
(AB){1, 3} if and only if the following two conditions hold:

Z12 = 0 and Z14 = 0

where submatrices Z12 and Z14 are described in the P-SVD of matrices A and B.

Equivalent condition for reverse inclusion is given in following theorem.

Theorem 2.1.6 [102] Suppose that A ∈ Cm×n and B ∈ Cn×p. Then (AB){1, 3} ⊆
B{1, 3} · A{1, 3} if and only if the following conditions hold:

dim(R(Z14) = dim(R(Z12, Z14)), and

0 ≤ min {p− r2,m− r1} ≤ n− r1 − r22 − r(Z14),

where submatrices Z12, Z14 and constants r1, r2, r
2
2 are described in the P-SVD of

matrices A and B.

Reverse order law for {1, 2, 3}-inverses of matrices was considered by Xiong and
Zheng [111]. Their techniques involved expressions for maximal and minimal ranks of
the generalized Schur complement. Cvetković-Ilić and Harte [23] studied reverse order
law for {1, 2, 3}-inverse in C∗-algebras. In Section 2.2 we will present these results and
derive new conditions for reverse order law for {1, 2, 3}-inverses of matrices.

Reverse order law was studied also for generalized inverses on the set of bounded
linear operators, C∗-algebras, rings with involution etc. [23, 20, 28]. Djordjevic [34]
studied the reverse order law for the Moore-Penrose inverse for product of two operators
using matrix form of a linear bounded operator induced by decompositions of Hilbert
spaces; product of three operators was studied by Dinčić and Djordjević [33]. X. Liu et
al. [57] studied the reverse order law for {1, 2, 3}- and {1, 2, 4}-inverses of product of
two operators using some block-operator matrix techniques. Cvetković-Ilić and Nikolov
[26] studied the reverse order law for {1, 2}-inverse of product of two operators.

Reverse order rule for weighted Moore-Penrose inverse of the form

(AB)†M,L = B†N,LA
†
M,N

was studied by Sun and Wei [86]:
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Theorem 2.1.7 [86] Let A ∈ Cm×n and B ∈ Cn×l. Also, let M ∈ Cm×m, N ∈ Cn×n,
L ∈ Cl×l be positive definite Hermite matrices. Then

(AB)†M,L = B†N,LA
†
M,N

if and only if
R(A]AB) ⊆ R(B) and R(BB]A]) ⊆ R(A]),

where A] = N−1A∗M and B] = L−1B∗N .

Greville [40] first studied the reverse order law for Drazin inverse. He showed that

(AB)d = BdAd

holds if AB = BA. Tian [90] and Wang [97] studied the reverse order law for Drazin
inverse of product od 2 and n matrices, respectively.

Tian [91] first studied the reverse order law for the Moore-Penrose inverse of product
of n matrices:

(A1A2 · · ·An)† = A†n · · ·A
†
2A
†
1.

By using rank of matrices, he derived necessary and sufficient conditions forA†nA
†
n−1 · · ·A

†
1

to be {1}-, {1, 2}-, {1, 3}-, {1, 4}-, {1, 2, 3}-, {1, 2, 4}-inverse or Moore-Penrose inverse
of A1A2 · · ·An. We will restate the main result from [91]:

Theorem 2.1.8 [91] Let A = A1A2 · · ·An and X = A†n · · ·A
†
2A
†
1, where Ai ∈ Csi×si+1 ,

i = 1, 2, . . . n. Then X is the Moore-Penrose inverse of A if and only of A1, A2, . . . , An

and A satisfy the following rank equality:

r


(−1)nAA∗A 0 · · · 0 AA∗nAn

0 An−1A
∗
n−1An−1 An−1An

... . .
.

0 A2A
∗
2A2 . .

.

A1A
∗
1A A1A2

 = r(A)+r(A2)+· · · r(An−1).

Wei studied reverse order law for {1}- and {1, 2}-inverse and {1, 3}- and {1, 4}-
inverse of product of n matrices [101, 58]. In Section 2.4 we will extend results from
[101] to more general setting.

The importance of reverse order law problem is in its wide application in theoretic
research and numerical computations in many areas, including the singular matrix
problem, ill-posed problems, optimization problems, and statics problems (see for in-
stance [8, 39, 77, 88, 103]).
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2.2 Reverse order laws for {1, 2, 3}-generalized in-

verses

Xiong and Zheng [111] considered the reverse order law for {1, 2, 3}-inverses of the
form:

B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3}. (2.6)

Their methods involved expressions for maximal and minimal ranks of the generalized
Schur complement. They conclude that (2.6) holds if and only if

B∗A∗ = B∗A∗ABB(1,2,3)A(1,2,3) and r(B(1,2,3)A(1,2,3)) = r(AB),

for any A(1,2,3) ∈ A{1, 2, 3} and B(1,2,3) ∈ B{1, 2, 3} which are respectively equivalent
to the following two rank identities:

max
B(1,2,3),A(1,2,3)

r(B∗A∗ −B∗A∗ABB(1,2,3)A(1,2,3)) = 0

and
max

B(1,2,3),A(1,2,3)
r(B(1,2,3)A(1,2,3)) = min

B(1,2,3),A(1,2,3)
r(B(1,2,3)A(1,2,3)) = r(AB).

We will restate their results:

Theorem 2.2.1 [111] Let A ∈ Cm×n and B ∈ Cn×k. Then the following statements
are equivalent:

(i) B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3};

(ii) r(B,A∗AB) = r(B) and

r(AB) = min {r(A), r(B)} = r(A) + r(B)− r
(

A
B∗

)
.

Cvetković-Ilić and Harte [23] considered the reverse order law (2.6) for C∗-algebra
case:

Theorem 2.2.2 [23] If a, b ∈ A are such that a, b, ab and a − abb† are regular, then
the following conditions are equivalent:

(1) b{1, 2, 3}a{1, 2, 3} ⊆ (ab){1, 2, 3},
(2) bb†a∗ab = a∗ab and (bb† − (abb†)†abb†)A(aa† − (ab)(ab)†) = {0}.

Notice that conditions given in [23] are purely algebraic.
Also, in [57] the reverse order law (2.6) for the linear bounded operators on Hilbert

space is considered:
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Theorem 2.2.3 [57] Let A ∈ B(H,K) and B ∈ B(L,H) be such that A,B, AB are
regular operators and AB 6= 0. The following conditions are equivalent:

(i) B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3};

(ii) R(B) = R(A∗AB)⊕⊥ [R(B) ∩N (A)], R(AB) = R(A).

In this section, we will present our results published in the paper [27] in which we
derived purely algebraic necessary and sufficient conditions for

(AB){1, 2, 3} ⊆ B{1, 2, 3} · A{1, 2, 3} (2.7)

on the set of matrices. We will also prove one unexpected fact, that (2.6) implies (2.7),
i.e.

B{1, 2, 3} · A{1, 2, 3} ⊆ (AB){1, 2, 3} ⇒ B{1, 2, 3} · A{1, 2, 3} = (AB){1, 2, 3}.

By taking adjoint we obtain the analogous result in the case of {1, 2, 4}− generalized
inverses.

So, in the following theorem we give pure algebraic necessary and sufficient condi-
tions for

(AB){1, 2, 3} ⊆ B{1, 2, 3} · A{1, 2, 3}.

Theorem 2.2.4 Let A ∈ Cn×m and B ∈ Cm×k. The following conditions are equiva-
lent:

(i) (AB){1, 2, 3} ⊆ B{1, 2, 3} · A{1, 2, 3},
(ii) (I −B†(B†(I − A†A))†)((AB)† −B†A†) = 0

Proof. (ii) ⇒ (i) : Suppose that (ii) holds. We need to prove that for arbitrary
(AB)(1,2,3) there exist A(1,2,3) and B(1,2,3) such that (AB)(1,2,3) = B(1,2,3) ·A(1,2,3). Thus,
given any Z ∈ Ck×n, we must show that there exist X ∈ Cm×n and Y ∈ Ck×m such
that

(AB)† +
(
I − (AB)†(AB)

)
ZAB(AB)†

=
(
B† + (I −B†B)Y BB†

)(
A† + (I − A†A)XAA†

)
.

(2.8)

Multiplying (2.8) by B†B and (I − B†B) from the left respectively, we get that
(2.34) is equivalent to

(AB)† +
(
B†B − (AB)†(AB)

)
ZAB(AB)† = B†A† +B†(I − A†A)XAA† (2.9)

and (
I −B†B

)
Z(AB)(AB)† = (I −B†B)Y BB†

(
A† + (I − A†A)XAA†

)
. (2.10)
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Since the condition (ii) is equivalent to(
I −B†(B†(1− A†A))†

)(
(AB)†A−B†

)
= 0, (2.11)

we have that for given Z ∈ Ck×n the equation (2.111) is solvable and the set of the
solutions is described by

SZ = {S†
(

(AB)† −B†A† +
(
B†B − (AB)†AB

)
Z(AB)(AB)†

)
+T − S†STAA† : T ∈ Cm×n},

where S = B†(I − A†A). Substituting X ∈ SZ in equation (2.10), we get

(I −B†B)Z(AB)(AB)† = (I −B†B)Y BB†
(
A† +

(I − A†A)
(
S†(D + (B†B − (AB)†AB)Z(AB)(AB)†) + (I − S†S)TAA†

)) (2.12)

where D = (AB)† −B†A†. Since B†S†D = D and by (2.11)

B†S†(B†B − (AB)†(AB)) = (B†B − (AB)†(AB)),

we get that (2.12) is equivalent with

(I −B†B)Z(AB)(AB)† = (I −B†B)Y B
(

(AB)† + (B†B − (AB)†(AB))Z(AB)(AB)†
)
.

So we need to prove that for any Z ∈ Ck×n there exist Y ∈ Ck×m such that

(I −B†B)Z(AB)(AB)† = Y B
(

(AB)† + (I − (AB)†(AB))Z(AB)(AB)†
)
,

which is true if and only if for any Z ∈ Ck×n

(I −B†B)Z(AB)(AB)†
(
B
(

(AB)† + (I − (AB)†(AB))Z(AB)(AB)†
))†

(
B
(

(AB)† + (I − (AB)†(AB))Z(AB)(AB)†
))

= (I −B†B)Z(AB)(AB)†

or equivalently
PN (B)ZPR(AB)PN (T ) = 0, (2.13)

where T = B
(

(AB)† + (I − (AB)†(AB))Z(AB)(AB)†
)

. Now, we will show that

PR(AB)PN (T ) = 0.

Take x ∈ N (T ). Multiplying B
(

(AB)† + (I − (AB)†(AB))Z(AB)(AB)†
)
x = 0 by

B† from the left we get(
(AB)† + (B†B − (AB)†(AB))Z(AB)(AB)†

)
x = 0
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which implies that (AB)(AB)†x = 0 i.e. PR(AB)PN (T ) = 0. Now, we can conclude
that the system of the equations (2.9)− (2.10) is solvalable which means that (2.8) is
solvalable, i.e. (i) holds.

(i)⇒ (ii): If (i) holds, then for any Z ∈ Ck×n there exist X ∈ Cm×n and Y ∈ Ck×m

such that (2.8) holds which implies that (2.9) and (2.10) hold. Specially, for Z = 0 we
get that (2.9) is equivalent to

(AB)† −B†A† = B†(I − A†A)XAA†,

so we get that the equation

(AB)† −B†A† = B†(I − A†A)X,

is solvalable which is satisfied if and only if the condition (ii) holds. �

In the following theorem we will prove unexpected fact:

B{1, 2, 3} · A{1, 2, 3} ⊆ (AB){1, 2, 3} ⇒ B{1, 2, 3} · A{1, 2, 3} = (AB){1, 2, 3}.

Theorem 2.2.5 Let A ∈ Cn×m and B ∈ Cm×k. The following conditions are equiva-
lent:

(i) B{1, 2, 3} · A{1, 2, 3} ⊆ (AB){1, 2, 3},
(ii) BB†A∗AB = A∗AB and

(
(ABB†)†ABB† = BB† or (AB)(AB)† = AA†

)
,

(iii) B{1, 2, 3} · A{1, 2, 3} = (AB){1, 2, 3}.

Proof. (i)⇔ (ii): Follows from Corollary 3.1 [23].
(i) ⇒ (iii): Let P = BB†, Q = B†B and R = AA†. We have that A = A1 + A2,

where A1 = AP and A2 = A(I − P ). To prove (iii), take arbitrary X ∈ (AB){1, 2, 3}.
We will show that there exist Y ∈ B{1, 2, 3} and Z ∈ A{1, 2, 3} such that X = Y Z.
Since X ∈ (AB){1, 2, 3}, it is of the form X = QX1R + (I − Q)X3R, for some X1 ∈
Ck×n and X3 ∈ Ck×n such that QX1R ∈ (A1B){1, 2, 3} and (I − Q)X3A1BX1R =
(I −Q)X3R.

Let Z = BX1R + A†2 and Y = B† + (I − Q)X3A1. By Lemma 2.5.2, it follows
that B{1, 2, 3} =

{
B† + (I − Q)UP : U ∈ Ck×m}, so Y ∈ B{1, 2, 3}. To prove that

Z ∈ A{1, 2, 3}, we can check that three Penrose equations are satisfied using that
A∗2A1 = 0 which follows from the condition BB†A∗AB = A∗AB. Since X = Y Z, it
follows that B{1, 2, 3} · A{1, 2, 3} = (AB){1, 2, 3}.

(iii)⇒ (i): It is evident. �

In the following example, we show that the opposite is not true, i.e.

(AB){1, 2, 3} ⊆ B{1, 2, 3} · A{1, 2, 3}; B{1, 2, 3} · A{1, 2, 3} ⊆ (AB){1, 2, 3}.

Example. Let A =

[
1 1
1 1

]
and B =

[
1 0
0 0

]
. Then A† = 1

4

[
1 1
1 1

]
and B† = B.
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It is easy to check that BB†A∗AB 6= A∗AB which by Theorem 2.2.5 implies that

B{1, 2, 3} · A{1, 2, 3} * (AB){1, 2, 3}

while (I−B†(B†(I−A†A))†)((AB)†−B†A†) = 0 which by Theorem 3.2.1 implies that

(AB){1, 2, 3} ⊆ B{1, 2, 3} · A{1, 2, 3}. �

2.3 Reverse order laws for reflexive generalized in-

verse of operators

In this section we consider the reverse order law for {1, 2}−inverse of product of two
regular bounded linear operators on Hilbert spaces. The reverse order law for {1, 2}-
generalized inverses of the products of two matrices was studied by Pierro and Wei [70],
where they obtained some results using the product singular value decomposition (P-
SVD) of matrices which is in the case of bounded linear operators impossible. Using
a completely different technique we improved the results from [70] for the case of
regular bounded linear operators on Hilbert space. We give the necessary and sufficient
conditions for

B{1, 2} · A{1, 2} ⊆ (AB){1, 2},

and prove that (AB){1, 2} ⊆ B{1, 2} · A{1, 2} always holds.
We will suppose that H, K and L are Hilbert spaces. In the following theorem,

for given regular operators A ∈ B(H,K) and B ∈ B(L,H), we present necessary and
sufficient conditions for

B{1, 2} · A{1, 2} ⊆ (AB){1, 2} (2.14)

to holds. It is interesting that for nonzero regular operators A and B which product
AB is also regular, we have that (2.14) holds if and only if A is left or B is right
invertible operator.

Theorem 2.3.1 Let A ∈ B(H,K) and B ∈ B(L,H) be such that A,B and AB are
regular operators. The following conditions are equivalent:

(i) B{1, 2} · A{1, 2} ⊆ (AB){1, 2},
(ii) A = 0 or B = 0 or A ∈ B−1l (H,K) or B ∈ B−1r (H,K).

Proof. (i)⇒ (ii) : If (i) holds, then evidently B†A† ∈ (AB){1, 2}, so

ABB†A†AB = AB (2.15)
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and
B†A†ABB†A† = B†A†. (2.16)

Since, for any X ∈ B(K,H), A† + (I − A†A)XAA† ∈ A{1, 2}, we get

ABB†(A† + (I − A†A)XAA†)AB = AB,

which using (2.15) gives that

ABB†(I − A†A)XAB = 0, (2.17)

holds for any X ∈ B(K,H).
Similarly, for any Y ∈ B(H,L), B† +B†BY (I −BB†) ∈ B{1, 2}, so

AB(B† +B†BY (I −BB†))A†AB = AB,

which using (2.15) gives that

ABY (I −BB†)A†AB = 0, (2.18)

holds for any Y ∈ B(H,L).
Since, for any X ∈ B(K,H) and Y ∈ B(H,L), we have that

AB(B† +B†BY (I −BB†))(A† + (I − A†A)XAA†)AB = AB, (2.19)

using (2.15), (2.17) and (2.18), we get that

ABY (I −BB†)(I − A†A)XAB = 0,

for any X ∈ B(K,H) and Y ∈ B(H,L). Now,

AB = 0 or (I −BB†)(I − A†A) = 0. (2.20)

Since, for any X ∈ B(K,H),

B†(A† + (I − A†A)XAA†)ABB†(A† + (I − A†A)XAA†)

= B†(A† + (I − A†A)XAA†)

using (2.16) we get that

B†A†ABB†(I − A†A)XAA† +B†(I − A†A)XABB†A†

+B†(I − A†A)XABB†(I − A†A)XAA† = B†(I − A†A)XAA†.
(2.21)

Now by (2.20), we get that the first and the third term on the left side of (2.21) are
zero, so

B†(I − A†A)X(ABB†A† − AA†) = 0,

for any X ∈ B(K,H). Hence,

B† = B†A†A or ABB†A† = AA†.
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Now, following (2.20) we have two cases:
Case 1. If AB = 0, then if B† = B†A†A it follows that B = 0. If ABB†A† = AA†, we
easily get that A = 0.
Case 2. If (I −BB†)(I −A†A) = 0, then if B† = B†A†A, it follows that A†A = I, i.e.
A is left invertible. If ABB†A† = AA†, then multiplying (I − BB†)(I − A†A) = 0 by
A from the left, we get

A = ABB†.

Now, since A†A and BB† commute, we get that BB† = I, i.e. B is right invertible.
(ii) ⇒ (i) : If A or B is zero, it is evident that (i) holds. Now, suppose that B is

right invertible and let B(1,2) ∈ B{1, 2} be arbitrary. Evidently, B(1,2) is a right inverse
of B, i.e. BB(1,2) = I. Then, for arbitrary A(1,2) ∈ A{1, 2},

ABB(1,2)A(1,2)AB = AA(1,2)AB = AB

and
B(1,2)A(1,2)ABB(1,2)A(1,2) = B(1,2)A(1,2)AA(1,2) = B(1,2)A(1,2).

If A is left invertible operator, for any A(1,2) ∈ A{1, 2}, we have that A(1,2)A = I.
Then, for arbitrary A(1,2) ∈ A{1, 2} and B(1,2) ∈ B{1, 2},

ABB(1,2)A(1,2)AB = ABB(1,2)B = AB

and
B(1,2)A(1,2)ABB(1,2)A(1,2) = B(1,2)BB(1,2)A(1,2) = B(1,2)A(1,2). �

Let A ∈ B(H,K) and B ∈ B(L,H) be arbitrary regular operators. Using the
following decompositions of the spaces L, H and K,

L = R(B∗)⊕N (B), H = R(B)⊕N (B∗), K = R(A)⊕N (A∗),

we have that the corresponding decompositions of A and B are given by

A =

[
A1 A2

0 0

]
:

[
R(B)
N (B∗)

]
→
[
R(A)
N (A∗)

]
,

B =

[
B1 0

0 0

]
:

[
R(B∗)
N (B)

]
→
[
R(B)
N (B∗)

]
,

(2.22)

where B1 is an invertible operator and
[
A1 A2

]
:

[
R(B∗)
N (B)

]
→ R(A) is right

invertible operator . In that case the operator AB is given by

AB =

[
A1B1 0

0 0

]
:

[
R(B∗)
N (B)

]
→
[
R(A)
N (A∗)

]
.

In the following lemma we present characterization of the sets A{1, 2}, B{1, 2}, and
(AB){1, 2} in the case when A and B are given by (2.22):
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Lemma 2.3.1 Let A ∈ B(H,K) and B ∈ B(L,H) be regular operators given by (2.22).
Then

(i) arbitrary {1, 2}-inverse of A is given by:

A{1, 2} =

[
X1 X2

X3 X4

]
:

[
R(A)
N (A∗)

]
→
[
R(B)
N (B∗)

]
,

where X1 and X3 satisfy that

A1X1 + A2X3 = IR(A),

and X2 and X4 are of the form

X2 = X1A1Z1 +X1A2Z2,

X4 = X3A1Z1 +X3A2Z2,

for some operators Z1 ∈ B(N (A∗),R(B)) and Z2 ∈ B(N (A∗),N (B∗)).

(ii) arbitrary {1, 2}-inverse of B is given by:

B(1,2) =

[
B−11 U
V V B1U

]
:

[
R(B)
N (B∗)

]
→
[
R(B∗)
N (B)

]
,

where U ∈ B(N (B∗),R(B∗)) and V ∈ B(R(B),N (B)).

(iii) if AB is regular, then arbitrary {1, 2}-inverse of AB is given by:

(AB)(1,2) =

[
(A1B1)

(1,2) Y2
Y3 Y4

]
:

[
R(A)
N (A∗)

]
→
[
R(B∗)
N (B)

]
,

where (A1B1)
(1,2) ∈ (A1B1){1, 2} and Yi, i = 2, 4 satisfy the following system of

the equations:

Y2 = (A1B1)
(1,2)A1B1Y2,

Y3 = Y3A1B1(A1B1)
(1,2),

Y4 = Y3A1B1Y2.

(2.23)

Proof. (i) Without loss of generality, we can suppose that arbitrary {1, 2}-inverse of
A is given by:

A(1,2) =

[
X1 X2

X3 X4

]
:

[
R(A)
N (A∗)

]
→
[
R(B)
N (B∗)

]
.

By AXA = A and XAX = X, we get that X ∈ A{1, 2} if and only if Xi, i = 1, 4
satisfy the following equations

(A1X1 + A2X3)Ai = Ai, i = 1, 2 (2.24)

Xj(A1X1 + A2X3) = Xj, j = 1, 3 (2.25)

X1(A1X2 + A2X4) = X2, X3(A1X2 + A2X4) = X4. (2.26)
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Since S =
[
A1 A2

]
:

[
R(B∗)
N (B)

]
→ R(A) is right invertible operator, there exists

S−1r : R(A) →
[
R(B∗)
N (B)

]
such that

[
A1 A2

]
S−1r = IR(A). Notice that (2.24) is

equivalent to [
A1 A2

] [ X1

X3

] [
A1 A2

]
=
[
A1 A2

]
. (2.27)

Multiplying (2.94) by S−1r from the right, we get that (2.94) is equivalent with[
A1 A2

] [ X1

X3

]
= IR(A), i.e.

A1X1 + A2X3 = IR(A). (2.28)

Note, that for X1 and X3 which satisfy (2.28), (2.25) also holds. Condition (2.26) is
equivalent to [

X1

X3

] [
A1 A2

] [ X2

X4

]
=

[
X2

X4

]
i.e.

(I − P )

[
X2

X4

]
= 0,

where P =

[
X1

X3

] [
A1 A2

]
. Since P is a projection,

[
X2

X4

]
= P

[
Z1

Z2

]
,

i.e. [
X2

X4

]
=

[
X1A1Z1 +X1A2Z2

X3A1Z1 +X3A2Z2

]
,

where Z1 and Z2 are operators from the appropriate spaces.

(ii) Suppose that arbitrary {1, 2}-inverse of B is given by:

B(1,2) =

[
S U
V W

]
:

[
R(B)
N (B∗)

]
→
[
R(B∗)
N (B)

]
.

From BB(1,2)B = B it follows that B1SB1 = B1 and since B1 is invertible, S = B−11 .
From B(1,2)BB(1,2) = B(1,2) we easily get W = V B1U , where U and V are operators
from the appropriate spaces.

(iii) Let arbitrary {1, 2}-inverse of AB be given by:

(AB)(1,2) =

[
Y1 Y2
Y3 Y4

]
:

[
R(A)
N (A∗)

]
→
[
R(B∗)
N (B)

]
.

From AB(AB)(1,2)AB = AB, we get

A1B1Y1A1B1 = A1B1, (2.29)
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and by (AB)(1,2)AB(AB)(1,2) = (AB)(1,2), we get

Y1A1B1Y1 = Y1, (2.30)

Y1A1B1Y2 = Y2, (2.31)

Y3A1B1Y1 = Y3, (2.32)

Y3A1B1Y2 = Y4. (2.33)

Now, by (2.29) and (2.30), we get that Y1 ∈ (A1B1){1, 2}. Substituting Y1 = (A1B1)
(1,2)

in (2.31), (2.32) and (2.33), we get (2.23). �

In the following theorem, we will prove that for given regular operators A ∈ B(H,K)
and B ∈ B(L,H) such that AB is regular, the following inclusion

(AB){1, 2} ⊆ B{1, 2} · A{1, 2}

always holds.

Theorem 2.3.2 Let A ∈ B(H,K) and B ∈ B(L,H) be regular operators such that AB
is regular. Then

(AB){1, 2} ⊆ B{1, 2} · A{1, 2}.

Proof. Take arbitrary (AB)(1,2) ∈ (AB){1, 2}. We will show that there exist A(1,2) ∈
A{1, 2} and B(1,2) ∈ B{1, 2} such that (AB)(1,2) = B(1,2)A(1,2). Without loss of gen-
erality, we can suppose that A and B are given by (2.22). By Lemma 2.3.1, we have
that

(AB)(1,2) =

[
(A1B1)

(1,2) Y2
Y3 Y4

]
:

[
R(A)
N (A∗)

]
→
[
R(B∗)
N (B)

]
,

for (A1B1)
(1,2) ∈ (A1B1){1, 2} and some Yi, i = 2, 4 which satisfy system (2.23). Since[

A1 A2

]
:

[
R(B∗)
N (B)

]
→ R(A) is right invertible operator, there exists (in general

case non unique)

[
X ′1
X ′3

]
: R(A)→

[
R(B∗)
N (B)

]
such that A1X

′
1 +A2X

′
3 = IR(A). Since

B1 is an invertible, we have that (A1B1)(A1B1)
(1,2)A1X

′
1 = A1X

′
1. Let X3 = X ′3 and

X1 = B1(A1B1)
(1,2)A1X

′
1. Obviously, A1X1 + A2X3 = IR(A). Now, let

C =

[
X1 X1A1B1Y2
X3 X3A1B1Y2

]
:

[
R(A)
N (A∗)

]
→
[
R(B)
N (B∗)

]
,

D =

[
B−11 U
Y3A1 Y3A1B1U

]
:

[
R(B)
N (B∗)

]
→
[
R(B∗)
N (B)

]
,

where U = (A1B1)
(1,2)A2. We will show that C ∈ A{1, 2}, D ∈ B{1, 2} and that

(AB)(1,2) = DC. By Lemma 2.3.1, we can check that C ∈ A{1, 2} and D ∈ B{1, 2}.
To prove that (AB)(1,2) = DC, it is sufficient to show that the following system of the
equations is satisfied:
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(A1B1)
(1,2) = B−11 X1 + UX3,

Y2 = B−11 X1A1B1Y2 + UX3A1B1Y2,

Y3 = Y3A1X1 + Y3A1B1UX3,

Y4 = Y3A1X1A1B1Y2 + Y3A1B1UX3A1B1Y2.

The first equation is satisfied, since X1 = B1(A1B1)
(1,2)(I − A2X3), while the other

three equations are satisfied by (2.23). �

Remark. (1) It is interesting to note that by the first part of the proof of Theorem
2.3.1, we can conclude that

B{1, 2} · A{1, 2} ⊆ (AB){1}

if and only if
AB = 0 or (I −BB†)(I − A†A) = 0

i.e
AB = 0 or N (A) ⊆ R(B).

(2) Remark that sinceB1 is invertible, (A1B1){1, 2} = B−11 A1{1, 2}, so for any (A1B1)
(1,2) ∈

(AB){1, 2}, there exists A
(1,2)
1 ∈ A1{1, 2} such that (A1B1)

(1,2) = B−11 A
(1,2)
1 .

(3) Results from the Theorems 2.3.1 and 2.3.2 can be generalized to the C∗-algebra
case.

2.4 Reverse order law for multiple operator prod-

uct

The reverse order law for the Moore-Penrose inverse of a product of n matrices was
considered by Tian [91]. By using rank formulas, he derived necessary and sufficient
conditions for A†nA

†
n−1 · · ·A

†
1 to be {1}-, {1, 2}-, {1, 3}-, {1, 4}-, {1, 2, 3}-, {1, 2, 4}-

inverse of A1A2 · · ·An. After that, by applying the multiple product singular value
decomposition (P-SVD), Wei [101] obtained necessary and sufficient conditions for
inclusions

An{1} · An−1{1} · · ·A1{1} ⊆ (A1A2 · · ·An){1},
An{1, 2} · An−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·An){1, 2},
(A1A2 · · ·An){1, 2} ⊆ An{1, 2} · An−1{1, 2} · · ·A1{1, 2}

on the set of matrices. Zheng and Xiong [113] derived necessary and sufficient condi-
tions for inclusions

An{1, 2, 3} · An−1{1, 2, 3} · · ·A1{1, 2, 3} ⊆ (A1A2 · · ·An){1, 2, 3}
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and
An{1, 2, 4} · An−1{1, 2, 4} · · ·A1{1, 2, 4} ⊆ (A1A2 · · ·An){1, 2, 4}

on the set of matrices. Their techniques involved expressions for maximal and minimal
ranks of the generalized Schur complement. Methods used in [91], [101] and [113] are
not applicable to infinite dimensional settings. Using a completely different technique
we improved the results from [70] for the case of regular bounded linear operators on
Hilbert space. We also improved result for one side inclusion for the least square g-
inverse from [58]. We derived new simple conditions involving only ranges of operators.

In this section, we present results from our paper [72] in which we derived necessary
and sufficient conditions for the inclusions

An{1} · An−1{1} · · ·A1{1} ⊆ (A1A2 · · ·An){1}, (2.34)

An{1, 2} · An−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·An){1, 2},

An{1, 2} · An−1{1, 2} · · ·A1{1, 2} = (A1A2 · · ·An){1, 2},

An{1, 3} · An−1{1, 3} · · ·A1{1, 3} ⊆ (A1A2 · · ·An){1, 3},

An{1, 4} · An−1{1, 4} · · ·A1{1, 4} ⊆ (A1A2 · · ·An){1, 4}.

We also proved that if A1A2 · · ·An 6= 0, (2.34) implies

Ak{1} · Ak−1{1} · · ·A1{1} ⊆ (A1A2 · · ·Ak){1} for k = 2, 3, . . . , n.

2.4.1 Reverse order law for {1, 2}-inverses

By applying the multiple product singular value decomposition (P-SVD), Wei [101]
obtained necessary and sufficient conditions for inclusion

An{1, 2} · An−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·An){1, 2}

Theorem 2.4.1 [101] Suppose that Ai ∈ Csi×si+1 , i = 1, 2, . . . n. Then the following
conditions are equivalent:

(i) An{1, 2} · An−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·An){1, 2};

(ii)

(a) r1n > 0, m1 ≥ . . . ≥ mn and rj = mj+1 for j = 1, . . . , n− 1, or

(b) r1n > 0, m2 ≤ . . . ≤ mn+1 and rj = mj+1 for j = 2, . . . , n, or

(c) r1n > 0 and there exists an integer q with 2 ≤ q < n
such that m1 ≥ . . . ≥ mq and rj = mj+1 for j = 1, . . . , q − 1,
mq ≥ . . . ≥ mn+1 and rj = mj+1 for j = q, . . . , n,

(d) There exists an integer q with 1 ≤ q ≤ n, such that rq = 0,
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(iii)

(a) r(A1 · · ·An) > 0 and Aj are of full column rank for j = 1, . . . , n− 1, or

(b) r(A1 · · ·An) > 0 and Aj are of full row rank for j = 2, . . . , n, or

(c) r(A1 · · ·An) > 0 and there exists an integer q with 2 ≤ q < n
such that Aj are of full column rank for j = 1, . . . , q − 1
and Aj are of full row rank for j = q, . . . , n,

(d) There exists an integer q with 1 ≤ q ≤ n, such that r(Aq) = 0

where constants r1n, rj, mj, j = 1, . . . n are defined in P-SVD of matrices A1, A2, . . . , An.

The proof of the following theorem analogous to the matrix case (see [Theorem 4.1,
[101]]).

Theorem 2.4.2 Let Ai ∈ B(Hi+1,Hi), be such that Ai, i = 1, 2, . . . , n and A1A2 · · ·Aj,
j = 2, 3, . . . , n, are regular operators. Then

(A1A2 · · ·An){1, 2} ⊆ An{1, 2} · An−1{1, 2} · · ·A1{1, 2}.

Proof. We will prove this relation by induction on n. For n = 2 it follows from
Theorem 2.3.2 that (AB){1, 2} ⊆ B{1, 2} · A{1, 2}. Now suppose that for 2 ≤ k ≤ n
the assertion is true. For k = n+1, let A1A2 · · ·Ak = B. By using again Theorem 2.3.2
we obtain (BAn+1){1, 2} ⊆ An+1{1, 2}B{1, 2}. From the assumption of the induction,

(A1 · · ·An){1, 2} ⊆ An{1, 2} · · ·A1{1, 2},

so we get

(A1 · · ·AnAn+1){1, 2} ⊆ An+1{1, 2}(A1 · · ·An){1, 2}
⊆ An+1{1, 2}An{1, 2} · · ·A1{1, 2}. �

Now, we will derive necessary and sufficient conditions for the inclusion An{1, 2} ·
An−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·An){1, 2}.

Theorem 2.4.3 Let Ai ∈ B(Hi+1,Hi), be such that Ai, i = 1, 2 . . . , n and all A1A2 · · ·Aj,
Aj−1Aj, j = 2, 3, . . . , n, are regular operators. The following conditions are equivalent:

(i) An{1, 2} · An−1{1, 2} · · ·A1{1, 2} = (A1A2 · · ·An){1, 2},
(ii) An{1, 2} · An−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·An){1, 2},
(iii) There exist an integer i, 1 ≤ i ≤ n, such that Ai = 0,
or
A1A2 · · ·An 6= 0 and Ai ∈ B−1r (Hi+1,Hi) for i = 2, 3, . . . , n,
or
A1A2 · · ·An 6= 0 and Ai ∈ B−1l (Hi+1,Hi) for i = 1, 2, . . . , n− 1,
or
A1A2 · · ·An 6= 0 and there exists an integer k, 2 ≤ k ≤ n − 1, such that Ai ∈
B−1l (Hi+1,Hi) for i = 1, 2, . . . , k−1, and Ai ∈ B−1r (Hi+1,Hi) for i = k+1, k+2, . . . , n.
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Proof. (i)⇔ (ii) : Follows from Theorem 2.4.2.

(ii)⇒ (iii) : We will prove this implication by induction on n.
Implication holds for n = 2 by Theorem 2.3.1.
Assume that (ii)⇒ (iii) holds for n = k− 1; we will prove that it is true for n = k.

Suppose that for Ai ∈ B(Hi+1,Hi), i = 1, 2, . . . , k

Ak{1, 2} · Ak−1{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·Ak){1, 2} (2.35)

is satisfied. Since from Theorem 2.4.2

(A1A2 · · ·Ak−1){1, 2} ⊆ Ak−1{1, 2} · Ak−2{1, 2} · · ·A1{1, 2}, (2.36)

we have from (3.23)

Ak{1, 2} · (A1A2 · · ·Ak−1){1, 2} ⊆ (A1A2 · · ·Ak){1, 2}. (2.37)

This is by Theorem 2.3.1 satisfied if and only if

A1A2 · · ·Ak−1 = 0,

or Ak = 0,

or A1A2 · · ·Ak−1 ∈ B−1l (Hk,H1),

or Ak ∈ B−1r (Hk+1,Hk).
(2.38)

Now, according to (2.38), we have four cases:
Case 1. A1A2 · · ·Ak−1 = 0. Since A1A2 · · ·Ak−1Ak = 0 it follows that
(A1A2 · · ·Ak−1Ak){1, 2} = {0}. Because of (ii) we have

Ak{1, 2} · Ak−1{1, 2} · · ·A1{1, 2} = {0}. (2.39)

Let A
(1,2)
i ∈ Ai{1, 2} i = 1, 2, . . . , k − 1 be arbitrary. Then from (2.39) we have

A†kA
(1,2)
k−1 · · ·A

(1,2)
1 = 0. (2.40)

Since for any Z ∈ B(Hk,Hk+1), A
†
k + A†kAkZ(IHk − AkA

†
k) ∈ Ak{1, 2}, we get

(A†k + A†kAkZ(IHk − AkA
†
k))A

(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 = 0,

which using (2.40) gives that

A†kAkZA
(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 = 0

holds for any Z ∈ B(Hk,Hk+1). Now,

Ak = 0 or A
(1,2)
k−1 · · ·A

(1,2)
1 = 0. (2.41)

If Ak = 0, then (iii) holds. Suppose that Ak 6= 0. Then A
(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 = 0 for

arbitrary A
(1,2)
i ∈ Ai{1, 2} i = 1, 2, . . . , k − 1 so it follows
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Ak−1{1, 2}Ak−2{1, 2} · · ·A1{1, 2} = {0}
⊆ (A1A2 · · ·Ak−2Ak−1){1, 2}.

(2.42)

By the induction hypothesis, from (2.42) it follows that at least one of the following
conditions is true:

(1) There exists i ∈ {1, 2, . . . , k − 1} such that Ai = 0,

(2) Ai ∈ B−1l (Hi+1,Hi), i = 1, 2, . . . , k − 2,

(3) Ai ∈ B−1r (Hi+1,Hi), i = 2, 3, . . . , k − 1,

(4) There exists i ∈ {1, 2, . . . , k−1} such thatAj ∈ B−1l (Hj+1,Hj) for j = 1, 2, . . . , i−
1 and Aj ∈ B−1r (Hj+1,Hj), j = i+ 1, i+ 2, . . . , k − 1.

If (1) holds, then (iii) is satisfied.
Suppose that (2) is true. Since A1A2 · · ·Ak−1 = 0 we get that Ak−1 = 0 so (iii) holds.
If (3) is true, then from A1A2 · · ·Ak−1 = 0 we get that A1 = 0.
Suppose that (4) holds. Multiplying

A1A2 · · ·Ak−1 = 0

by A†i−1A
†
i−2 · · ·A

†
1 from the left, we get

AiAi+1 · · ·Ak−1 = 0. (2.43)

Multiplying (2.43) by A†k−1A
†
k−2 · · ·A

†
i+1 from the right we get

Ai = 0.

Hence, (iii) is satisfied.
Case 2. If Ak = 0 then (iii) obviously holds.
Case 3. Suppose that A1A2 · · ·Ak−1 ∈ B−1l (Hk,H1). Then Ak−1 ∈ B−1l (Hk,Hk−1).
From Theorem 2.3.1 we have

(Ak−1Ak){1, 2} ⊆ Ak{1, 2}Ak−1{1, 2},

so it follows that

(Ak−1Ak){1, 2} · Ak−2{1, 2} · · ·A1{1, 2}
⊆ Ak{1, 2} · Ak−1{1, 2} · · ·A1{1, 2}
⊆ (A1A2 · · ·Ak){1, 2}. (2.44)

By induction hypothesis, from (2.44) it follows that at least one of the following
conditions is true:

(1′) There exists i ∈ {1, 2, . . . , k − 2} such that Ai = 0 or Ak−1Ak = 0,
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(2′) Ai ∈ B−1l (Hi+1,Hi), i = 1, 2, . . . , k − 2,

(3′) Ai ∈ B−1r (Hi+1,Hi), i = 2, 3, . . . , k − 2, and Ak−1Ak ∈ B−1r (Hk+1,Hk−1),

(4′) There exists i ∈ {1, 2, . . . , k−1} such thatAj ∈ B−1l (Hj+1,Hj) for j = 1, 2, . . . , i−
1 andAj ∈ B−1r (Hj+1,Hj), j = i+1, i+2, . . . , k−2 andAk−1Ak ∈ B−1r (Hk+1,Hk−1).

Suppose that (1′) is true. If Ai = 0 for some i ∈ {1, 2, . . . , k − 2} then (iii) holds. If
Ak−1Ak = 0 then, since Ak−1 ∈ B−1l (Hk,Hk−1) it follows that Ak = 0 so (iii) holds.
If (2′) holds, then Ai ∈ B−1l (Hi+1,Hi), i = 1, 2, . . . , k − 1, so (iii) is satisfied.
Suppose that (3′) holds. Then Ak−1 ∈ B−1r (Hk,Hk−1). We will prove that Ak ∈
B−1r (Hk+1,Hk). Let x ∈ Hk be arbitrary. Then Ak−1x ∈ Hk−1. Since R(Ak−1Ak) =
Hk−1, there exists y ∈ Hk+1 such that Ak−1Aky = Ak−1x. Multiplying last equality by
A†k−1 from the left and using A†k−1Ak−1 = IHk we get Aky = x i.e. x ∈ R(Ak). So it
follows that R(Ak) = Hk, i.e. Ak ∈ B−1r (Hk+1,Hk). Now we have Ai ∈ B−1r (Hi+1,Hi),
i = 2, 3, . . . , k, so (iii) is satisfied.
Suppose that (4′) holds. Now as in (3′) from Ak−1Ak ∈ B−1r (Hk+1,Hk−1) using Ak−1 ∈
B−1l (Hk,Hk−1) we obtain Ak−1 ∈ B−1r (Hk,Hk−1) and Ak ∈ B−1r (Hk+1,Hk). Now we
have Aj ∈ B−1l (Hj+1,Hj) for j = 1, 2, . . . , i− 1 and Aj ∈ B−1r (Hj+1,Hj), j = i+ 1, i+
2, . . . , k, so (iii) is satisfied.

Case 4. Suppose that Ak ∈ B−1r (Hk+1,Hk). Then AkA
(1,2)
k = IHk for arbitrary

A
(1,2)
k ∈ Ak{1, 2}. Let A

(1,2)
i ∈ Ai{1, 2}, i = 1, 2, . . . , k be arbitrary. Then

A1A2 · · ·AkA
(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1 A1A2 · · ·Ak = A1A2 · · ·Ak (2.45)

and

A
(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1 A1A2 · · ·AkA

(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1

= A
(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1 .

(2.46)

Multiplying (2.45) by A
(1,2)
k from the right and (2.46) by Ak from the left we get

that

A1A2 · · ·Ak−1A
(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 A1A2 · · ·Ak−1 = A1A2 · · ·Ak−1 (2.47)

and

A
(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 A1A2 · · ·Ak−1A

(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1

= A
(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 .

(2.48)

Since (2.47) and (2.48) hold for arbitrary A
(1,2)
i ∈ Ai{1, 2}, i = 1, 2, . . . , k − 1, we

obtain
Ak−1{1, 2} · Ak−2{1, 2} · · ·A1{1, 2} ⊆ (A1A2 · · ·Ak−1){1, 2}. (2.49)

By the induction hypothesis, from (2.49) it follows that at least one of the following
conditions is true:
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(1′′) There exists i ∈ {1, 2, . . . , k − 1} such that Ai = 0,

(2′′) Ai ∈ B−1l (Hi+1,Hi), i = 1, 2, . . . , k − 2,

(3′′) Ai ∈ B−1r (Hi+1,Hi), i = 2, 3, . . . , k − 1,

(4′′) There exists i ∈ {1, 2, . . . , k−1} such thatAj ∈ B−1l (Hj+1,Hj) for j = 1, 2, . . . , i−
1 and Aj ∈ B−1r (Hj+1,Hj), j = i+ 1, i+ 2, . . . , k − 1.

If (1′′) holds, then (iii) is satisfied.
Suppose that (2′′) is true. Then Ai ∈ B−1l (Hi+1,Hi), i = 1, 2, . . . , k − 2 and Ak ∈
B−1r (Hk+1,Hk), so (iii) obviously holds.
If (3′′) is true, then Ai ∈ B−1r (Hi+1,Hi), i = 2, 3, . . . , k, so (iii) is satisfied.
Suppose that (4′′) holds. Then Aj ∈ B−1l (Hj+1,Hj) for j = 1, 2, . . . , i − 1 and Aj ∈
B−1r (Hj+1,Hj), j = i+ 1, i+ 2, . . . , k, so (iii) holds.

(iii) ⇒ (ii) : If A1A2 · · ·An = 0, then it is evident that (ii) holds. Suppose that

A1A2 · · ·An 6= 0 and let A
(1,2)
i ∈ Ai{1, 2}, i = 1, 2, . . . , n be arbitrary.

If Ai ∈ B−1r (Hi+1,Hi) for i = 2, 3, . . . , n, then AiA
(1,2)
i = IHi for i = 2, 3, . . . , n.

Now,

A1A2 · · ·An−1AnA
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1

= A1A2 · · ·An−2An−1A
(1,2)
n−1A

(1,2)
n−2 · · ·A

(1,2)
1

...

= A1A2A
(1,2)
2 A

(1,2)
1

= A1A
(1,2)
1 .

(2.50)

From (2.50) it follows

A1A2 · · ·AnA
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 A1A2 · · ·An

= A1A2 · · ·An

and

A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 A1A2 · · ·AnA

(1,2)
n A

(1,2)
n−1

= A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 ,

so A
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 ∈ (A1A2 · · ·An){1, 2}.

If Ai ∈ B−1l (Hi+1,Hi) for i = 1, 2, . . . , n−1, then A
(1,2)
i Ai = IHi+1

for i = 1, 2, . . . , n.
Now,
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A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
2 A

(1,2)
1 A1A2 · · ·An−1An

= A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
3 A

(1,2)
2 A2A3 · · ·An−1An

...

= A(1,2)
n A

(1,2)
n−1An−1An

= A(1,2)
n An.

(2.51)

From (2.51) it follows

A1A2 · · ·AnA
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 A1A2 · · ·An = A1A2 · · ·An

and

A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 A1A2 · · ·AnA

(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1

= A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 ,

so A
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 ∈ (A1A2 · · ·An){1, 2}.

Assume now that there exists 2 ≤ k ≤ n − 1 such that Ai ∈ B−1l (Hi+1,Hi) for
i = 1, 2, . . . , k − 1, and Ai ∈ B−1r (Hi+1,Hi) for i = k + 1, k + 2, . . . , n. Now it follows
that

A
(1,2)
i Ai = IHi+1

for i = 1, 2, . . . , k − 1, (2.52)

and
AiA

(1,2)
i = IHi for i = k + 1, k + 2, . . . , n. (2.53)

From (2.52) it follows that

A
(1,2)
k−1A

(1,2)
k−2 · · ·A

(1,2)
1 A1A2 · · ·Ak−1 = IHk , (2.54)

and from (2.53)

Ak+1Ak+2 · · ·AnA
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
(k+1) = IHk . (2.55)

Now, from (2.54) and (2.55) we have

A1A2 · · ·Ak−1AkAk+1 · · ·AnA
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
(k+1)A

(1,2)
k ·

A
(1,2)
k−1 · · ·A

(1,2)
1 A1A2 · · ·Ak−1AkAk+1 · · ·An

= A1A2 · · ·AkIHkA
(1,2)
k IHkAkAk+1 · · ·An

= A1A2 · · ·An

and

A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 A1A2 · · ·AnA

(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1

= A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
(k+1)A

(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1 A1A2 · · ·Ak−1Ak ·

Ak+1 · · ·AnA
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
(k+1)A

(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1

= A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
(k+1)A

(1,2)
k IHkAkIHkA

(1,2)
k A

(1,2)
k−1 · · ·A

(1,2)
1

= A(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 ,
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so A
(1,2)
n A

(1,2)
n−1 · · ·A

(1,2)
1 ∈ (A1A2 · · ·An){1, 2}. �

2.4.2 Reverse order law for {1, 3}- and {1, 4}-inverses

The following elementary lemma will be often used in this section.

Lemma 2.4.1 Let A ∈ B(H,K) be regular. Then

X ∈ A{1, 3} ⇔ A∗AX = A∗.

Wei [58] obtained necessary and sufficient conditions for inclusions

An{1, 3} · An−1{1, 3} · · ·A1{1, 3} ⊆ (A1A2 · · ·An){1, 3}

and
An{1, 4} · An−1{1, 4} · · ·A1{1, 4} ⊆ (A1A2 · · ·An){1, 4}

by applying the multiple product singular value decomposition (P-SVD). In following
theorems, we generalize his result to the case of regular bounded linear operators
on Hilbert spaces and we derive new simple conditions which involve only ranges of
operators.

Theorem 2.4.4 Let Ai ∈ B(Hi+1,Hi), be such that Ai, i = 1, 2, . . . , n and A1A2 · · ·An,
are regular operators. The following conditions are equivalent:

(i) An{1, 3} · An−1{1, 3} · · ·A1{1, 3} ⊆ (A1A2 · · ·An){1, 3},
(ii) R(A∗kA

∗
k−1 · · ·A∗1A1A2 · · ·An) ⊆ R(Ak+1) for k = 1, 2, . . . , n− 1.

Proof. (i)⇒ (ii) : If A1A2 · · ·An = 0, then

R(A∗kA
∗
k−1 · · ·A∗1A1A2 · · ·An) = {0} ⊆ R(Ak+1),

for k = 1, 2, . . . , n− 1, so (ii) holds.

Assume now thatA1A2 · · ·An 6= 0. Let A
(1,3)
i ∈ Ai{1, 3}, i = 1, 2, . . . , n be arbitrary.

From (i) by Lemma 2.4.1 it follows that

(A1A2 · · ·An)∗A1A2 · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
1 = A1A2 · · ·An. (2.56)

Let i ∈ {1, 2, . . . , n − 1} be arbitrary. Since, for arbitrary X ∈ B(Hi,Hi+1), A
(1,3)
i +

(IHi+1
− A(1,3)

i Ai)X ∈ Ai{1, 3}, from Lemma 2.4.1 it follows that

(A1A2 · · ·An)∗A1A2 · · ·An ·
A(1,3)

n · · ·A(1,3)
i+1 (A

(1,3)
i + (IHi+1

− A(1,3)
i Ai)X)A

(1,3)
i−1 · · ·A

(1,3)
1

= A1 · · ·An.

(2.57)

Substracting (2.56) from (2.57) we get that
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(A1A2 · · ·An)∗A1A2 · · ·An ·
A(1,3)

n · · ·A(1,3)
i+1 (IHi+1

− A(1,3)
i Ai)XA

(1,3)
i−1 · · ·A

(1,3)
1 = 0

(2.58)

holds for arbitrary i ∈ {1, 2, . . . , n− 1}.
From (2.58) it follows that

A
(1,3)
i−1 · · ·A

(1,3)
1 = 0 (2.59)

or
(A1A2 · · ·An)∗A1A2 · · ·AnA

(1,3)
n · · ·A(1,3)

i+1 (IHi+1
− A(1,3)

i Ai) = 0. (2.60)

If (2.59) holds, then from (2.56) it follows that A1A2 · · ·An = 0, which is a contradic-
tion, so (2.60) must hold arbitrary i ∈ {1, 2, . . . , n− 1}.

Condition (ii) is equivalent to

(A1A2 · · ·An)∗A1A2 · · ·An−kAn−k+1A
(1,3)
n−k+1

= (A1A2 · · ·An)∗A1A2 · · ·An−k, k = 1, 2, . . . , n− 1.
(2.61)

We will prove (2.61) by induction on k.
From (2.60) and (2.56) it follows that

(A1A2 · · ·An)∗A1A2 · · ·An−1AnA
(1,3)
n

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1An−1

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1A

(1,3)
n−2An−2An−1

...

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
1 A1A2 · · ·An−2An−1

= (A1A2 · · ·An)∗A1A2 · · ·An−2An−1,

so (2.61) holds for k = 1.
Assume now that (2.61) holds for k < l for some l ≤ n, i.e.

(A1A2 · · ·An)∗A1A2 · · ·An−kAn−k+1A
(1,3)
n−k+1

= (A1A2 · · ·An)∗A1A2 · · ·An−k, k = 1, 2, . . . , l − 1.
(2.62)

We will prove that (2.61) is true for k = l.
Using (2.62) we have

(A1A2 · · ·An)∗A1A2 · · ·An−lAn−l+1A
(1,3)
n−l+1

= (A1A2 · · ·An)∗A1A2 · · ·An−lAn−l+1An−l+2A
(1,3)
n−l+2A

(1,3)
n−l+1

= (A1A2 · · ·An)∗A1A2 · · ·An−lAn−l+1An−l+2An−l+3A
(1,3)
n−l+3A

(1,3)
n−l+2A

(1,3)
n−l+1

...

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
n−l+1,
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i.e.

(A1A2 · · ·An)∗A1A2 · · ·An−lAn−l+1A
(1,3)
n−l+1

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
n−l+1.

(2.63)

Now, using (2.63) and (2.56) in the last step, we get

(A1A2 · · ·An)∗A1A2 · · ·An−lAn−l+1A
(1,3)
n−l+1

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
n−l+1

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
n−l+1A

(1,3)
n−l An−l

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
n−l+1A

(1,3)
n−l A

(1,3)
n−l−1An−l−1An−l

...

= (A1A2 · · ·An)∗A1A2 · · · · · ·AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
1 A1A2 · · ·An−l

= (A1A2 · · ·An)∗A1A2 · · ·An−l,

so (2.61) holds for k = l.

(ii) ⇒ (i) : Let A
(1,3)
i ∈ Ai{1, 3}, i = 1, 2, . . . , n be arbitrary. Condition (ii) is

equivalent to

(A1A2 · · ·An)∗A1A2 · · ·An−kAn−k+1A
(1,3)
n−k+1

= (A1A2 · · ·An)∗A1A2 · · ·An−k, k = 1, 2, . . . , n− 1.
(2.64)

Now, from (2.64) it follows

(A1A2 · · ·An)∗A1A2 · · ·An−1AnA
(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
1

= (A1A2 · · ·An)∗A1A2 · · ·An−2An−1A
(1,3)
n−1A

(1,3)
n−2 · · ·A

(1,3)
1

= (A1A2 · · ·An)∗A1A2 · · ·An−2A
(1,3)
n−2 · · ·A

(1,3)
1

...

= (A1A2 · · ·An)∗A1A
(1,3)
1

= (A1A2 · · ·An)∗.

Now, from Lemma 2.4.1 it follows that

A(1,3)
n A

(1,3)
n−1 · · ·A

(1,3)
1 ∈ (A1A2 · · ·An){1, 3}

so (i) holds. �

The next result follows from Theorem 2.4.4 by taking adjoints:

Theorem 2.4.5 Let Ai ∈ B(Hi+1,Hi), be such that Ai, i = 1, 2, . . . , n and A1A2 · · ·An,
are regular operators. The following conditions are equivalent:
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(i) An{1, 4} · An−1{1, 4} · · ·A1{1, 4} ⊆ (A1A2 · · ·An){1, 4},
(ii) R(AkAk−1 · · ·A1A

∗
1A
∗
2 · · ·A∗n) ⊆ R(A∗k+1) for k = 1, 2, . . . , n− 1.

Notice that conditions given in Theorems 2.4.4 and 2.4.5 for n = 2 reduce to
conditions obtained by Djordjević in [34]:

Theorem 2.4.6 [34] Let A ∈ B(H,K) and B ∈ B(L,H) be such that A, B, AB have
closed ranges. Then the following statements are equivalent:

(1) R(A∗AB) ⊆ R(B),

(2) B{1, 3} · A{1, 3} ⊆ (AB){1, 3},
(3) B†A† ∈ (AB){1, 3},
(4) B†A† ∈ (AB){1, 2, 3}.

Theorem 2.4.7 [34] Let A ∈ B(H,K) and B ∈ B(L,H) be such that A, B, AB have
closed ranges. Then the following statements are equivalent:

(1) R(BB∗A∗) ⊆ R(B∗),

(2) B{1, 4} · A{1, 4} ⊆ (AB){1, 4},
(3) B†A† ∈ (AB){1, 4},
(4) B†A† ∈ (AB){1, 2, 4}.

2.4.3 Reverse order law for {1}-inverses

The following lemma is elementary but very useful result. It is completely analogous
to the matrix case (see Theorem 1.5.1).

Theorem 2.4.8 Let A ∈ B(H,K) be regular and A(1) ∈ A{1} be arbitrary. Then

A{1} = {A(1) +X − A(1)AXAA(1) : X ∈ B(K,H)}.

In Theorem 2.1.1 Werner [70] proved that for arbitrary matrices A ∈ Cm×n and
B ∈ Cn×p

B{1}A{1} ⊆ (AB){1}

holds if and only if
N (A) ⊆ R(B) or R(B) ⊆ N (A).

The following theorem will be used in this section. It is a generalization of Werners
result to the case of regular product of two regular operators on Hilbert spaces. The
proof will be given because of the completeness.

Theorem 2.4.9 Let A ∈ B(H,K) and B ∈ B(L,H) be such that A,B and AB are
regular operators. The following conditions are equivalent:
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(i) B{1}A{1} ⊆ (AB){1}

(ii) N (A) ⊆ R(B) or R(B) ⊆ N (A).

Proof. (i) ⇒ (ii): By Lemma 2.5.2, for arbitrary X ∈ B(K,H) and Y ∈ B(H,L),
A(1) + (IH − A(1)A)X ∈ A{1} and B(1) + Y (IH −BB(1)) ∈ B{1}. It follows that

AB(B(1) + Y (IH −BB(1)))(A(1) + (IH − A(1)A)X)AB = AB (2.65)

holds for arbitrary X ∈ B(K,H) and Y ∈ B(H,L). Substituting X = 0 in (2.65) we
get

AB(B(1) + Y (IH −BB(1)))A(1)AB = AB. (2.66)

Subtracting (2.66) from (2.65) we get

AB(B(1) + Y (IH −BB(1)))(IH − A(1)A)XAB = 0. (2.67)

Substituting Y = 0 in (2.67) we get

ABB(1)(IH − A(1)A)XAB = 0. (2.68)

Subtracting (2.68) from (2.67) we get that

ABY (IH −BB(1))(IH − A(1)A)XAB = 0 (2.69)

holds for arbitrary X ∈ B(K,H) and Y ∈ B(H,L). From (2.69) it follows that AB = 0
or (IH − BB(1))(IH − A(1)A) = 0, which is equivalent to (ii). (ii) ⇒ (i): If AB = 0,
then it is evident that (i) holds. Suppose that N (A) ⊆ R(B) and let A(1) ∈ A{1} and
B(1) ∈ B{1} be arbitrary. Since N (A) ⊆ R(B), it follows that BB(1)(IH − A(1)A) =
IH − A(1)A which is equivalent to

BB(1)A(1)A = BB(1) + A(1)A− IH. (2.70)

Now, from (2.70) it follows that

ABB(1)A(1)AAB = AB. �

By applying the multiple product singular value decomposition (P-SVD), Wei [101]
obtained necessary and sufficient conditions for inclusion An{1} ·An−1{1} · · ·A1{1} ⊆
(A1A2 · · ·An){1} :

Theorem 2.4.10 [101] Suppose that Ai ∈ Csi×si+1 , i = 1, 2, . . . n. Then the following
conditions are equivalent:

(i) An{1} · An−1{1} · · ·A1{1} ⊆ (A1A2 · · ·An){1};

(ii)

(a) r1n = 0, or
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(b) mi+1 − ri = rj+1
i+1 for i = 1, . . . , n− 2 and

rj+1
i+1 = rj+1

i+2 = · · · rj+1
n and rj = mj+1 for j = 2, . . . , n− 2

where constants rij, rj, mj, j = 1, . . . n are defined in P-SVD of matrices A1, . . . An.

Now, we will present a result from [26] in which we derive necessary and sufficient
conditions for the inclusion An{1} · An−1{1} · · ·A1{1} ⊆ (A1A2 · · ·An){1}.

Theorem 2.4.11 Let Ai ∈ B(Hi+1,Hi), i = 1, 2, . . . , n, be such that Ai, i = 1, 2, . . . , n
and all A1A2 · · ·Aj, j = 2, 3, . . . , n, are regular operators. The following conditions are
equivalent:

(i) An{1} · An−1{1} · · ·A1{1} ⊆ (A1A2 · · ·An){1},
(ii) A1A2 · · ·An = 0,
or
N (A1 · · ·Aj−1) ⊆ R(Aj) for j = 2, 3, . . . , n.

(iii) A1A2 · · ·An = 0,
or
Ak{1} · Ak−1{1} · · ·A1{1} ⊆ (A1A2 · · ·Ak){1} for k = 2, 3, . . . , n.

Proof. (ii) ⇒ (iii) : If A1A2 · · ·An = 0, it is evident that (iii) holds. Suppose that
A1A2 · · ·An 6= 0 and

N (A1 · · ·Aj−1) ⊆ R(Aj) for j = 2, 3, . . . , n. (2.71)

We will prove by induction on k that

Ak{1} · Ak−1{1} · · ·A1{1} ⊆ (A1A2 · · ·Ak){1} (2.72)

holds for k = 2, 3, . . . , n. From (2.71) it follows that N (A1) ⊆ R(A2) holds which using
Theorem 3.2.1 implies A2{1}A1{1} ⊆ (A1A2){1}, so (2.72) holds for k = 2.

Suppose that (2.72) holds for k = l − 1, for some l ∈ {2, 3, . . . , n}, i.e.

Al−1{1} · Al−2{1} · · ·A1{1} ⊆ (A1A2 · · ·Al−1){1}. (2.73)

We will prove that (2.72) holds for k = l. From (2.71) it follows that

N (A1 · · ·Al−1) ⊆ R(Al). (2.74)

From (2.74) and Theorem 3.2.1 we have

Al{1} · (A1A2 · · ·Al−1){1} ⊆ (A1A2 · · ·Al−1Al){1}. (2.75)

Now, from (2.73) and (2.75) we get

Al{1} · Al−1{1} · · ·A1{1} ⊆ (A1A2 · · ·Al){1},
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so (2.72) holds for every k ∈ {2, 3, . . . , n}.

(iii)⇒ (i) : It is evident.

(i)⇒ (ii) : Suppose that A1A2 · · ·An 6= 0. Let j ∈ {3, 4, . . . , n} and i ∈ {1, 2, . . . , j−2}
be arbitrary. Then for arbitrary X ∈ B(Hi,Hi+1) and Y ∈ B(Hj,Hj+1), and arbitrary

A
(1)
i ∈ Ai{1} and A

(1)
j ∈ Aj{1}, by Lemma 2.5.2, A

(1)
i + (IHi+1

− A(1)
i Ai)X ∈ Ai{1}

and A
(1)
j + Y (IHj − AjA

(1)
j ) ∈ Aj{1}. From (i) it follows that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

(A
(1)
j + Y (IHj − AjA

(1)
j ))A

(1)
j−1 · · ·A

(1)
i+1(A

(1)
i + (IHi+1

− A(1)
i Ai)X) ·

A
(1)
i−1 · · ·A

(1)
1 A1 · · ·An = A1 · · ·An

(2.76)

holds for arbitrary X ∈ B(Hi,Hi+1) and Y ∈ B(Hj+1,Hj). Substituting X = 0 in
(4.18) we get

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

(A
(1)
j + Y (IHj − AjA

(1)
j ))A

(1)
j−1 · · ·A

(1)
i+1A

(1)
i ·

A
(1)
i−1 · · ·A

(1)
1 A1 · · ·An = A1 · · ·An.

(2.77)

Subtracting (4.19) from (4.18) we get that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

(A
(1)
j + Y (IHj − AjA

(1)
j ))A

(1)
j−1 · · ·A

(1)
i+1(IHi+1

− A(1)
i Ai)X ·

A
(1)
i−1 · · ·A

(1)
1 A1 · · ·An = 0

(2.78)

holds for arbitrary Y ∈ B(Hj,Hj+1).
Substituting Y = 0 in (3.12) we get

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

A
(1)
j A

(1)
j−1 · · ·A

(1)
i+1(IHi+1

− A(1)
i Ai)X ·

A
(1)
i−1 · · ·A

(1)
1 A1 · · ·An = 0.

(2.79)

Subtracting (3.13) from (3.12) we get that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

Y (IHj − AjA
(1)
j )A

(1)
j−1 · · ·A

(1)
i+1(IHi+1

− A(1)
i Ai)X ·

A
(1)
i−1 · · ·A

(1)
1 A1 · · ·An = 0

(2.80)

holds for arbitrary X ∈ B(Hi,Hi+1) and Y ∈ B(Hj+1,Hj).
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From (3.14) it follows that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 = 0 (2.81)

or
(IHj − AjA

(1)
j )A

(1)
j−1 · · ·A

(1)
i+1(IHi+1

− A(1)
i Ai) = 0 (2.82)

or
A

(1)
i−1 · · ·A

(1)
1 A1 · · ·An = 0. (2.83)

It is easy to see that both (2.81) and (2.83) using (3.10) imply A1A2 · · ·An = 0 which
is a contradiction. So (2.82) must hold. We have proved

(IHj − AjA
(1)
j )A

(1)
j−1 · · ·A

(1)
i+1(IHi+1

− A(1)
i Ai) = 0 (2.84)

holds for arbitrary j ∈ {3, 4, . . . , n} and i ∈ {1, 2, . . . , j − 2}, which is equivalent to

(IHj − AjA
(1)
j )A

(1)
j−1 · · ·A

(1)
i+1A

(1)
i Ai = (IHj − AjA

(1)
j )A

(1)
j−1 · · ·A

(1)
i+1 (2.85)

for arbitrary j ∈ {3, 4, . . . , n} and i ∈ {1, 2, . . . , j − 2}.
Let, j ∈ {2, 3, . . . , n}, X ∈ B(Hj−1,Hj) and Y ∈ B(Hj,Hj+1) be arbitrary. Then

A
(1)
j−1 + (IHj − A

(1)
j−1Aj−1)X ∈ Aj−1{1} and A

(1)
j + Y (IHj − AjA

(1)
j ) ∈ Aj{1}. From (i)

it follows that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

(A
(1)
j + Y (IHj − AjA

(1)
j ))(A

(1)
j−1 + (IHj − A

(1)
j−1Aj−1)X) ·

A
(1)
j−2 · · ·A

(1)
1 A1 · · ·An = A1 · · ·An

(2.86)

holds for arbitrary X ∈ B(Hj−1,Hj) and Y ∈ B(Hj,Hj+1). Substituting X = 0 in
(2.86) we get

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

(A
(1)
j + Y (IHj − AjA

(1)
j ))A

(1)
j−1 ·

A
(1)
j−2 · · ·A

(1)
1 A1 · · ·An = A1 · · ·An.

(2.87)

Subtracting (2.87) from (2.86) we get that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

(A
(1)
j + Y (IHj − AjA

(1)
j ))(IHj − A

(1)
j−1Aj−1)X ·

A
(1)
j−2 · · ·A

(1)
1 A1 · · ·An = 0

(2.88)

holds for arbitrary Y ∈ B(Hj,Hj+1).
Substituting Y = 0 in (2.88) we get
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A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

A
(1)
j (IHj − A

(1)
j−1Aj−1)X ·

A
(1)
j−2 · · ·A

(1)
1 A1 · · ·An = 0.

(2.89)

Subtracting (2.89) from (2.88) we get that

A1A2 · · ·AnA
(1)
n · · ·A

(1)
j+1 ·

Y (IHj − AjA
(1)
j )(IHj − A

(1)
j−1Aj−1)X ·

A
(1)
j−2 · · ·A

(1)
1 A1 · · ·An = 0

(2.90)

holds for arbitrary X ∈ B(Hj−1,Hj) and Y ∈ B(Hj,Hj+1).
As from (3.14), from (2.90) using A1A2 · · ·An 6= 0 it follows that

(IHj − AjA
(1)
j )(IHj − A

(1)
j−1Aj−1) = 0 (2.91)

holds for arbitrary j ∈ {2, 3, . . . , n}.
By taking j = 2 in (2.91) we get

(IH2 − A2A
(1)
2 )(IH2 − A

(1)
1 A1) = 0,

which is equivalent to

IH2 − A
(1)
1 A1 = A2A

(1)
2 (IH2 − A

(1)
1 A1). (2.92)

From (2.92) it follows that
N (A1) ⊆ R(A2). (2.93)

Now, let j ∈ {3, 4, . . . , n} be arbitrary . Using (2.85) and (2.91) we have

(IHj − AjA
(1)
j )A

(1)
j−1 · · ·A

(1)
2 A

(1)
1 A1A2A3 · · ·Aj−1

= (IHj − AjA
(1)
j )A

(1)
j−1 · · ·A

(1)
2 A2A3 · · ·Aj−1

...

= (IHj − AjA
(1)
j )A

(1)
j−1A

(1)
j−1

= IHj − AjA
(1)
j .

i.e.
(IHj − AjA

(1)
j )A

(1)
j−1 · · ·A

(1)
2 A

(1)
1 A1A2A3 · · ·Aj−1 = IHj − AjA

(1)
j (2.94)

or equivalently

AjA
(1)
j (I − A(1)

j−1 · · ·A
(1)
2 A

(1)
1 A1A2A3 · · ·Aj−1)

= I − A(1)
j−1 · · ·A

(1)
2 A

(1)
1 A1A2A3 · · ·Aj−1.

(2.95)
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From (2.95) it follows that

N (A1A2 · · ·Aj−1) ⊆ R(Aj) (2.96)

holds for arbitrary j ∈ {3, 4, . . . , n}. Now, from (2.93) and (2.96) it follows that

N (A1A2 · · ·Aj−1) ⊆ R(Aj)

holds for arbitrary j ∈ {2, 3, . . . , n}. �

Corollary 2.4.1 Let Ai ∈ B(Hi+1,Hi), i = 1, 2, . . . , n, be such that Ai, i = 1, 2, . . . , n
and all products A1A2 · · ·Aj, j = 2, 3, . . . , n, are regular operators. If A1A2 · · ·An 6= 0,
then the following conditions are equivalent:

(i) An{1} · An−1{1} · · ·A1{1} ⊆ (A1A2 · · ·An){1},
(ii) Ak{1} · Ak−1{1} · · ·A1{1} ⊆ (A1A2 · · ·Ak){1} for k = 2, 3, . . . , n.

Remark. 1. Throughout all the proofs we used the fact that for operators A ∈
B(K,M) and B ∈ B(L,H), where H, L, K and M are Hilbert spaces,

AXB = 0 for all X ∈ B(H,K)

implies
A = 0 or B = 0.

This holds from the fact that B(H,K) is a prime algebra.

2. Equivalent conditions for inclusions

(A1A2){1} ⊆ A2{1} · A1{1},

(A1A2){1, 3} ⊆ A2{1, 3} · A1{1, 3},

(A1A2){1, 4} ⊆ A2{1, 4} · A1{1, 4},

(A1A2 · · ·An){1} ⊆ An{1} · An−1{1} · · ·A1{1},

(A1A2 · · ·An){1, 3} ⊆ An{1, 3} · An−1{1, 3} · · ·A1{1, 3}

and
(A1A2 · · ·An){1, 4} ⊆ An{1, 4} · An−1{1, 4} · · ·A1{1, 4}

remain open problems for further investigation.
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2.5 Reverse order law for weighted generalized in-

verses

Let A ∈ Cm×n and let M ∈ Cm×m, N ∈ Cn×n be two positive definite matrices.
Recall that weighted Moore-Penrose inverse of A, denoted by A†M,N , is the unique
matrix X which satisfies

(1) AXA = A, (2) XAX = X, (3) (MAX)∗ = MAX, (4) (NXA)∗ = NXA.

For A ∈ Cm×n, the sets of least-squares weighted generalized({1, 3M}-inverse of A),
minimum-norm weighted generalized inverses({1, 4N}-inverse of A), {1, 2, 3M}-inverse
of A and {1, 2, 4N}-inverse of A, respectively are given by:

A{1, 3M} = {X : AXA = A, (MAX)∗ = MAX},
A{1, 4N} = {X : AXA = A, (NXA)∗ = NXA},
A{1, 2, 3M} = {X : AXA = A, XAX = X, (MAX)∗ = MAX},
A{1, 2, 4N} = {X : AXA = A, XAX = X, (NXA)∗ = NXA}.

In [112] authors presented a necessary and sufficient conditions for the various type of
the reverse order laws for the weighted generalized inverses to hold. In this section,
we will present some results from [64]. We will derive new necessary and sufficient
conditions for the reverse order laws for the weighted generalized inverses of matrices.
The significant of our result is that the conditions given in this paper, specially for the
{1, 2, 3M} and {1, 2, 4N}-reverse order law are purely algebraic while the appropriate
conditions given in [112] are mostly rank conditions. We present necessary and sufficient
conditions for the following inclusions

B{1, 3N}A{1, 3M} ⊆ (AB){1, 3M}
B{1, 4K}A{1, 4N} ⊆ (AB){1, 4K}
B{1, 2, 3N}A{1, 2, 3M} ⊆ (AB){1, 2, 3M}
B{1, 2, 4K}A{1, 2, 4N} ⊆ (AB){1, 2, 4K}

to hold, where A ∈ Cm×n, B ∈ Cn×k and M,N and K are three positive definite
matrices of order m,n and k, respectively. Also, we consider reverse order law for the
weighted {1, 3, 4}-inverses. We give necessary and sufficient conditions for

B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K},

and
(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},

in the case when M,N,K are positive definite matrices of the appropriate size.
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2.5.1 Reverse order law for weighted {1, 3}, {1, 4}, {1, 2, 3} and
{1, 2, 4}-inverses

Let A ∈ Cm×n, B ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k be
three positive definite matrices. In this subsection, we give the necessary and sufficient
conditions for the following inclusions to hold:

B{1, 3N} · A{1, 3M} ⊆ (AB){1, 3M}, (2.1)

B{1, 4K} · A{1, 4N} ⊆ (AB){1, 4N}, (2.2)

B{1, 2, 3N} · A{1, 2, 3M} = (AB){1, 2, 3M}, (2.3)

B{1, 2, 4K} · A{1, 2, 4N} = (AB){1, 2, 4N}. (2.4)

The results from this section are a generalization of the results from [60] and [23]
to the case of weighted generalized inverses. First, we will state the characterization
for the sets A{1, 3M} and A{1, 4N} which is given in [111]:

Lemma 2.5.1 [111] Let A ∈ Cm×n, M ∈ Cm×m and N ∈ Cn×n be such that M and
N are positive definite matrices. For G ∈ Cn×m, we have:

(i) G ∈ A{1, 3M} ⇔ A∗MAG = A∗M ,

(ii) G ∈ A{1, 4N} ⇔ GAN−1A∗ = N−1A∗.

Obviously, we can conclude that

A{1, 3M} = {A†M,In
+ (In − A†M,In

A)Y : Y ∈ Cn×m} (2.97)

and

A{1, 4N} = {A†Im,N + Z(Im − AA†Im,N) : Z ∈ Cn×m}. (2.98)

Now, we will give a similar characterization of the sets A{1, 2, 3M} and A{1, 2, 4N}.

Theorem 2.5.1 Let A ∈ Cm×n, M ∈ Cm×m and N ∈ Cn×n be such that M and N
are positive definite matrices. For G ∈ Cn×m, we have:

(i′) G ∈ A{1, 2, 3M} ⇔ A∗MAG = A∗M and GAA†M,In
= G.

(ii′) G ∈ A{1, 2, 4N} ⇔ GAN−1A∗ = N−1A∗ and A†Im,NAG = G.
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Proof. (i′) If G ∈ A{1, 2, 3M}, then

A∗MAG = A∗(MAG)∗ = A∗M

and

GAA†MIn
= GM−1(MAG)M−1(MAA†MIn

)

= GM−1(MAG)∗M−1(MAA†MIn
)∗

= G.

If we suppose that A∗MAG = A∗M and GAA†M,In
= G, we have that

AGA = M−1(MAA†M,In
)∗AGA = M−1(MAA†M,In

)∗A = A.

Also,

GAG = GM−1(A†M,In
)∗A∗MAG = GM−1(MAA†M,In

)∗ = G

and

(MAG)∗ = G∗A∗M = G∗A∗MAG = MAG.

The statement (ii′) can be proved on the similar way. �

Throughout the paper, we will use the following lemma:

Lemma 2.5.2 [8] Let A ∈ Cm×n, M ∈ Cm×m and N ∈ Cn×n be such that M and N
are positive definite matrices. Then

A†M,N = N−
1
2 (M

1
2AN−

1
2 )†M

1
2 . (2.99)

In the next theorem we present new necessary and sufficient conditions (3◦ and 4◦)
for (2.1) to holds.

Theorem 2.5.2 Let A ∈ Cm×n, B ∈ Cn×k. If M ∈ Cm×m and N ∈ Cn×n are positive
definite matrices, then the following conditions are equivalent:

(1◦) B{1, 3N} · A{1, 3M} ⊆ (AB){1, 3M},

(2◦) BB†N,Ik
N−1A∗MAB = N−1A∗MAB,

(3◦) B†N,Ik
A†M,N ∈ (AB){1, 3M},

(4◦) B†N,Ik
A†M,N ∈ (AB){1, 2, 3M}.
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Proof. From Corollary 2.2 [111], we have that (1◦) is equivalent with (2◦). Now, let
us prove that (3◦) is equivalent with (1◦) and that (4◦) is equivalent with (1◦).

Let Ã = M
1
2AN−

1
2 and B̃ = N

1
2B. For X ∈ Cn×m and Y ∈ Ck×n, denote by

X̃ = N
1
2XM− 1

2 and Ỹ = Y N−
1
2 . It is easy to see that the following equivalences hold:

X ∈ A{1, 3M} ⇔ X̃ ∈ Ã{1, 3},

Y ∈ B{1, 3N} ⇔ Ỹ ∈ B̃{1, 3},

Y X ∈ AB{1, 3M} ⇔ Ỹ X̃ ∈ ÃB̃{1, 3}.

Obviously,

B{1, 3N} · A{1, 3M} ⊆ (AB){1, 3M} ⇔ B̃{1, 3} · Ã{1, 3} ⊆ (ÃB̃){1, 3},

so (1◦) is equivalent to
B̃{1, 3} · Ã{1, 3} ⊆ (ÃB̃){1, 3}. (2.100)

Now, by Theorem 3.1 [23], we get that (2.110) is equivalent with B̃B̃†Ã∗ÃB̃ = Ã∗ÃB̃,
which is by Lemma 2.5.2 equivalent with

BB†N,Ik
N−1A∗MAB = N−1A∗MAB.

SinceB†N,Ik
A†M,N ∈ (AB){1, 3M} is equivalent with B̃†Ã† ⊆ (ÃB̃){1, 3} andB†N,Ik

A†M,N ∈
(AB){1, 2, 3M} is equivalent with B̃†Ã† ⊆ (ÃB̃){1, 2, 3}, the proof follows by Theorem
3.1 [23]. �

A similar result in the case of weighted {1, 4}-inverses follows from Theorem 3.2.1
by reversal of products:

Theorem 2.5.3 Let A ∈ Cm×n, B ∈ Cn×k. If N ∈ Cn×n and K ∈ Ck×k are positive
definite matrices, then the following conditions are equivalent:

(1◦◦) ABK−1B∗NA†Im,NA = ABK−1B∗N ,

(2◦◦) B{1, 4K} · A{1, 4N} ⊆ (AB){1, 4K},

(3◦◦) B†N,KA
†
Im,N ∈ (AB){1, 4K},

(4◦◦) B†N,KA
†
Im,N ∈ (AB){1, 2, 4K}.

Proof. Let Ã = AN−
1
2 and B̃ = N

1
2BK−

1
2 . For X ∈ Cn×m and Y ∈ Ck×n, denote

by X̃ = N
1
2X and Ỹ = K

1
2Y N−

1
2 . Now, the proof is similar as the proof of Theorem

3.2.1 and follows from Theorem 3.2 [23]. �

Now, we will consider the reverse order law for the weighted {1, 2, 3}-inverses and
weighted {1, 2, 4}–inverses. Remark that necessary and sufficient rank conditions for
the reverse order law of {1, 2, 3} and {1, 2, 4}-inverses are given in [111].
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Theorem 2.5.4 Let A ∈ Cm×n, B ∈ Cn×k. If M ∈ Cm×m and N ∈ Cn×n are positive
definite matrices, then the following conditions are equivalent:

(1′) B{1, 2, 3N} · A{1, 2, 3M} ⊆ (AB){1, 2, 3M},

(2′) BB†N,Ik
N−1A∗MAB = N−1A∗MAB and

(
(ABB†N,Ik

)†M,NABB
†
N,Ik

= BB†N,Ik
or

AB(AB)†M,In
= AA†M,N

)
.

Proof. Let Ã = M
1
2AN−

1
2 and B̃ = N

1
2B. For X ∈ Cn×m, Y ∈ Ck×n and Z ∈ Ck×m,

denote by X̃ = N
1
2XM− 1

2 , Ỹ = Y N−
1
2 and Z̃ = ZM− 1

2 . Then ÃB̃Z̃ÃB̃ = ÃB̃
if and only if ABZAB = AB and Z̃ÃB̃Z̃ = Z̃ if and only if ZABZ = Z. Also,
(ÃB̃Z̃)∗ = ÃB̃Z̃ if and only if (MABZ)∗ = MABZ.

Hence,
Z̃ ∈ (ÃB̃){1, 2, 3} ⇔ Z ∈ (AB){1, 2, 3M}. (2.101)

Using Lemma 2.5.2 we can easily prove the following:

(ÃB̃B̃†)†ÃB̃B̃† = B̃B̃† ⇔ (ABB†N,Ik
)†M,NABB

†
N,Ik

= BBN,Ik , (2.102)

(ÃB̃)(ÃB̃)† = ÃÃ†, (2.103)

B̃B̃†Ã∗ÃB̃ = Ã∗ÃB̃ ⇔ BB†N,Ik
N−1A∗MAB = A∗MAB. (2.104)

Now, the proof follows from (3.19) and (3.20) using Corrolary 3.1 [23]. �

The case of weighted {1, 2, 4}-inverses is treated completely analogously, and the
corresponding result follows by taking adjoints, or by reversal of products:

Theorem 2.5.5 Let A ∈ Cm×n, B ∈ Cn×k. If N ∈ Cn×n and K ∈ Ck×k are positive
definite matrices, then the following conditions are equivalent:

(1′′) B{1, 2, 4K} · A{1, 2, 4N} ⊆ (AB){1, 2, 4N},

(2′′) ABK−1B∗NA†Im,NA = ABK−1B∗N and
(

(A†Im,NAB)(A†Im,NAB)†N,K = A†Im,NA

or (AB)†Im,K(AB) = B†N,KB
)

.

2.5.2 Reverse order law for weighted {1, 3, 4}-inverses

In this section we consider the reverse order law for the weighted {1, 3, 4}-inverses.
We give necessary and sufficient conditions for

B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K},

and
(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},

in the case when M,N,K are positive definite matrices of the appropriate size.
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Also, we give a very short proof that

(AB){1, 3, 4} ⊆ B{1, 3, 4} · A{1, 3, 4}

is actually equivalent to

(AB){1, 3, 4} = B{1, 3, 4} · A{1, 3, 4}.

We will begin with auxiliary result:

Lemma 2.5.3 Let A ∈ Cm×n, B ∈ Cn×k. If M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k

are positive definite matrices then:

(a) B†N,KB(AB)†M,K(AB) = (AB)†M,K(AB),

(b) (AB)(AB)†M,KAA
†
M,N = (AB)(AB)†M,K .

Proof. (a) By easy computation, we can show thatB†N,KB(AB)†M,K(AB) ∈ (AB){1, 2}.
Since MABB†N,KB(AB)†M,K(AB) = MAB(AB)†M,K is hermitian and

KB†N,KB(AB)†M,K(AB) = B∗(B†N,K)∗K(AB)†M,K(AB)

= B∗(B†N,K)∗(AB)∗((AB)†M,K)∗K

= B∗A∗((AB)†M,K)∗K

= (K(AB)†M,K(AB))∗

= K(AB)†M,K(AB),

we have B†N,KB(AB)†M,K(AB) = (AB)†M,K(AB). The identity (b) can be proved simi-
larly. �

In the following theprem we give necessary and sufficinet condition forB{1, 3N, 4K}·
A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K}:

Theorem 2.5.6 Let A ∈ Cm×n, B ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈
Ck×k be positive definite matrices. The following conditions are equivalent:

(a′) B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K},

(b′) (AB)†M,K = B†N,KA
†
M,N .

Proof. Let Ã = M
1
2AN−

1
2 and B̃ = N

1
2BK−

1
2 . For X ∈ Cn×m and Y ∈ Ck×n denote

by X̃ = N
1
2AM− 1

2 and Ỹ = K
1
2Y N−

1
2 . It is easy to see that

X ∈ A{1, 3M, 4N} ⇔ X̃ ∈ Ã{1, 3, 4},

Y ∈ B{1, 3N, 4K} ⇔ Ỹ ∈ B̃{1, 3, 4},

Y X ∈ AB{1, 3M, 4K} ⇔ Ỹ X̃ ∈ ÃB̃{1, 3, 4}

53



Chapter 2. Reverse order law

and

B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K}
⇔ B̃{1, 3, 4} · Ã{1, 3, 4} ⊆ (ÃB̃){1, 3, 4}. (2.105)

We can easily prove the next equivalence

(AB)†M,K = B†N,KA
†
M,N ⇔ (ÃB̃)† = B̃†Ã†. (2.106)

Now, the proof follows by (2.105) and (2.106) using Theorem 2.1 [23]. �

Remark that conditions which are equivalent with (b′) can be found in [86].
In the following theore we give prove that (AB){1, 3, 4} ⊆ B{1, 3, 4} · A{1, 3, 4} is

actually equivalent to (AB){1, 3, 4} = B{1, 3, 4} · A{1, 3, 4} :

Theorem 2.5.7 Let A ∈ Cm×n, A ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈
Ck×k be positive definite matrices. The following conditions are equivalent:

(a′′) (AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},

(b′′) (AB){1, 3M, 4K} = B{1, 3N, 4K} · A{1, 3M, 4N}.

Proof. (a′′)⇒ (b′′): For every Z ∈ Ck×m, there exists X ∈ Cn×m and Y ∈ Ck×n such
that

(AB)†M,K + (I − (AB)†M,K(AB))Z(I − (AB)(AB)†M,K)

= (B†N,K + (I −B†N,KB)Y (I −BB†N,K))(A†M,N + (I − A†M,NA)Y (I − AA†M,N)).

Multiplying last equality by B†N,KB from the left and by AA†M,N from the right, by
Lemma 2.5.3 we have

(AB)†M,K + (B†N,KB − (AB)†M,K(AB))Z(AA†M,N − (AB)(AB)†M,K) = B†N,KA
†
M,N .

For Z = 0 we get (AB)†M,K = B†N,KA
†
M,N which implies B{1, 3N, 4K}A{1, 3M, 4N} ⊆

(AB){1, 3M, 4K}.
(b′′)⇒ (a′′): It is obvious. �

Theorem 2.5.8 Let A ∈ Cm×n, B ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈
Ck×k be positive definite matrices. The following conditions are equivalent:

(a◦) (AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},

(b◦) (AB){1, 3M, 4K} = B{1, 3N, 4K} · A{1, 3M, 4N},

(c◦) (AB)†M,K = B†N,KA
†
M,N and (B = A†M,NAB or A = ABB†N,K).
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Proof. Let Ã = M
1
2AN−

1
2 and B̃ = N

1
2BK−

1
2 . For X ∈ Cn×m and Y ∈ Ck×n denote

by X̃ = N
1
2XM− 1

2 and Ỹ = K
1
2Y N−

1
2 . It is easy to see that

X ∈ A{1, 3M, 4N} ⇔ X̃ ∈ Ã{1, 3, 4},

Y ∈ B{1, 3N, 4K} ⇔ Ỹ ∈ B̃{1, 3, 4},

Y X ∈ AB{1, 3M, 4K} ⇔ Ỹ X̃ ∈ ÃB̃{1, 3, 4}.

Now, the proof follows by Theorem 2.3 from [23]. �

It is interesting to remark that using Theorem 2.4 [28], we can conclude that

(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N} (2.107)

can be true only in the case when m ≤ n.

2.6 Some additive results for generalized inverses

Penrose [68] in 1955 proved that in the matrix case, Ai ∈ Cm×n, i = 1, 2 . . . , k are
such that A∗iAj = 0 for i 6=, i, j = 1, 2, . . . k, the following holds:

(A1 + A2 + · · ·+ An)† = A†1 + A†2 + · · ·A†n.

In this section we derived necessary and sufficient conditions for analogous equality for
least squares and minimum-norm g-inverses of operators. Xiong et al. [113] derived
necessary and sufficient conditions for (A + B){1, 3} = A{1, 3} + B{1, 3} and (A +
B){1, 4} = A{1, 4}+B{1, 4} on the set of matrices.

Let H, K and L be complex Hilbert spaces and A ∈ B(H,K). EA and FA stand for
two orthogonal projectors EA = IK − AA† and FA = IH − A†A.

Let Ai ∈ B(H,K), i = 1, 2 . . . , k. In this section give necessary and sufficient
conditions for the following inclusions

A1{1, 3}+ A2{1, 3}+ ...+ Ak{1, 3} ⊆ (A1 + A2 + ...+ Ak){1, 3},

A1{1, 4}+ A2{1, 4}+ ...+ Ak{1, 4} ⊆ (A1 + A2 + ...+ Ak){1, 4},

(A1 + A2 + ...+ Ak){1, 3} ⊆ A1{1, 3}+ A2{1, 3}+ ...+ Ak{1, 3},

(A1 + A2 + ...+ Ak){1, 4} ⊆ A1{1, 4}+ A2{1, 4}+ ...+ Ak{1, 4},

A1{1, 2, 3}+ A2{1, 2, 3}+ ...+ Ak{1, 2, 3} ⊆ (A1 + A2 + ...+ Ak){1, 2, 3}

and

A1{1, 2, 4}+ A2{1, 2, 4}+ ...+ Ak{1, 2, 4} ⊆ (A1 + A2 + ...+ Ak){1, 2, 4}.
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It is well-known that for A ∈ B(H,K) and B ∈ B(L,H),

B ∈ A{1, 3} ⇔ A∗AB = A∗,

B ∈ A{1, 4} ⇔ BAA∗ = A∗,
(2.108)

and that sets of all {1, 3}- and {1, 4}-inverses of A are described by

A{1, 3} = {A† + FAV : V ∈ B(K,H)},
A{1, 4} = {A† + V EA : V ∈ B(K,H)}.

(2.109)

Also, for A ∈ B(H,K) and B ∈ B(L,H),

B ∈ A{1, 2, 3} ⇔ (A∗AB = A∗ ∧BAA† = B),

B ∈ A{1, 2, 4} ⇔ (BAA∗ = A∗ ∧ A†AB = B),
(2.110)

and sets of all {1, 2, 3}- and {1, 2, 4}-inverses of A are described by

A{1, 2, 3} = {A† + FAV AA
† : V ∈ B(K,H)},

A{1, 2, 4} = {A† + A†AV EA : V ∈ B(K,H)}.
(2.111)

Theorem 2.6.1 Let Ai ∈ B(H,K), i = 1, 2, . . . , k, such that A1 + A2 + ... + Ak is
regular. The following conditions are equivalent:

(i) A1{1, 3}+ A2{1, 3}+ ...+ Ak{1, 3} ⊆ (A1 + A2 + ...+ Ak){1, 3},
(ii) A∗AFAi = 0, i = 1, 2, . . . , k, A∗A

∑k
i=1A

†
i = A∗, where A = A1 + A2 + ...+ Ak.

Proof. (ii) ⇒ (i) : Suppose that (ii) holds. We need to prove that for arbitrary

A
(1,3)
i ∈ Ai{1, 3}, i = 1, 2, . . . , k, it follows that A

(1,3)
1 + A

(1,3)
2 + ... + A

(1,3)
k ∈ A{1, 3}.

Thus, given any Vi ∈ B(K,H), i = 1, 2, . . . , k, we must show that

A∗A
( k∑

i=1

A†i +
k∑

i=1

FAiVi
)

= A∗, (2.112)

which is satisfied by (ii).
(i) ⇒ (ii): If (i) holds, then for any Vi ∈ B(K,H), i = 1, 2, . . . , k, we have

that (2.112) holds. Specially, for Vi = 0, i = 1, 2, . . . , k, by (2.112) we get that
A∗A

∑k
i=1A

†
i = A∗. Similarly, if for any i ∈ {1, 2, ..., k}, we take that Vi = FAi and

that Vj = 0, j 6= i, by (2.112) we will get that A∗AFAi = 0. Hence, (ii) holds. �

In the following theorem we present the necessary and sufficient condition for

(A1 + A2 + ...+ Ak){1, 3} ⊆ A1{1, 3}+ A2{1, 3}+ ...+ Ak{1, 3}.

Theorem 2.6.2 Let Ai ∈ B(H,K), i = 1, 2, . . . , k, such that A1 + A2 + ... + Ak is
regular. The following conditions are equivalent:
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(i) (A1 + A2 + ...+ Ak){1, 3} ⊆ A1{1, 3}+ A2{1, 3}+ ...+ Ak{1, 3},
(ii) CC†FA = FA, CC†(A† −

∑k
i=1A

†
i ) = A† −

∑k
i=1A

†
i , where A = A1 +A2 + ...+Ak

and C =
[
FA1 FA2 ... FAk

]
.

Proof. (ii) ⇒ (i): Suppose that (ii) holds. We need to prove that for arbitrary
V ∈ B(K,H) there exist Vi ∈ B(K,H), i = 1, 2, . . . , k, such that

A† + FAV =
k∑

i=1

A†i +
k∑

i=1

FAiVi,

i.e.

[
FA1 FA2 ... FAk

]  V1
...
Vk

 = FAV + A† −
k∑

i=1

A†i . (2.113)

Hence, to show (i) we need to prove that the equation (2.113) is solvalable for any
V ∈ B(K,H) which holds if and only if

CC†
(
FAV + A† −

k∑
i=1

A†i
)

= FAV + A† −
k∑

i=1

A†i . (2.114)

Obviously, (2.116) is satisfied by (ii).
(i)⇒ (ii): If (i) is satisfied, then (2.116) holds for any V ∈ B(K,H). Taking V = 0

and V = FA in (2.116), we get that the both equalities from (ii) hold. �

Theorem 2.6.3 Let Ai ∈ B(H,K), i = 1, 2, . . . , k, such that A1 + A2 + ... + Ak is
regular. The following conditions are equivalent:

(i) (A1 + A2 + ...+ Ak){1, 4} ⊆ A1{1, 4}+ A2{1, 4}+ ...+ Ak{1, 4},
(ii) DD†EA = EA, (A†−

∑k
i=1A

†
i )DD

† = A†−
∑k

i=1A
†
i , where A = A1 +A2 + ...+Ak

and D =
[
EA1 EA2 ... EAk

]
.

Proof. For arbitrary matrix A ∈ B(H,K) we have from (3.10) that B ∈ A{1, 4} ⇔
B∗ ∈ A∗{1, 3} , so it follows that (A{1, 4})∗ = A∗{1, 3}. Now, condition (i) is equivalent
to

((A1 + A2 + ...+ Ak){1, 4})∗ ⊆ (A1{1, 4})∗ + (A2{1, 4})∗ + ...+ (Ak{1, 4})∗

⇔ (A1 + A2 + ...+ Ak)∗{1, 3} ⊆ A∗1{1, 3}+ A∗2{1, 3}+ ...+ A∗k{1, 3}
⇔ (A∗1 + A∗2 + ...+ A∗k){1, 3} ⊆ A∗1{1, 3}+ A∗2{1, 3}+ ...+ A∗k{1, 3}

which is from the Theorem 4.1.1 equivalent to

CC†FA∗ = FA∗ , CC
†((A∗)† −

k∑
i=1

(A∗i )
†) = (A∗)† −

k∑
i=1

(A∗i )
†, (2.115)
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where A = A1 + A2 + ... + Ak and C =
[
FA∗1

FA∗2
... FA∗k

]
. Since FA∗ = EA and

FA∗i
= EA, it is easy to see that (2.115) is equivalent to (ii). �

In an analogous way, necessary and sufficient condition for the opposite inclusion
can be derived from the Theorem 3.2.1.

Theorem 2.6.4 Let Ai ∈ B(H,K), i = 1, 2, . . . , k, such that A1 + A2 + ... + Ak is
regular. The following conditions are equivalent:

(i) A1{1, 4}+ A2{1, 4}+ ...+ Ak{1, 4} ⊆ (A1 + A2 + ...+ Ak){1, 4},
(ii) AA∗EAi = 0, i = 1, 2, . . . , k, (

∑k
i=1A

†
i )AA

∗ = A∗, where A = A1 + A2 + ...+ Ak.

Theorem 2.6.5 Let Ai ∈ B(H,K), i = 1, 2, . . . , k, such that A1 + A2 + ... + Ak is
regular. The following conditions are equivalent:

(i) A1{1, 2, 3}+ A2{1, 2, 3}+ ...+ Ak{1, 2, 3} ⊆ (A1 + A2 + ...+ Ak){1, 2, 3},
(ii) A∗AFAi = 0, i = 1, 2, . . . , k, A∗A

∑k
i=1A

†
i = A∗,

∑k
i=1A

†
iFA = 0, and FAi = 0 or

AiA
†
iFA = 0 for every i ∈ {1, . . . k} where A = A1 + A2 + ...+ Ak.

Proof. (ii) ⇒ (i) : Suppose that (ii) holds. We need to prove that for arbitrary

A
(1,2,3)
i ∈ Ai{1, 2, 3}, i = 1, 2, . . . , k, it follows that A

(1,2,3)
1 + A

(1,2,3)
2 + ... + A

(1,2,3)
k ∈

A{1, 2, 3}. Thus, given any Vi ∈ B(K,H), i = 1, 2, . . . , k, we must show that

A∗A
( k∑

i=1

A†i +
k∑

i=1

FAiViAiA
†
i

)
= A∗, (2.116)

and

( k∑
i=1

A†i +
k∑

i=1

FAiViAiA
†
i

)
(I − AA†) = 0, (2.117)

which is satisfied by (ii).
(i) ⇒ (ii): If (i) holds, then for any Vi ∈ B(K,H), i = 1, 2, . . . , k, we have that

(2.116) and (2.117) hold. Specially, for Vi = 0, i = 1, 2, . . . , k, by (2.116) we get that
A∗A

∑k
i=1A

†
i = A∗ and by (2.117) we get that

∑k
i=1A

†
iFA = 0 . Similarly, if for any

i ∈ {1, 2, ..., k}, we take that Vi = FAi and that Vj = 0, j 6= i, by (2.116) we will get

that A∗AFAi = 0 and by (2.117) we will get that FAi = 0 or AiA
†
iFA = 0. Hence, (ii)

holds. �

Theorem 2.6.6 Let Ai ∈ B(H,K), i = 1, 2, . . . , k, such that A1 + A2 + ... + Ak is
regular. The following conditions are equivalent:

(i) A1{1, 2, 4}+ A2{1, 2, 4}+ ...+ Ak{1, 2, 4} ⊆ (A1 + A2 + ...+ Ak){1, 2, 4},
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(ii) AA∗EAi = 0, i = 1, 2, . . . , k, (
∑k

i=1A
†
i )AA

∗ = A∗, EA

∑k
i=1A

†
i = 0, and EAi = 0

or EAA
†
iAi = 0 for every i ∈ {1, . . . k} where A = A1 + A2 + ...+ Ak.

Proof. For arbitrary matrix A ∈ B(H,K) we have from (2.110) that B ∈ A{1, 2, 4} ⇔
B∗ ∈ A∗{1, 2, 3} , so it follows that (A{1, 2, 4})∗ = A∗{1, 2, 3}. Now, condition (i) is
equivalent to

(A1{1, 2, 4})∗ + ...+ (Ak{1, 2, 4})∗ ⊆ ((A1 + A2 + ...+ Ak){1, 2, 4})∗

⇔ A∗1{1, 2, 3}+ ...+ A∗k{1, 2, 3} ⊆ (A1 + A2 + ...+ Ak)∗{1, 2, 3}
⇔ A∗1{1, 2, 3}+ ...+ A∗k{1, 2, 3} ⊆ (A∗1 + A∗2 + ...+ A∗k){1, 2, 3}

which is from the Theorem 4.1.4 equivalent to

AA∗FA∗i
= 0, i = 1, 2, . . . , k, AA∗

k∑
i=1

(A∗i )
† = A,

k∑
i=1

(A∗i )
†FA∗ = 0,

FA∗i
= 0 or A∗i (A

∗
i )
†FA∗ = 0, for every i ∈ {1, . . . k}

(2.118)

where A = A1 +A2 + ...+Ak. Since FA∗ = EA and FA∗i
= EA, it is easy to see that

(2.118) is equivalent to (ii). �
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Re-nnd and Hermitian generalized
inverses

3.1 Hermitian generalized inverses

For complex matrix A ∈ Cn×m FA = I − A†A and EA = I − AA† stand for two
orthogonal projectors induced by A.

The Hermitian part of a matrix A ∈ Cn×n is defined by H(A) = 1
2
(A+ A∗).

Matrix A is Re-nnd (Re-nonegative definite) if H(A) ≥ 0. We will denote by

A
(i,j,...,k)
re a Re-nnd {i, j, . . . , k}-inverse of A. Set of all Re-nnd {i, j, . . . , k}-inverses

of A is denoted by Are{i, j, . . . , k}. By A
(i,j,...,k)
> we denote a nonnegative definite

{i, j, . . . , k}-inverse of A. A>{i, j, . . . , k} stands for the set of all nonnegative definite
{i, j, . . . , k}-inverses of A.

The motivation for the results presented in this chapter was the paper [59], where
some explicit conditions for the existence of the Hermitian {1, 3}, {1, 4}-inverses of a
matrix A are given. We will restate some results from [59]. Main theorems in [59] are
based on the following two results:

Theorem 3.1.1 [59] Let A ∈ Cm×n, B ∈ Cn×p and C ∈ Cp×q be given. The matrix
equation

AXB = C (3.1)

has a Hermitian solution if and only if the pair of matrix equations

AXB = C and B∗XA∗ = C∗

have a common solution. Provided a Hermitian solution exists, a representation of the
general Hermitian solution of (3.1) is of the form

XS =
X +X∗

2
, (3.2)

where X is the representation of the general common solution of (3.2).
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Theorem 3.1.2 [59] Let A ∈ Cm×n, B ∈ Cn×p and C ∈ Cp×q be given. The matrix
equation

AXB = C (3.3)

has a Hermitian least-squares solution if and only if the pair of matrix equations

AXB = C and B∗XA∗ = C∗

have a common least-squares solution. Provided a Hermitian solution exists, a repre-
sentation of the general Hermitian solution of (3.3) is of the form

XS =
X +X∗

2
, (3.4)

where X is the representation of the general common least-squares solution of (3.4).

In following theorems necessary and sufficient conditions for the existence of Hermitian
{1, 3}- and {1, 4}-inverses of a matrix A ∈ Cn×n and their representations are given.

Theorem 3.1.3 [59] Let A ∈ Cn×n. There exists Hermitian {1, 3}-inverse of A if and
only if

(A∗)2A = A∗A2, or AA†A∗A = A2.

In this case, the general Hermitian {1, 3}-inverse of A can be expressed as

A
(1,3)
h = A† + (A†)∗ − 1

2
A†(A+ A∗)(A†)∗ + FAHFA,

where H is an arbitrary Hermitian matrix over a complex field.

Theorem 3.1.4 [59] Let A ∈ Cn×n. There exists Hermitian {1, 4}-inverse of A if and
only if

A2A∗ = A(A∗)2, or AA∗A†A = A2.

In this case, the general Hermitian {1, 4}-inverse of A can be expressed as

A
(1,4)
h = A† + (A†)∗ − 1

2
(A†)∗(A+ A∗)A† + EAHEA,

where H is an arbitrary Hermitian matrix over a complex field.
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3.2 Re-nnd generalized inverses

In this section some results published in our paper [66] will be presented. We give
some necessary and sufficient conditions for the existence of Re-nnd and nonnegative
definite {1, 3} and {1, 4}-inverses of a matrix A ∈ Cn×n and completely describe these
sets. Also, we prove that the existence of nonnegative definite {1, 3}-inverse of a
matrix A is equivalent with the existence of its nonnegative definite {1, 2, 3}-inverse
and present the necessary and sufficient conditions for the existence of Re-nnd {1, 3, 4}-
inverse of A.

In the following theorem, we present some necessary and sufficient conditions for
the existence of Re-nnd {1, 3}-inverses of a matrix A ∈ Cn×n and completely described
the set Are{1, 3}.

Theorem 3.2.1 Let A ∈ Cn×n Then the following statements are equivalent:

(i) A
(1,3)
re exists;

(ii) (A†)2A is Re-nnd;

(iii) A2A† is Re-nnd;

(iv) A∗A2 is Re-nnd.

In this case, the set of all Re-nnd {1, 3}-inverses of A is given by

Are{1, 3} = {A† − (A†)∗ + ((A†)2A)∗ +
1

2
FAUU

∗FA + FAUJ
1
2

+FAV FA : U, V ∈ Cn×n, V = −V ∗},
(3.5)

where J = (A†)2A+
(
(A†)2A

)∗
.

Proof. Since arbitrary A
(1,3)
re is a solution of the equation AX = AA†, the equivalence

of (i) and (iii) follows by [Theorem 1, [42]]. Now, we will prove (ii)⇒ (iii)⇒ (iv)⇒
(ii).

(ii)⇒ (iii) : If (A†)2A is Re-nnd, then

A†A†A+ A†A(A†)∗ ≥ 0

⇒ AA†A†AA∗ + AA†A(A†)∗A∗ ≥ 0

⇒ AA†A∗ + A2A† ≥ 0

⇔ (A2A†)∗ + A2A† ≥ 0,

so it follows that A2A† is also Re-nnd.
(iii) ⇒ (iv) : If A2A† is Re-nnd then A2A† + AA†A∗ ≥ 0. Multiplying the last

inequality A∗ from the left and by A from the right, we get that A∗A2 + (A∗)2A ≥ 0,
so A∗A2 is Re-nnd.
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(iv)⇒ (ii) : Suppose that A∗A2 is Re-nnd. Then A∗A2 + (A∗)2A ≥ 0. Multiplying
the both sides of the last equality by A†(A†)∗, we get

A†(A†)∗A∗A2A†(A†)∗ + A†(A†)∗(A∗)2AA†(A†)∗

= ((A†)2A)∗ + (A†)2A ≥ 0,

so (A†)2A is Re-nnd.
To prove that the set of all Re-nnd {1, 3}-inverses of A is described by (3.5), suppose

that one of the conditions (i)-(iv) is satisfied. Observe that X ∈ Are{1, 3} if and only
if X = A† + (I − A†A)Y , for some Y ∈ Cn×n, such that

(I − A†A)Y +
(
(I − A†A)Y

)∗ ≥ −(A† + (A†)∗
)
. (3.6)

By Theorem 2.3 [89], we have that the general solution of (3.6) is given by

Y = −1

2
FA

(
A† + (A†)∗ −

(
FAU + J

1
2

)(
FAU + J

1
2

)∗)
(I + A†A)

+ V FA + A†AW,

where J = (A†)2A+
(
(A†)2A

)∗
and U, V,W ∈ Cn×n are arbitrary such that V = −V ∗.

Let T = J
1
2 . Since J = A†AJA†A = T 2 = A†AT 2A†A = (A†AT )2 and A†AT ≥ 0,

we get that T = A†AT = TA†A. So,

(I − A†A)Y = ((A†)2A)∗ − (A†)∗ +
1

2
(I − A†A)UU∗(I − A†A)

+ (I − A†A)UJ
1
2 + (I − A†A)V (I − A†A). �

Remark 1. It is interesting to remark that applying Theorem 2.3 [89], we can obtain
the different general form of the Re-nnd solutions of the equation AX = B in the case
when such solutions exist, than the one given in the recent literature. So, in 1992, Wu
[105] studied the real-positive definite solution of AX = B, and Wu and Cain [106], the
real-nonnegative solutions; Gross [42] gave a new derivation and a corrected version to
some of Wu and Cain’s results. He observed that any matrix of the form

X = A†B − (A†B)∗ + A†AB∗(A†)∗ + (I − A†A)Y (I − A†A),

for some Re-nd matrix Y ∈ Cn×n is a Re-nnd solution of the equation AX = B but
the general form of such inverses is not given in his paper. The similar problem was
considered in the paper of D.S. Cvetković-Ilić [21], where the general form of Re-nnd
solutions of the equation AXB = C is given but because of the complexity of that
form it is not so much applicable. As we know the set of all Re-nnd solutions of the
equation AX = B in the case of bounded operators and in the settings of strongly
*-reducing ring with involution was only described in the paper of Dajić et. al [30]. If
we apply Theorem 7.3 [30] to the matrix case, we get that in the case when a Re-nnd
solution of the equation AX = B exists, the set of all such solutions is described by
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X = X0 + FASA
∗(H(AB∗))†

(
H(AB∗)(A∗)† +

1

4
AS∗FA

)
+ FATFA

(3.7)

where S, T ∈ Cn×n, T ∈ Cn×n is Re-nnd and X0 = A†B − (A†B)∗ + A†A(A†B)∗ is
a particular real-positive solution.

Applying Theorem 2.3 [89] (similar as in the proof of Theorem 3.2.1), we obtain
that the general Re-nnd solution of the equation AX = B is given by

X = A†B − (I − A†A)(A†B)∗ +
1

2
(I − A†A)UU∗(I − A†A) +

(I − A†A)UJ
1
2 + (I − A†A)V (I − A†A),

(3.8)

where J = A†BA†A+(A†BA†A)∗ = 2A†AH(A†B)A†A, and U, V ∈ Cn×n are such that
V = −V ∗.

Remark that a general form of Re-nnd solution of the equation AX = B given by
(4.13) is different than the one given by (4.3). �

The following lemma will be useful in proving the necessary and sufficient conditions
for the existence of nonnegative definite {1, 3}-inverse of A.

Lemma 3.2.1 Let A ∈ Cn×n. If (A†)2A > 0 and N((A†)2A) = N(A), then

(A2A†)† = (A†)∗((A†)2A)†A†. (3.9)

Proof. To prove that the Moore-Penrose inverse of A2A† is given by (3.9), we will
check that the four Moore-Penrose equations are satisfied: Let X = (A†)∗((A†)2A)†A†.
Then,

A2A†XA2A† = A(A†)∗((A†)2A)†AA†

= AA†A(A†)∗((A†)2A)†AA†

= A((A†)2A)∗((A†)2A)†AA†

= AA†AAA†

= A2A†,

XA2A†X = (A†)∗((A†)2A)†A†A(A†)∗((A†)2A)†A†

= (A†)∗((A†)2A)†(A†)2A((A†)2A)†A†

= (A†)∗((A†)2A)†A†,

A2A†X = A(A†)∗((A†)2A)†A†

= AA†A(A†)∗((A†)2A)†A†

= A(A†)2A((A†)2A)†A† =

= AA†AA† =

= AA†,
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XA2A† = (AA†A†A((A†)2A)†A†)∗

= (A(A†)2A((A†)2A)†A†)∗ =

= (AA†AA†)∗ =

= AA†.�

Theorem 3.2.2 Let A ∈ Cn×n Then the following statements are equivalent:

(i) A
(1,3)
> exists;

(ii) (A†)2A > 0 and N((A†)2A) = N(A).
Furthermore, the set of all nonnegative definite {1, 3}-inverses of A is given by

A>{1, 3} = {(A2A†)† + FAWFA : W ∈ Cn×n,W > 0}. (3.10)

Proof. (i)⇒ (ii): Suppose that there exist A
(1,3)
> . By Theorem 3.2.1, it is represented

by

A
(1,3)
> = A† − (A†)∗ + ((A†)2A)∗ +

1

2
FAUU

∗FA + FAUJ
1
2 + FAV FA, (3.11)

where J = (A†)2A+
(
(A†)2A

)∗
, U, V ∈ Cn×n and V = −V ∗. Since A

(1,3)
> is Hemitian

it follows that

A† − (A†)∗ + A†A(A†)∗ +
1

2
FAUU

∗FA + FAUJ
1
2 + FAV FA

= (A†)∗ − A† + (A†)2A+
1

2
FAUU

∗FA + J
1
2U∗FA + FAV

∗FA,

i.e.

2A† − 2(A†)∗ + ((A†)2A)∗ − (A†)2A+ FAUJ
1
2

−J
1
2U∗FA + 2FAV FA = 0.

(3.12)

Multiplying the equation (3.12) by A†A from the left side, we get

2A† − ((A†)2A)∗ − (A†)2A− J
1
2U∗FA = 0. (3.13)

Now, multiplying the last equation by A†A from the right side, we get

(A†)2A = ((A†)2A)∗, (3.14)

which implies that (A†)2A > 0. By (3.13), we have

J
1
2U∗FA = 2A†FA. (3.15)

Since there exists U ∈ Cn×n such that (3.15) holds, using the fact that JJ† = (J
1
2 )(J

1
2 )†,

it follows that
JJ†A†FA = A†FA,
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i.e.
JJ†A† = A†, (3.16)

or equivalently
JJ† = A†A, (3.17)

from which follows

N(A) = N((2(A†)2A)†)) = N((2(A†)2A)∗) = N((A†)2A).

(ii) ⇒ (i): Suppose that (A†)2A > 0 and N((A†)2A) = N(A). By N((A†)2A) =
N(A), it follows that ((A†)2A)†((A†)2A) = A†A. Since (A†)2A is Hermitian, we have

((A†)2A)((A†)2A)† = ((A†)2A)†((A†)2A) = A†A,

which implies that

A(A†)∗((A†)2A)†A† = AA†A(A†)∗((A†)2A)†A†

= A((A†)2A)((A†)2A)†A†

= AA†AA† = AA†.

(3.18)

Now, it is easy to conclude that (A†)∗((A†)2A)†A† is a nonnegative definite {1, 3}-
inverse of A.

Now, suppose that one of the condition (i) − (ii) holds and prove that the set

A>{1, 3} is described by (3.10). Let A
(1,3)
> ∈ A>{1, 3} be arbitrary. Then A

(1,3)
> is given

by (3.11). Substituting (3.15) in (3.12), we get that FAV FA = 0, so

A
(1,3)
> = A† − (A†)∗ + (A†)2A+

1

2
FAUU

∗FA + FAUJ
1
2 . (3.19)

Now, substituting (3.15) in (3.19), we get

A
(1,3)
> = A† + (A†)∗ − (A†)2A+

1

2
FAUU

∗FA, (3.20)

where matrix U ∈ Cn×n satisfies the equation (3.15). In the part (ii) ⇒ (i) of the
proof, it is shown that condition (ii) implies JJ† = A†A. According to Theorem ??,
matrix U which satisfies (3.15) must be of the form

U = 2FA(A†)∗(J
1
2 )† + Y − FAY J

1
2 (J

1
2 )†,

for some Y ∈ Cn×n. Using that J
1
2 (J

1
2 )† = JJ† = A†A, we have that

FAUU
∗FA = 2FA(A†)∗((A†)2A)†A†FA + FAY (I − A†A)Y ∗FA =

2FA(A†)∗((A†)2A)†A† − 2FA(A†)∗ + FAY (I − A†A)Y ∗FA.

so
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A
(1,3)
> = A† + FA(A†)∗ + FA(A†)∗((A†)2A)†A† − FA(A†)∗

+
1

2
FAY (I − A†A)Y ∗FA

= A† + (A†)∗((A†)2A)†A† − ((A†)2A)∗((A†)2A)†A†

+
1

2
FAY (I − A†A)Y ∗FA

= A† + (A†)∗((A†)2A)†A† − A†AA† +
1

2
FAY (I − A†A)Y ∗FA

= (A†)∗((A†)2A)†A† +
1

2
FAY (I − A†A)Y ∗FA.

Using Lemma 3.2.1, we get that

A
(1,3)
> = (A2A†)† + FAZ(I − A†A)Z∗FA, (3.21)

for some Z ∈ Cn×n. Take W = (Z(I − A†A))(Z(I − A†A))∗ in (4.11), we have

A
(1,3)
> = (A2A†)† + FAWFA,

where W ∈ Cn×n is nonnegative definite, so

A>{1, 3} ⊆ {(A2A†)† + FAWFA,W ∈ Cn×n, W > 0}.

To prove the opposite inclusion, let S ∈ {(A2A†)†+FAWFA : W ∈ Cn×n, W > 0}
be arbitrary. Using Lemma 3.2.1, we have that

S = (A†)∗((A†)2A)†A† + FAWFA,

for some nonnegative definite W ∈ Cn×n. Obviously, S > 0. Using that

((A†)2A)((A†)2A)† = A†A,

we get

AS = A(A†)∗((A†)2A)†A† = AA†A(A†)∗((A†)2A)†A†

= A((A†)2A)((A†)2A)†A† = AA†,

so S ∈ A{1, 3}. Hence, S ∈ A>{1, 3} and

{(A2A†)† + FAWFA,W ∈ Cn×n, W > 0} ⊆ A>{1, 3}. �

Remark 2. Condition N((A†)2A) = N(A) in item (ii) of Theorem 4.1.1 can be
replaced with r(A) = r(A2). Suppose (A†)2A > 0 and N((A†)2A) = N(A). In order
to prove that r(A) = r(A2), it is sufficient to show that R(A∗) ∩ N(A∗) = {0}: Let
y ∈ R(A∗) ∩ N(A∗). Then A†y = 0 and y = A†Ay. Since (A†)2Ay = A†y = 0, we
have that Ay = 0, i.e. y = 0. Hence, r(A) = r(A2). Suppose now that (A†)2A > 0
and r(A) = r(A2). By r(A) = r(A2), it follows that R(A∗) ∩ N(A∗) = {0}, i.e.
R(A†A) ∩N(A†) = {0}. Now, it follows that N((A†)2A) = N(A†A) = N(A). �

In an analogous way, similar result can be provided by Theorem 2.3 [89] in the case
of {1, 4}-inverses
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Theorem 3.2.3 Let A ∈ Cn×n Then the following statements are equivalent:

(i) A
(1,4)
re exists;

(ii) A(A†)2 is Re-nnd;

(iii) A†A2 is Re-nnd;

(iv) A2A∗ is Re-nnd.

In this case, the set of all Re-nnd {1, 4}-inverses of A is given by

Are{1, 4} = {A† − (A†)∗ + (A(A†)2)∗ +
1

2
EAUU

∗EA

+K
1
2U∗EA + EAV EA : U, V ∈ Cn×n, V = −V ∗},

(3.22)

where K = A(A†)2 +
(
A(A†)2

)∗
.

Theorem 3.2.4 Let A ∈ Cn×n Then the following statements are equivalent:

(i) A
(1,4)
> exists;

(ii) A(A†)2 > 0 and R(A) = R(A(A†)2)
Furthermore, the set of all nonnegative definite {1, 4}-inverses of A is given by

A>{1, 4} = {(A†A2)† + EAWEA : W ∈ Cn×n,W > 0}.

Remark 3. It is easy to see that A
(1,3)
> exists if and only if A

(1,2,3)
> exists. If A

(1,3)
>

exists, then according to Theorem 4.1.1, (A2A†)† is nonnegative-definite {1,3}-inverse
of A. Using Lemma 3.2.1, (A2A†)† is also {2}-inverse of A since

(A2A†)†A(A2A†)†

= (A†)∗((A†)2A)†A†AA†

= (A†)∗((A†)2A)†A†

= (A2A†)†.

In an analogous way it can be proved that A
(1,4)
> exists if and only if A

(1,2,4)
> exists. �

In the next theorem, we present the necessary and sufficient conditions for the
existence of Re-nnd {1, 3, 4}-inverse of A.

Theorem 3.2.5 Let A ∈ Cn×n. Then the following statements are equivalent:

(i) A
(1,3,4)
re exists.

(ii) A∗A2 is Re-nnd and (I − AA†)(A∗)2(I − ((I − AA†)A∗)†A∗) = 0.

Proof. (i)⇔ (ii): A
(1,3,4)
re exists if and only if the system of the matrix equations

A∗AX = A∗ XAA∗ = A∗
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has a common Re-nnd solution. According to [Theorem 2.1, [109]], this is satisfied if
and only if A∗A2 is Re-nnd and

r

 A∗AA∗A 0 A∗A2 + (A∗)2A
A∗A A∗ A

0 AA∗ −A∗A

 = r(A) + r

(
AA∗ A∗A
A∗AA∗ (A∗)2A

)
. (3.23)

Since

r

 A∗AA∗A 0 A∗A2 + (A∗)2A
A∗A A∗ A

0 AA∗ −A∗A

 = r

 0 −A∗AA∗ (A∗)2A
A∗A A∗ A

0 AA∗ −A∗A


= r

 0 0 0
A∗A A∗ A

0 AA∗ −A∗A

 = r

(
A∗A A∗ A

0 AA∗ −A∗A

)

= r

(
0 A∗ A

−AA∗A AA∗ −A∗A

)
= r

(
0 A∗ A

−AA∗A 0 −A∗A

)
= r

(
0 A∗ A

AA∗A 0 A∗A

)
= r

(
0 A∗A AA∗A
A∗ A 0

)
So (3.23) is satisfied if and only if

r

(
0 A∗A AA∗A
A∗ A 0

)
= r(A) + r

(
AA∗ A∗A

)
. (3.24)

From the Theorem 19 [62], we have

r

(
0 X
Y S

)
= r(S) + r(U) + r(V ) + r(W ), (3.25)

where W = (I − UU−)XS−Y (I − V −V ), U = X(I − S−S) and V = (I − SS−)Y , for
some arbitrary but fixed inner inverses U−, S− and V − of U, S, V , respectively. Let
X =

(
A∗A AA∗A

)
, Y = A∗ and S =

(
A 0

)
. Since

U =
(
A∗A AA∗A

)
(I −

(
A†

0

)(
A 0

)
)

=
(
A∗A AA∗A

)( I − A†A 0
0 I

)
=
(

0 AA∗A
)
,

V = (I −
(
A 0

)( A†

0

)
)A∗ = EAA

∗,

W = (I −
(

0 AA∗A
)( 0

(AA∗A)†

)
)
(
A∗A AA∗A

)( A†

0

)
A∗(I − V −V )

= EA(A∗)2(I − (EAA
∗)†A∗),

by (3.25), we get

69
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r

(
0 A∗A AA∗A
A∗ A 0

)
= r(A) + r(AA∗A) + r(EAA

∗)

+ r(EA(A∗)2(I − (EAA
∗)†A∗))

= 2r(A) + r(EAA
∗) + r(EA(A∗)2(I − (EAA

∗)†A∗)).

(3.26)

Using Theorem 19 [62] we have

r
(
AA∗ A∗A

)
= r(AA∗) + r((I − AA∗(AA∗)†)A∗A)

= r(A) + r(EAA
∗A).

(3.27)

Now, from (3.26) and (3.27) it follows that (3.24) is equivalent to

EA(A∗)2(I − (EAA
∗)†A∗) = 0.�
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Special Schur complement

The idea of the Schur complement goes back to Sylvester in 1851, while the term
Schur complement was introduced by E. Haynsworth [46]. In the beginning, Schur
complements were used in the theory of matrices.

Let

M =

[
A B
C D

]
∈ C(n+m)×(n+k), (4.1)

where A ∈ Cn×n is nonsingular. The Schur complement of A in M is the matrix

S = D − CA−1B. (4.2)

M.G. Krein [53] and W.N. Anderson and G.E. Trapp [1] extended the notion of
Schur complements of matrices to shorted operators in Hilbert spaces. Trapp defined
the generalized Schur complement by replacing the ordinary inverse A−1 with the
generalized inverse. Thei importance of the study of the Schur complement lies in
the wide range of its applications. Beside matrix theory, it plays an important role in
electric network theory, multivariate statistics and some other fields [16, 71, 17, 2, 3].
Also there are many papers that deal with Schur complement from theoretical aspect
[32, 29, 18, 25, 56, 81, 22].

Let H and K be complex Hilbert spaces. In this chapter we introduce and study a
Schur complement of operators on Hilbert spaces. We will consider the inverse of the
special Schur complement CD−1B, where B ∈ B(K,H), C ∈ B(H,K) and D ∈ B(H)
are such operators that CD−1B is invertibile. We will show that there always exist
operators X and Y which belong to some special classes of generalized inverses of B
and C respectively, such that (CD−1B)−1 = XDY . We will give explicit expressions
for such X and Y and present the inverse of CD−1B in terms of C,B,D and generalized
inverses of B and C. Also, we will consider the special case when B ∈ B(K,H) and
D ∈ B(H) is a positive and invertible operator such that B∗D−1B is invertible because
of it importance in some problems of Electrical Engeneering. Some results from the
paper of Xiong and Qin [108] are generalized to the operator case.
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Chapter 4. Special Schur complement

4.1 Inverse of a special Schur complement

In the next theorem, we will show that the inverse of CD−1B can be represented
by

(CD−1B)−1 = XDY,

where X ∈ B{1} and Y ∈ C{1}.

Theorem 4.1.1 Let D ∈ B(H) be invertible and let C ∈ B(H,K) and B ∈ B(K,H)
be such that CD−1B is invertible. There exist B(1) ∈ B{1} and C(1) ∈ C{1} such that

(CD−1B)−1 = B(1)DC(1). (4.3)

Proof. Using the appropriate decompositions of the spaces H and K, we can decom-
pose operators C and B as follows:

C =

[
C1 0
0 0

]
:

[
R(C∗)
N (C)

]
→
[
K
{0}

]
(4.4)

and

B =

[
B1 0
0 0

]
:

[
K
{0}

]
→
[
R(B)
N (B∗)

]
, (4.5)

where B1 and C1 are invertible. In that case arbitrary C(1) ∈ C{1} and B(1) ∈ B{1}
are represented by

C(1) =

[
C−11 C2

C3 C4

]
:

[
K
{0}

]
→
[
R(C∗)
N (C)

]
(4.6)

and

B(1) =

[
B−11 B2

B3 B4

]
:

[
R(B)
N (B∗)

]
→
[
K
{0}

]
, (4.7)

for some operators Ci, Bi, i = 2, 4 which are defined on the corresponding subspaces.
Let D be given by

D =

[
D1 D2

D3 D4

]
:

[
R(C∗)
N (C)

]
→
[
R(B)
N (B∗)

]
(4.8)

and D−1 by

D−1 =

[
W1 W2

W3 W4

]
:

[
R(B)
N (B∗)

]
→
[
R(C∗)
N (C)

]
, (4.9)

where Wi, i = 1, 4 satisfy the following equations

D1W1 +D2W3 = I, D1W2 +D2W4 = 0, D3W1 +D4W3 = 0,

D3W2 +D4W4 = I, W1D1 +W2D3 = I, W1D2 +W2D4 = 0,

W3D1 +W4D3 = 0, W3D2 +W4D4 = I.

(4.10)
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Now, it follows that

CD−1BB(1)DC(1)

= C

[
W1 W2

W3 W4

] [
I B1B2

0 0

] [
D1 D2

D3 D4

]
C(1)

= C

[
W1 W2

W3 W4

] [
D1 +B1B2D3 D2 +B1B2D4

0 0

]
C(1)

=

[
C1 0
0 0

] [
W1(D1 +B1B2D3) W1(D2 +B1B2D4)
W3(D1 +B1B2D3) W3(D2 +B1B2D4)

] [
C−11 C2

C3 C4

]
=

[
S T
0 0

]
:

[
K
{0}

]
→
[
K
{0}

]
,

where S = C1W1(D1 + B1B2D3)C
−1
1 + C1W1(D2 + B1B2D4)C3 and T = C1W1(D1 +

B1B2D3)C2 + C1W1(D2 +B1B2D4)C4.
Hence, B(1)DC(1) = (CD−1B)−1 if and only if S = I i.e.

C1W1(D1 +B1B2D3)C
−1
1 + C1W1(D2 +B1B2D4)C3 = I. (4.11)

Since CD−1B is invertible and

CD−1B =

[
C1 0
0 0

] [
W1 W2

W3 W2

] [
B1 0
0 0

]
= C1W1B1, (4.12)

it follows that W1 : R(B) → R(C∗) is invertible. Using (4.10), it is obvious that

(4.11) is satisfied for C3 = 0 and B2 = B−11 W−1
1 W2. So for C(1) =

[
C−11 C2

0 C4

]
and

B(1) =

[
B−11 B−11 W−1

1 W2

B3 B4

]
, where C2, C4, B3, B4 are arbitrary, we have that (4.3)

is satisfied. �
In the following result, we present the inverse of CD−1B as

(CD−1B)−1 = XDY,

where X ∈ B{1, 2} and Y ∈ C{1, 2}.

Theorem 4.1.2 Let D ∈ B(H) be invertible and let C ∈ B(H,K) and B ∈ B(K,H)
be such that CD−1B is invertible. There exist B(1,2) ∈ B{1, 2} and C(1,2) ∈ C{1, 2}
such that

(CD−1B)−1 = B(1,2)DC(1,2). (4.13)

Proof. Suppose that operators B, C, D and D−1 are given as in the proof of Theorem
4.1.1. In that case, arbitrary B(1,2) ∈ B{1, 2} and C(1,2) ∈ C{1, 2} are represented by

B(1,2) =

[
B−11 B2

B3 B3B1B2

]
:

[
R(B)
N (B∗)

]
→
[
K
{0}

]
(4.14)
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and

C(1,2) =

[
C−11 C2

C3 C3C1C2

]
:

[
K
{0}

]
→
[
R(C∗)
N (C)

]
, (4.15)

whereBi and Ci are arbitrary linear bounded operators on the corresponding subspaces.
Now, it follows that

CD−1BB(1,2)DC(1,2) = C

[
W1 W2

W3 W4

] [
I B1B2

0 0

] [
D1 D2

D3 D4

]
C(1,2)

=

[
S T
0 0

]
:

[
K
{0}

]
→
[
K
{0}

]
,

where S = C1W1(D1 + B1B2D3)C
−1
1 + C1W1(D2 + B1B2D4)C3 and T = C1W1(D1 +

B1B2D3)C2 + C1W1(D2 +B1B2D4)C3C1C2.

Let C3 = 0 and B2 = B−11 W−1
1 W2. Then for C(1,2) =

[
C−11 C2

0 0

]
and B(1,2) =[

B−11 B−11 W−1
1 W2

B3 B3W
−1
1 W2

]
, where C2, B3 are arbitrary, we have that (4.13) holds. �

The case when X and Y belong to the classes of {1, 3}-inverses of B and C respec-
tively, will be consider in the next result:

Theorem 4.1.3 Let D ∈ B(H) be invertible and let C ∈ B(H,K) and B ∈ B(K,H)
be such that CD−1B is invertible. There exist B(1,3) ∈ B{1, 3} and C(1,3) ∈ C{1, 3}
such that

(CD−1B)−1 = B(1,3)DC(1,3). (4.16)

Proof. Suppose that B, C, D and D−1 are given as in the proof of Theorem 4.1.1.
Arbitrary B(1,3) ∈ B{1, 3} and C(1,3) ∈ C{1, 3} are represented by

B(1,3) =

[
B−11 0
B3 B4

]
:

[
R(B)
N (B∗)

]
→
[
K
{0}

]
and

C(1,3) =

[
C−11 0
C3 C4

]
:

[
K
{0}

]
→
[
R(C∗)
N (C)

]
for some Bi and Ci, i = 3, 4. Now,

CD−1BB(1,3)DC(1,3) = C

[
W1 W2

W3 W4

] [
I 0
0 0

] [
D1 D2

D3 D4

]
C(1,3)

=

[
S T
0 0

]
:

[
K
{0}

]
→
[
K
{0}

]
,

where S = C1W1D1C
−1
1 + C1W1D2C3 and T = C1W1D2C4.
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Now, we can conclude that there exist B(1,3) ∈ B{1, 3} and C(1,3) ∈ C{1, 3} such that
(CD−1B)−1 = B(1,3)DC(1,3) if and only if there exists C3 : K → N (C) such that

C1W1D1C
−1
1 + C1W1D2C3 = I. (4.17)

Since C1 is invertible, (4.17) is equivalent to

W1D2C3C1 = I −W1D1. (4.18)

Using (10) and (11) we get that (4.18) is equivalent to

−W2D4C3C1 = W2D3. (4.19)

Since by (4.12) we have that W1 is invertible, multiplying the third equation from
(4.10) by W2 from the left and by W−1

1 from the right we get W2D3 = −W2D4W3W
−1
1 ,

which implies that (4.19) is satisfied for C3 = W3W
−1
1 C−11 . �

Theorem 4.1.4 Let D ∈ B(H) be invertible and let C ∈ B(H,K) and B ∈ B(K,H) be
such that CD−1B is invertible. There exist B(1,2,3) ∈ B{1, 2, 3} and C(1,2,3) ∈ C{1, 2, 3}
such that

(CD−1B)−1 = B(1,2,3)DC(1,2,3). (4.20)

Proof. Suppose that B, C, D and D−1 are given as in the proof of Theorem 4.1.1.
Arbitrary B(1,2,3) ∈ B{1, 2, 3} and C(1,2,3) ∈ C{1, 2, 3} are given by

B(1,2,3) =

[
B−11 0
B3 0

]
:

[
R(B∗)
N (B)

]
→
[
K
{0}

]
and

C(1,2,3) =

[
C−11 0
C3 0

]
:

[
K
{0}

]
→
[
R(C∗)
N (C)

]
,

for some B3 and C3. Now,

CD−1BB(1,2,3)DC(1,2,3) = C1W1D1C
−1
1 + C1W1D2C3 : K → K

Hence, there exist B(1,2,3) ∈ B{1, 2, 3} and C(1,2,3) ∈ C{1, 2, 3} such that (4.20) holds
if and only if there exists C3 : K → N (C) such that

C1W1D1C
−1
1 + C1W1D2C3 = I, (4.21)

which is equivalent with (4.19). So, the existence of such C3 follows as in the proof of
the Theorem 4.1.3. �

Remark 1. It is evident that Theorem 4.1.4 implies the validity of the Theorems
4.1.2 and 4.1.3. Beside that, we give the proofs of that theorems since from their proofs
we can obtain the explicit forms for the generalized inverses of B and C which satisfy
the appropriate formulas.
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2. From the proofs of Theorem 4.1.3 and Theorem 4.1.4, we conclude that both
formulas (4.16) and (4.20) holds for any B(1,3) and B(1,2,3), respectively, while C(1,3)

and C(1,2,3) can not be arbitrary.
3. Taking adjoint, the similar results can be obtain in the case of {1, 4} and

{1, 2, 4}-inverses.

Now, we will give some other explicit representations for the inverse of CD−1B in
terms of the Moore-Penrose inverses of the operators B and C.

Theorem 4.1.5 Let D ∈ B(H) be invertible and let C ∈ B(H,K) and B ∈ B(K,H)
be such that CD−1B is invertible. Then

(CD−1B)−1 = B†D(C† + (I − C†C)D−1M †C†), (4.22)

where M = C†CD−1BB†.

Proof. Suppose that B, C, D and D−1 are given as in the proof of Theorem 4.1.1.
Since R(M) = C†R(CD−1BB†) = C†R(CD−1B) = C†(Y ) = R(C∗), it follows that
R(M) is closed, so there exists M † ∈ B(H). Since

M =

[
W1 0
0 0

]
:

[
R(B)
N (B∗)

]
→
[
R(C∗)
N (C)

]
,

and R(M) = R(C∗), N(M) = N(B∗), we conclude that W1 is invertible and

M † =

[
W−1

1 0
0 0

]
:

[
R(C∗)
N (C)

]
→
[
R(B)
N (B∗)

]
. (4.23)

Now,

B†D(C† + (I − C†C)D−1M †C†)

= B†DC† +B†D(I − C†C)D−1(C†CD−1BB†)†C†

=

[
B−11 D1C

−1
1 0

0 0

]
+

[
B−11 D1 B−11 D2

0 0

] [
0 0
0 I

] [
W1 W2

W3 W4

] [
W−1

1 0
0 0

] [
C−11 0

0 0

]
=

[
B−11 D1C

−1
1 0

0 0

]
+

[
B−11 D2W3W

−1
1 C−11 0

0 0

]
= B−11 D1C

−1
1 +B−11 D2W3W

−1
1 C−11 .

Using (10) and (4.12) we get

B†D(C† + (I − C†C)D−1M †C†)

= B−11 (D1W1 +D2W3)W
−1
1 C−11

= B−11 W−1
1 C−11

= (CD−1B)−1.�

Taking adjoints in Theorem 3.1, we immediately get the following expression for
(CD−1B)−1:
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Theorem 4.1.6 Let D ∈ B(H) be invertible. Let C ∈ B(H,K) and B ∈ B(K,H) be
such that CD−1B is invertible. Then

(CD−1B)−1 = (B† +B†M †D−1(I −BB†))DC†,

where M = C†CD−1BB†.

Remark 1. Notice that in Theorem 4.1.5, we have that C†+(I−C†C)D−1M †C† ∈
C{1, 2, 3} while in Theorem 4.1.6 B† +B†M †D−1(I −BB†) ∈ B{1, 2, 4}.

Finally, we get a representation of (CD−1B)−1 in the form of B†M †C†.

Theorem 4.1.7 Let D ∈ B(H) be invertible and let C ∈ B(H,K) and B ∈ B(K,H)
be such that CD−1B is invertible. Then

(CD−1B)−1 = B†M †C†,

where M = C†CD−1BB†.

Proof. Since R(C†CD−1BB†) = R(C∗) and R(C) = K, we have

CD−1B(B†M †C†) = CD−1BB†(C†CD−1BB†)†C†

= C(C†CD−1BB†)(C†CD−1BB†)†C†

= CPR(C†CD−1BB†)C
†

= CPR(C∗)C
†

= CC†CC†

= CC†

= I. �
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[23] D.S. Cvetković-Ilić, R. Harte, Reverse order laws in C*-algebras, Linear Algebra
Appl. 434(5) (2011), 1388–1394.
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[28] D.S. Cvetković-Ilić, V. Pavlović, A comment on some recent results concerning
the reverse order law for {1, 3, 4}-inverses, App. Math. Comput., 217, (2010),
105–109.

79



Bibliography
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[34] D.S. Djordjević, Further results on the reverse order law for generalized inverses,
SIAM J. Matrix Anal. Appl. 29 (4)(2007), 1242–1246.
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[50] J.J. Koliha, V. Rakočević, Invertibility of the difference of idempotents, Linear
Multilinear Algebra, 51 (2003), 97–110.
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[72] J.N. Radenković, Reverese order law for multiple operator product, submitted
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7. J. Nikolov Radenković, Some additive and multiplicative results for generalized
inverses, Filomat, (accepted). (M21)
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I4sjanryjeu 4a je 4orcropcKa Ar4cepraqzja, nog HacJroBoM

Ilceydouueepsut u 3aKoH odpnymoe pedocneda sa r4amput4e u onepamope
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