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Predgovor

Linearno rasporedivanje elemenata predstavlja slozen problem koji se javlja u raz-
licitim oblastima. Efikasno resavanje ovog problema ima Siroku primenu - od svakod-
nevnih scenarija do tehnickih i industrijskih oblasti. Odredeni problemi mogu se ne-
posredno posmatrati kao problem linearnog rasporedivanja elemenata, cesto se javlja
kao sastavni deo slozenijih zadataka, a pojedini viSedimenzionalni problemi u osnovi
se svode upravo na njega.

Ipak, u dosadasnjoj literaturi, ovaj problem se najceS¢e posmatra posredno - u
okviru specificnih domena - bez njegovog jasnog izdvajanja i formalnog definisanja kao
posebnog istrazivackog zadatka.

U ovoj disertaciji, problem linearnog rasporedivanja korelisanih elemenata prvi put
je formalno definisan kao izdvojena kategorija problema. Time se omogucava genericki
pristup: svi problemi koji se mogu predstaviti kroz ovu definiciju mogu se resavati jedin-
stvenim algoritmima, umesto da se za svaki domen razvija posebno resenje. Pored toga,
testiranjem na ovom zadatku moze se ste¢i dublje razumevanje osnovnih sposobnosti i
ogranicenja modela koji su razvijeni za resavanje slozenijih problema.

Za resavanje problema generisanja linearnog rasporeda korelisanih elemenata ra-
zvijen je genericki LinLayCNN metod baziran na konvolucionim neuronskim mrezama
(engl. Convolutional neural network, CNN), imajuéi u vidu njihovu potvrdenu efika-
snost u zadacima vizuelne obrade podataka. Pristup se odlikuje inovativnhom arhitek-
turom ulaznog i izlaznog sloja, kojom se prostor predstavlja kroz visekanalne binarne
nizove, Ssto omogucava rad sa preciznim geometrijskim dimenzijama i ucenje na ogra-
nicenim skupovima podataka.

Uobicajena praksa u istrazivanjima jeste da se metode testiraju isklju¢ivo na ciljnim
problemima za koje su razvijene, bez evaluacije njihovih sposobnosti na elementarnim
zadacima. Cak i radovi koji pokusavaju da ocene opste vizuelne sposobnosti modela ko-
riste kompleksne zadatke, Sto moze prikriti njihove osnovne slabosti. U ovoj disertaciji
sistematski je kreiran LinSpaRes skup podataka za evaluaciju modela na elementarnim
zadacima prostornog rezonovanja, sa ciljem da se omoguéi procena fundamentalnih
prostornih sposobnosti - na primer, da li model zna sta je ,levo” ili ,,desno”.

Na skupu podataka LinSpaRes sprovedena je analiza performansi standardnih CNN
modela sa plitkom arhitekturom, kako bi se ispitala njihova sposobnost resavanja osnov-
nih zadataka prostornog rezonovanja. Ovakva analiza dala je uvid u to koje prostorne
relacije modeli uspesno savladavaju, gde nailaze na poteskoce i kako se njihova efi-
kasnost menja u uslovima ogranicene koli¢ine podataka - ¢ime je delimi¢no ,razbije-
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na” crna kutija (engl. black box) neuronskih mreza u kontekstu razumevanja prostora.
Takode, predlozeni pristup kodiranja ulaza i izlaza kod LinlayCNN metoda pokazao se
uspesnijim u poredenju sa postoje¢im pristupima.

Kako bi se pokazala opsta primenljivost metoda, testiran je na dva konkretna pro-
blema iz potpuno razli¢itih oblasti: arhitekture i pcelarstva. U oblasti arhitekture raz-
matran je problem generisanja rasporeda linearnih kuhinja. Kako za ovaj problem ne
postoje javno dostupni skupovi podataka, razvijen je novi skup podataka u saradnji
sa strucnjacima iz razli¢itih oblasti - LinKitLay. Na ovom skupu testirani su razliciti
pristupi, a metod LinLayCNN pokazao je najbolje performanse. U perceptualnim stu-
dijama, alat baziran na ovom metodu prepoznat je kao posebno koristan u praktiénoj
primeni.

Potencijal vestacke inteligencije (engl. Artificial Intelligence, Al) u oblasti pcelarstva
je izuzetan - naroc¢ito u kontekstu klimatskih promena, koje narusavaju ustaljene obra-
sce i ¢ine tradicionalne pcelarske prakse sve manje pouzdanim. Glavni izazov u primeni
vestacke inteligencije je nedostatak kvalitetnih skupova podataka, jer je potrebno po-
datke prikupljati dugorocno, na vise lokacija i uz jasno belezenje konteksta (anotiranje).
U okviru ove teze analizirani su dostupni skupovi podataka, identifikovane su njihove
specificnosti i izvrsena je funkcionalna podela kako bi se omogudila njihova maksimal-
na iskoristivost u budué¢im istrazivanjima. DefiniSe se i razmatra prakti¢no znacajan
problem - predvidanje da li ¢e tezina koSnice rasti u narednim danima. Predlozeni
LinLayCNN metod testiran je uz standardne algoritme i pokazao je konkurentne per-
formanse, cak i pri ograni¢enoj koli¢ini podataka.

Struktura disertacije

Disertacija obuhvata rezultate objavljenih nau¢nih radova. U nastavku je dat kratak
pregled sadrzaja pojedinacnih poglavlja.

Poglavlje 1: uvode se osnovni termini vezani za linearno rasporedivanje elemenata,
definise se sam problem i ukazuje se na kljucne izazove u njegovom resavanju.

Poglavlje 2: sadrzi matematicku formulaciju problema linearnog rasporedivanja ko-
relisanih elemenata. U poglavlju je opisan LinLayCNN metod zasnovan na konvoluci-
onim neuronskim mrezama za resSavanje ovog problema.

Poglavlje 3: daje pregled problema prostornog rezonovanja. U poglavlju se definise
LinSpaRes skup podataka koji se sastoji od linearnih rasporeda elemenata i sadrzi
jasno definisane prostorne relacije. Definisane su i metrike za evaluaciju performansi.

Poglavlje 4: fokus je na analizi performansi i sposobnosti postornog rezonovanja pre-
dlozenog metoda na LinSpaRes skupu podataka. Metod se uporeduje sa postoje¢im pri-
stupima, uz analizu njegove skalabilnosti i potencijalnoj primeni u visedimenzionalnim
prostorima.

Poglavlja 2, 3 i 4 zasnovana su na radu:

e Jelena Peji¢, Marko Petkovié¢ i Sandra Klinge. ,,Exploring spatial reasoning per-
formances of CNN on linear layout dataset.”U: Machine Learning: Science and
Technology 5.4 (2024.), str. 045056.
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Poglavlje 5: prikazana je primena metoda na zadatku generisanja linearnog raspo-
reda kuhinjskih elemenata. Definisan je novi skup podataka - LinKitLay, razvijeni su
i testirani razlic¢iti algoritmi, kao i alat za anotaciju i prakticnu primenu. Takode su
sprovedene perceptualne studije sa strucnjacima iz razli¢itih oblasti.

Ovo poglavlje je zasnovano na radovima:

e Jelena Peji¢ i Petar Peji¢. |, Linear kitchen layout design via machine learning.”
U: AI EDAM 36 (2022.), str. €9.

e Petar Peji¢, Miodrag Miki¢ i Jelena Milovanovi¢. ,,Automatic Rule-Based Kitchen
Layout Design.”U: PaKSoM 2019 (2019.), str. 199.

Poglavlje 6: ispituje se primenljivost metode u domenu pcelarstva, konkretno na
problemu predikcije rasta tezine kosnice. Opisan je sam problem, analizirani su dostupni
skupovi podataka, a performanse predlozenog metoda uporedene su sa standardnim
pristupima.

Poglavlje je zasnovano na radu:

e Jelena Peji¢, Mihajlo Milovanovié¢, Aca Bozilov i Petar Peji¢. | Impact of the
precision beekeeping on the living environment”. U: Facta Universitatis, Series:
Working and Living Environmental Protection (2022.), str. 049 — 061.
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Glava 1

Uvod

1.1 Raspored korelisanih elemenata

Rasporedivanje korelisanih elemenata je kompleksan zadatak koji se javlja u broj-
nim oblastima, od svakodnevnih aktivnosti do tehnickih i industrijskih primena [1].
Moze se objasniti kao proces pozicioniranja razlicitih elemenata (masina, opreme, na-
mestaja itd.) u skladu sa specificnim kriterijumima i odredenim ogranic¢enjima. Kreira-
nje efikasnog rasporeda zahteva temeljno sagledavanje i precizno uskladivanje slozenih
i meduzavisnih odnosa izmedu svih komponenti [2].

Termin ,raspored korelisanih elemenata“ u ovoj disertaciji koristi se kao prevod
siroko koris¢enog termina u engleskom jeziku Layout design, ¢iji bi bukvalni prevod bio
,,dizajniranje rasporeda”’. Ovakvim prevodom naglasava se vaznost medusobne zavi-
snosti i povezanosti elemenata unutar rasporeda. Termin ,,dizajn” cesto se povezuje pr-
venstveno sa estetskim aspektima, dok funkcionalni i tehnicki aspekti ponekad ostaju u
senci ili se zanemaruju. Da bi dizajn bio uspesan, vazno je da obuhvati i tehnicke i funk-
cionalne zahteve, uz estetiku, kako bi se postigao optimalan rezultat. Medu razli¢itim
dizajnerskim problemima, dizajniranje rasporeda tj. generisanje rasporeda korelisanih
elemenata je posebno izazovan problem, pre svega zbog slozenosti u identifikaciji skupa
relevantnih dizajnerskih promenljivih koje definisu raspored [3]. Na primer, obrasci u
prirodi kao $to su formacije ptica u letu [4, 5], strukture ribljih jata [6], struktura sa¢a
[7] itd. mogu se posmatrati kao problemi dizajniranja resporeda koji obuhvataju sirok
spektar dizajnerskih ciljeva [8]. Ovi prirodni obrasci i ritmovi ve¢ decenijama predsta-
vljaju predmet istrazivanja i sluze kao izvor inspiracije za tehnoloski razvoj, dizajn i
unapredenje kvaliteta zivota [9].

Od grafickih do mehanickih sistema, zadatak rasporedivanja elemenata javlja se kao
univerzalan izazov u razli¢itim oblastima primene [10]. Na primer, planiranje rasporeda
na ¢ipovima je klju¢an korak u dizajnu integrisanih kola [11]. Rasporedivanje parking
mesta igra kljuénu ulogu u planiranju funkcionalnih i efikasnih urbanih sredina [12],
automatsko kreiranje rasporeda nivoa u video igrama Stedi novac i vreme [13], opti-
malan raspored sedenja je bio obavezan u vreme korona virusa [14, 15]. Rasporedi su
kljuéni za efikasnu komunikaciju i usmeravanje vizuelne paznje. Od novinskih ¢lanaka,
preko ¢asopisa, akademskih rukopisa, web sajtova, pa do raznih drugih dokumenata,
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raspored vizuelnih elemenata igra kljuénu ulogu u oblikovanju sadrzaja i dobija najveéu
urednicku paznju [16].

Planiranje rasporeda objekata, koji podrazumeva optimalno pozicioniranje eleme-
nata u prostoru s ciljem postizanja maksimalne efikasnosti u koriséenju resursa tokom
proizvodnje, ubraja se medu najstarije zadatke industrijskog inzenjerstva [17]. Odluke
o rasporedu direktno uti¢e na nivoe proizvodnje, efikasnost [18], pa ¢ak i na profitabil-
nost kompanije [19]. Takode, ima kljuénu ulogu u razvoju slozenih elektromehanickih
proizvoda [20], poveéanju proizvodnje energije [21], smanjenju troskova izgradnje [22]
i smanjenju potrosnje resursa [23]. Problemi rasporedivanja prisutni su i u brojnim
drugim kontekstima - od biblioteka i bolnica [24], preko dodele opreme i organizacije
radionica, do planiranja novih proizvodnih postrojenja - i svi oni spadaju u domen
dizajna rasporeda [25]

Generisanje efikasnog rasporeda elemenata klju¢no je za kreiranje virtuelnih okruzenja
[26], koja imaju znacajnu primenu u industriji video igara, filmskoj industriji, pa ¢ak i
kod simulatora za obuku autonomnih vozila [27]. Sa porastom popularnosti virtuelne
i proSirene realnosti, robotike, sistema nadzora i pametnih kuca, raste i potreba za
trodimenzionalnim modelima zatvorenih prostora (engl. indoor environments) [28], pri
¢emu zadaci rasporedivanja objekata - poput postavljanja namestaja i uredaja unutar
prostorija - postaju sve znacajniji [29].

1.2 Linearni raspored korelisanih elemenata

Generisanje linearnih (jednodimenzionalnih (1D)) rasporeda bavi se postavljanjem
elemenata u jednodimenzionalni prostor. Ova oblast obuhvata probleme poput planira-
nja rada jedne masine [30], alokacije prostora u jednom redu (engl. Single row facility
layout), pakovanja i se¢enja materijala u jednoj dimenziji [31, 32, 33]. Linearni ra-
sporedi, takode, predstavljaju deo visedimenzionalnih rasporeda koji ¢esto zahtevaju
poseban pristup. Na primer, kuhinje na jednom zidu ili police prepoznaju se kao speci-
ficni problemi u kreiranju unutrasnjih scena (engl. indoor scenes) [34, 27, 35]. S druge
strane, predstavljanje objekata kroz osnovne geometrijske forme unutar jedne dimenzije
pojednostavljuje prikaz i resavanje slozenih visedimenzionalnih problema [36, 37].

1.3 Znacaj i izazovi generisanja rasporeda korelisa-
nih elemenata

Generisanje rasporeda korelisanih elemenata predstavlja svakodnevni izazov u broj-
nim domenima - od arhitekture i dizajna, preko industrijskih procesa, do planiranja
u logistici i planiranje izvrsavanja zadataka u operativnim procesima. Automatizacija
ovog procesa postaje sve vaznija jer omogucava znacajnu ustedu vremena i resursa.
Uvodenjem metoda masinskog ucenja, narocito vestackih neuronskih mreza, ostva-
ren je veliki napredak u reSavanju zadataka rasporedivanja elemenata, zahvaljujuci
sposobnosti modela da uce kompleksne relacije medu objektima i efikasno generali-
zuju nauceno znanje na nove situacije [38; 39, 40]. Medutim, nedostatak kvalitetnih
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oznacenih skupova podataka ogranicava uspesnost modela u tehnickim domenima koji
zahtevaju rad sa preciznim pozicijama i dimenzijama [41, 42, 43, 44]. Takode, veéina
istrazivanja se uglavnom bavi resenjima specificnim za odredene oblasti, dok je ge-
nerisanje linearnih rasporeda i pored velikog prakticnog znacaja, retko bilo predmet
direktnog proucavanja. U cilju adresiranja ovih izazova, u ovoj disertaciji predstavljen
je genericki metod za resavanje razlicitih problema koji se mogu predstaviti kao pro-
blem linearnog rasporedivanja korelisanih elemenata, pri ¢emu su i duzine elemenata
i njihove pozicije diskretne vrednosti. Baziran je na konvolucionoj neuronskoj mrezi
jer ova arhitektura pokre¢e veéinu savremenih dostignuc¢a u oblasti vizuelnog ucenja,
a njene sposobnosti za ekstrakciju karakteristika su Siroko prepoznate kao vrlo efikasni
alati u razvoju modela [45, 46]. Poseban fokus je stavljen na 1D CNN arhitekture, koje
su pokazale odli¢ne rezultate u brojnim primenama [47]. Razvijeni metod moze se efi-
kasno trenirati i na malim skupovima podataka i primeniti u tehnickim oblastima gde
su precizne dimenzije kljucne. S obzirom na sve Siru primenu problema rasporedivanja,
ovakva genericka reSenja mogu imati znacajan doprinos i u nau¢nom i u industrijskom
kontekstu.
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Metodologija generisanja linearnog
rasporeda korelisanih elemenata

U ovom poglavlju predstavljen je Linear Layout CNN (LinLayCNN) metod za
generisanje linearnog rasporeda korelisanih elemenata, zasnovan na konvolucionim ne-
uronskim mrezama. Cilj metoda je da omogudci automatsko ucenje prostornih relacija
izmedu objekata i obelezja u diskretnom jednodimenzionalnom prostoru i da generise
kvalitetne rasporede i u uslovima ogranicene dostupnosti podataka. Definisana je opsta
matematicka formulacija problema generisanja linearnog rasporeda, pri ¢emu se Lin-
LayCNN moze primeniti na sve probleme koji se mogu predstaviti na taj nac¢in. Metod
ukljucuje inovativnu arhitekturu ulaznog i izlaznog sloja, kojom se prostor zajedno sa
obelezjima i objektima predstavlja kroz visekanalne binarne nizove. Na taj nacin po-
stize se precizno kodiranje relevantnih karakteristika i omoguc¢ava modelu da uci slozene
odnose izmedu objekata i obelezja i na malom skupu podataka. Metod je koncepiran
tako da se moze koristiti kako za generisanje potpunog rasporeda od pocetka, tako i
za dovrsavanje delimi¢nih rasporeda, Sto ga ¢ini fleksibilnim u razli¢itim prakticnim
primenama. Pored toga, iako je osnovna formulacija jednodimenzionalna, koncept se
lako moze prosiriti i na viSedimenzionalne rasporede kroz prosirenje ulaznog prostora
novim dimenzijama.

2.1 Postojeci pristupi rasporedivanja korelisanih ele-
menata

Tradicionalni metodi resavanja problema rasporedivanja elemenata oslanjaju se na
pravila i iskustvo dizajnera [19]. Pojedini autori pristupaju problemu generisanja ra-
sporeda koristeéi optimizacione metode [48, 49, 50]. Medutim, primena optimizacionih
metoda cesto nije dovoljno efikasna kod problema sa slozenim ograni¢enjima koje je
tesko predstaviti kao optimizacione [3]. U poslednjih nekoliko godina, metodi masinskog
ucenja, poput vestackih neuronskih mreza, sve vise se koriste u procesu rasporedivanja
elemenata [51, 40, 39, 28]. Integracija vestacke inteligencije predstavlja vazan korak
napred u ovoj oblasti [38]. U nekim radovima koriste se rekurentne neuronske mreze
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za planiranje prostora [52]. Duboko pojacano ucenje (engl. Deep Reinforcement Le-
arning) se, izmedu ostalog, koristi za postavljanje ¢ipova [53], generisanje rasporeda
namestaja i dizajn zgrada [54]. Tehnike za sintezu realisticnog sadrzaja napredovale su
ubrzanim tempom poslednjih godina zahvaljujuc¢i generativnim suparnickim mrezama
(engl. Geneative adversarial networks), (GAN) [55, 55] i varijacionim autoenkoderima
(engl. Variational Autoencoder, VAE) [56, 28, 16]. Transformeri (engl. Transformers)
su postali popularni u zadacima automatskog dovrsavanja dizajna korisnickih interfej-
sa, kao 1 za generisanje unutrasnjih scena [57, 10]. U referenci [58] se predlaze model
rasporedivanja elemenata koji koristi arhitekturu isklju¢ivo zasnovanu na transforme-
rima za implementaciju uslovnog probabilistickog modela za smanjenje Suma.

Vec¢ina modela za linearno rasporedivanje elemenata u dostupnoj literaturi razvi-
jena je za reSavanje specificnih problema. Na primer, u radu [59] autori primenjuju
skup unapred definisanih pravila za reSavanje problema rasporedivanja elemenata u
jednom ili vise redova. Druga grupa autora koristi principe dizajna iz konkretne oblasti
kao osnovu za definisanje funkcije gubitka u procesu optimizacije [60]. Na primer, u
radu [61] raspored namestaja se automatski generise koriséenjem principa dizajna en-
terijera za konstruisanje funkcije gubitka, koja se zatim optimizuje metodom pohlepne
minimizacije troskova (engl. Greedy cost minimization). Tokom poslednjih godina, uz
sve vecu koli¢inu podataka, predlozene su nove metode zasnovane na podacima (engl.
data-driven). U radu [35] predstavljena je metoda zasnovana na podacima, posebno
osmisljena za rasporedivanje objekata koris¢enjem barijernih funkcija i stohasticke op-
timizacije. U radu [27], novi rasporedi kuhinja generisu se primenom sekvence uslovnih
koraka uzorkovanja, pri ¢emu se koriste statistike naucene iz dostupnog skupa podata-
ka.

Mnogi savremeni pristupi generisanju rasporeda oslanjaju se na konvolucione neu-
ronske mreze. Na primer, pojedini autori koriste sposobnost CNN arhitekture za pro-
storno rezonovanje na nivou piksela za razvoj metoda zasnovanih na slikama, koji se
primenjuju u sintezi unutrasnjih rasporeda, grafickom dizajnu i modelovanju gradskih
saobracajnica [62, 63, 64, 55, 34]. Graf-konvolucione neuronske mreze (engl. Graph
convolutional neural network, GCN) koriste se u nekim radovima za modelovanje i ge-
nerisanje grafickih rasporeda (engl. graph-based layouts), pri ¢emu se elementi i njihovi
odnosi predstavljaju kao ¢vorovi i ivice u grafu. U nekim istrazivanja kombinuju se
GCN sa modelima CNN zasnovanim na slikama za sintezu osnova (engl. floor plans) i
unutrasnjih rasporeda [65, 66]. U radu [67] za generisanje osnova koriste se konvolucione
mreze za prenos poruka (engl. message-passing).

2.2 Formulacija problema

Problem generisanja linearnog rasporeda se moze neformalno definisati na jednosta-
van nacin: Dat je prostor duzine d (ceo broj), m celobrojnih vrednosti koje predstavljaju
pozicije vaznih obelezja u prostoru (na primer, polozaj elektri¢ne instalacije u generisa-
nju kuhinjskog rsporeda) i n objekata koji imaju celobrojnu duzinu [. Cilj je postaviti
sve objekte u jednodimenzionalni prostor tako da se zadovolje slozeni odnosi izmedu
objekata i obelezja. Formalno, problem definiSemo na sledeé¢i nacin: Pretpostavimo da
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je prostor S modelovan segmentom na jednodimenzionalnoj mrezi, formiranoj tackama
sa celobrojnim koordinatama. To znaci da su duzine i polozaji svih objekata i obelezja
celobrojne vrednosti. U tom smislu, pretpostavljamo da je skup S definisan kao:

S=[lr]={L1+1,. . . 1} (2.1)

U ostatku rada, za date cele brojeve i < j, segment [i, j] oznacava skup tacaka i <
k < j. Nadalje, neka je I = left(S) i r = right(S), gde oznacavamo levi, odnosno desni
kraj segmenta S. Slicno tome, slen(S) = r — [ + 1 oznacava ukupnu duzinu prostora
S. Parametar max_slen predstavlja maksimalnu moguéu duzinu prostora S, odnosno,
uvek pretpostavljamo da vazi slen(S) < max_slen.

Osim ako nije drugacije specificirano, pretpostavljamo da je le ft(S) = 01right(S) =
slen(S), tj. da prostor pocinje od indeksa 0.

Slicno tome, uvodimo slede¢e oznake za objekte i obelezja:

e Skup objekata oznacavamo sa {O1, O,, ..., O,}, a duzinu i-tog objekta O; oznacavamo
salen(0;),zai=1,2,...,n. Takode, min_olen i max_olen ozna¢avaju minimalnu
i maksimalnu mogucé¢u duzinu objekta.

e Skup obelezja (engl. Properties) oznacavamo sa {Py, P,,..., Py}, gde dodatno
pos(P;) € S oznacava poziciju obelezja P;, za j =1,2,...,m.

Odgovarajuce promenljive u problemu su zeljene pozicije objekata O;. U tom smislu,
za svako ¢ = 1,2, ..., n oznaCavamo sa:

e left(O;) - poziciju leve ivice objekta O;
e 7ight(O;) - poziciju desne ivice objekta O,
e pos(O;) = [left(O;),right(0;)] C S, segment prostora koji zauzima objekat O;.

Cilj je generisati raspored svih objekata tako da budu zadovoljeni odredeni uslovi (koji
¢e biti detaljno opisani u nastavku). Ovi uslovi Cesto ukljucuju relacije ,levo-od“ i
,desno-od*, definisane kao:

ptiis — left — topty <= pos(pt1) < pos(pts) (2.2)

ptiis — left — topty <= pos(pt1) > pos(pts) (2.3)

gde pty i pt, mogu biti objekat O; ili obelezje P;.
Uzimajudi sve ovo u obzir, potpuni raspored (tj. instanca problema) definiSe se kao:

layout = (S, (pos(Oy))iy, (pos(F;))j=1)- (2.4)

11
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2.3 LinLayCNN metod za generisanje linearnog ra-
sporeda zasnovan na konvolucionim neuronskim
mrezama

2.3.1 Opis metoda

Nedavne studije u oblasti automatskog generisanja rasporeda, poput rada [67],
uglavnom se oslanjaju na metode koje zahtevaju veliku kolicinu podataka i bazirane
su na transformer arhitekturama. Nasuprot tome, LinLayCNN metod razvijen u ovoj
disertaciji zasnovan je na CNN-u i prilagoden scenarijima sa ograni¢enom koli¢inom
podataka. Metod je definisan kao genericki, sto zna¢i da nije vezan za specifican zada-
tak.

LinLayCNN omogucava rasporedivanje n jednodimenzionalnih objekata razlicitih
duzina na pravolinijskom segmentu (jednodimenzionalnom prostoru) sa specificnim
obelezjima na razli¢itim pozicijama. SloZeni odnosi izmedu objekata i obelezja uce
se direktno iz podataka o postoje¢im rasporedima (engl. data-driven approach). Lin-
LayCNN funkcionise kao sekvencijalni model koji iterativno umece objekte sve dok
raspored ne bude kompletan (slika 2.1). Zahvaljujuéi ovom prisupu, moze se koristiti
kako za dovrsavanje delimi¢nih rasporeda, tako i za generisanje rasporeda od pocetka.
Dodatno, metod se moze lako prilagoditi problemima u vise dimenzija, predstavljanjem
prostora putem visedimenzionalnih kanala.

12
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Pozicioniranje 2. objekta Pozicioniranje 3. objekta

Ulaz sa vise kanala Ulaz sa vise kanala

DuZina kuhinje |ES R R R § 1 1 1 [kl ! Duzina kuhinje [0SR R R A | 1 1 1 JeRKe
Obelezje [0]o|o|o|oflfofofofofo]o[o[o]o] | obelezje|o[o[o[o[o i o]o]o]o]o]o]o]o]0
postaviieni ["opjekat 1 [0 [0 |0 oo {o |FENEN o[o[o]o[o]o] postaviieni ["opjekat 1| 0 [0 [0 |o{o o |FFHEN o [oo]o]o]o0
elementi | elementi
Objekat2 JO|O|0O|O|O|O|O|O|OfO|O|O|O|O]|O —— |Objekat2 | O [RESINEINEINE O | O|0(0|(0|0(0|0]|O0
Objekat3 Jo|(0|0|0O|0OfO|O|O|O|O|O|Of0O|O]|O Objekat3jo(0|0|0O|OfO|O|O|O|O|O|O|O|O]|O
E'ek';‘ﬁ';g Objekat1 JO|(O|0O|0O|O|O|O|O|OfO|O|O|O|O]|O i E‘ek’:ﬁ';‘e* Objekat1jo|0|0|0|0O|0O|O|O|O|O|O|0O|O|O]|O
perenutne | Objekat 2 o[of[o]ofo]o]o]o]ofo] = | ,&emtne| objekat2fofofofofofofofofofo[o]o]o]0
Objekat3 Jo|(0|0|0O|0O|0O|O|O|O|O|O]|O|O|O]|O | Objekat 3 [N O |0 |0 |[0|O|0|0|0]|0O|0O]|O

Konvoluciona neuronska mreza

izlazni sloj [03[02 0 oo o oo [0 X R o[o]
Pokretni prozor |E|0.1| 0 I 0 I 0 I 0 I 0 I 0

Slika 2.1: Pregled LinLayCNN metoda za generisanje linearnog rasporeda korelisanih eleme-
nata. U svakoj iteraciji postavlja se jedan objekat. Ulaz sa vise kanala sadrzi informacije o
duzini prostora, pozicijama obelezja i postavljenih objekata kao i duzini objekta koji treba
da bude postavljen u trenutnoj iteraciji. Duzina kanala i izlaznog sloja odgovara maksimal-
noj duzini prostora. Svaki neuron izlaznog sigmoidalnog sloja predvida verovatnoéu da je
odredena tacka prostora zauzeta objektom koji se postavlja. Pozicija objekta odreduje se na
osnovu pokretnog prozora duzine objekta, kao polozaj sa najveCom sumom izlaza neurona
unutar prozora.

2.3.2 Postupak generisanja kompletnog rasporeda

Na osnovu skupa rasporeda iz konkretnog problema, LinLayCNN uc¢i da generise
nove rasporede za zadate ulazne karakteristike. Buduci da se rasporedi sastoje od jasno
odvojenih objekata sa definisanim duzinama, pristup je iterativan — u svakoj iteraciji
postavlja se po jedan objekat u prostor, sve dok raspored ne bude kompletiran (slika
2.1).

Ulaz za LinLayCNN u k - toj iteraciji sastoji se od delimi¢no generisanog rasporeda
do tog trenutka, koji ukljucuje prethodno postavljene objekte, prostorna obelezja, kao
i duzinu objekta koji se u toj iteraciji postavlja. Formalnije, ulaz predstavlja odgova-
rajuc¢e kodiranje sledec¢ih elemenata:

S, (pred_pos(0;))={, (pos(P;))j-y, len(Oy)
gde pred_pos(O;) oznacava segment prostora koji zauzima objekat O; koji je veé¢ po-
stavljen u i-toj iteraciji.

Ciljni izlaz predstavlja binarni vektor sa jedinicama na pozicijama pos(Oy) a pro-
blem je formulisan kao zadatak viselabelne klasifikacije (engl. multi-label classification)
sa sigmoidalnim izlaznim slojem (engl. sigmoidal layer).

Pozicija objekta Oy odreduje se pomeranjem prozora duzine len(Oy) preko sigmo-
idnog izlaznog sloja, pri ¢emu se za svaki polozaj izracunava suma aktivacija neuron
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unutar prozora. Polozaj sa najve¢om sumom predstavlja optimalnu lokaciju za posta-
vljanje objekta.

2.3.3 Arhitektura neuronske mreze

Generisanje rasporeda zahteva razumevanje slozenih prostornih odnosa izmedu obje-
kata i obelezja, zbog cega se ulaz u mrezu predstavlja kao 2D niz i kodira pomoéu 1D
CNN-a. Koriséene su konvolucione neuronske mreze jer su se pokazale pouzdanim u
prepoznavanju i generisanju slozenih vizuelnih obrazaca u mnogim vizuelnim domeni-
ma (34, 64]. Glavni gradivni blokovi mreze su konvolucioni slojevi i mazx pooling slojevi,
nakon kojih slede potpuno povezani slojevi (engl. dense layers) i sigmoidalni sloj.

2.3.4 Inovativna arhitektura ulaznog i izlaznog sloja

Vecina savremenih pristupa [68, 39, 58] predstavlja ulazne karakteristike (engl. fe-
atures) kao niz realnih brojeva (engl. float), koji obi¢no uklju¢uju velicinu objekta
ili druge specificne karakteristike objekta, dok izlaz predstavlja poziciju objekta iz-
razenu kao realan broj. Pristupi za generisanje rasporeda zasnovani na CNN-u [34, 62]
predstavljaju karakteristike u prostoru piksela, ali ne pozicioniraju objekte sa precizno
definisanim dimenzijama. Umesto toga, predvida se lokacija objekta, a zatim odreduju
njegove dimenzije. U ovoj studiji uvodimo inovativan prostorni pristup za precizno
predstavljanje objekata pomocu ulaza sa vise kanala (slika 2.2). Ulazne karakteristike
predstavljene su kao 2D niz i kodirane 1D CNN-om.

Pored toga, predlazemo inovativan prostorni pristup za izlazni sloj koristeéi viselabelnu
klasifikaciju. Ciljani izlaz je binarni vektor, gde su jedinicama oznaceni segmenti pro-
stora koje zauzima objekat. Umesto predvidanja pozicije leve ivice objekta (left(Oy))
ili centra objekta (Of) pomocu softmax izlaznog sloja kao u referencama [34, 62], za
svaku tacku prostora model daje verovatnocu da je ta tacka zauzeta od strane objekta
(Og), 1 koristi se sigmoidalni sloj. Time se omogucava aktivacija svih tac¢aka koje ¢ine
duzinu objekta, a ne samo jedne referentne tacke.

Ulaz sa viSe kanala

U svakoj iteraciji ulaz u model {, (pos(0;))i=]', (pos(P;))™,len(Oy)} predstavljen
je kao 1D binarni niz sa vise kanala (slika 2.2). Veli¢ina kanala je maz_slen. Bez gubitka
opstosti, pretpostavljamo da je left(S) = 0 (u opstem slucaju left(S) se oduzima od
left(0i>7 right(0i>7p03(Pj))'

1D kanali su slededi:

e Kanal duzine prostora: jedan kanal koji kodira duzinu prostora. Ako je duzina
prostora slen, kanal je niz nula, popunjen jedinicama od pocetnog do krajnjeg
indeksa [0, slen).

e Kanali objekata: kanali koji kodiraju informacije o postavljenim objektima i
objektima koji treba da budu postavljeni. Broj kanala za objekte je n %2 (gde je
n maksimalni broj objekata). Svaki objekat ima dva kanala:
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— Kanal postavljenog objekta (engl. placed channel): ako je objekat Oy u pro-
storu, kanal postavljenog objekta je niz nula popunjen jedinicama na pozi-
cijama pos(Oy). Ako objekat nije postavljen, kanal je niz nula.

— Kanal objekta koji treba da bude postavljen (engl. to-be-placed channels):
za objekat koji treba da bude postavljen u trenutnoj iteraciji, ovo je niz nula
popunjen jedinicama od pocetnog do krajnjeg indeksa [0, len(Oy)]. Za ostale
objekte ovaj kanal je niz nula.

e Kanali obelezja: za obelezje P}, kanal obelezja je niz nula sa jedinicom na indeksu

pos(P;). Broj kanala obelezja je m, gde je m maksimalan broj obelezja.

Ukupan broj kanala je n, = 1+n*2+m. U zavisnosti od problema, maksimalna duzina
prostora, maksimalan broj obelezja i maksimalan broj objekata su unapred definisani.
Ulazne karakteristike su prikazane na Slici 2.2.

Ulaz sa vise kanala

obelezie1 [0[o0]o|o|o [l o|o|o]o]o]o|o]o[o]o|o]0]0]0

Obelezje2 [0]0|ofo]ofofofojo[ffofofofofofofofofo]o0

obelesiem [0]0]oJo]o]o]oJo]o]o]oJo]o ool o o]o]0]
postaviieni [ Objekat 1 [0 0[o]o0]o0 olof[o]o|oo]o[o]o]0]0
element | opjekat2 [0 |o|o|o|o|o]o|o|o|o[olo|olo|o|oolo]0]0
Objekatn [0]o]oJo]o]o]o]o]o[o]o[o]o]o]o]o o]0 o]0]
E|ekr2jeir;2_0bjekat100000000000000000000
trenutno ObjekatZMO olofojojo]o[o]o|o]ofo]o]0]0
postavljaju i
Objekatn [0]0]0Jo]o]o]oJo]o]ooJo]o]oJo]o]o]oo]0]

Izlazni sloj [03[0.]] 0] oo o] o] o [0 LRLE] o o]

Slika 2.2: Ulazne karakteristike i izlaz iz neuronske mreze.

Viselabelna klasifikacija

Konvolucioa neuronska mreza uci preslikavanje ulaznog niza u binarni vektor vero-
vatnoca:
fG : Rncxmax,slen N [0’ 1]max,slen
Izlaz iz mreze je vektor:
Po = [p17p27 cee 7pmax,slen]

gde svaka komponenta p; € [0,1] oznacava procenjenu verovatnoéu da je pozicija i
zauzeta objektom koji se trenutno postavlja. Treniranje modela vrsi se minimizacijom
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funkcije gubitka ukrstene entropije (engl. cross-entropy loss) izmedu predikcije i ciljnog
binarnog vektora.
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Glava 3

Prostorno rezonovanje i LinSpaRes
skup podataka

Prostorno rezonovanje jedna je od osnovnih komponenti prirodne inteligencije. Spo-
sobnost prostornog rezonovanja omogucava razumevanje odnosa medu objektima i nji-
hovog polozaja u prostoru, na osnovu kojih se gradi svaki slozeniji zadatak, bilo da
se odnosi na rasporedivanje, kretanje ili manipulaciju objekata u prostoru. Problem
prostornog rezonovanja u ovom poglavlju formalizovan je kroz modularni pristup, pri
¢emu je predstavljen kao skup manjih, jasno definisanih i nezavisnih potproblema. Ra-
zvijen je skup podataka koji sadrzi linearne rasporede elemenata, uz precizno definisa-
ne prostorne relacije medu njima (npr. redosled i medusobne udaljenosti). Pored toga,
uveden je i skup metrika posebno dizajniranih za evaluaciju performansi u prostornom
rezonovanju, ¢ime se obezbeduje pouzdano i uporedivo merenje uspesnosti modela na
elementarnim prostornim relacijama.

3.1 Problem prostornog rezonovanja

Prostorno rezonovanje predstavlja kljuéni aspekt ljudske inteligencije, uticuc¢i na
sirok spektar kognitivnih sposobnosti i prakti¢nih vestina [69, 70]. Obuhvata sposobnost
mentalne reprezentacije i manipulacije objektima i njihovim medusobnim odnosima
(relacijama) u prostoru. Ova vestina je od suStinskog znacaja za modele masinskog
ucenja kako bi mogli da razumeju i interpretiraju prostorne relacije izmedu objekata,
Sto je presudno za primene kao Sto su robotika, autonomna voznja, analiza slika, kao i
razumevanje i tumacenje prostornih odnosa na osnovu teksta[71, 72].

Uprkos znacajnim naprecima u oblasti vestacke inteligencije, prostorno rezonovanje
i dalje predstavlja veliki izazov za modele masinskog ucenja [73, 74]. Na primer, unapred
trenirani vizuelno-jezicki modeli, iako uspesni u slozenim zadacima, ¢esto pokazuju
slabosti u prostornom rezonovanju i lokalizaciji [75, 76]. Ovo ukazuje na potrebu za
detaljnijim proucavanjem sposobnosti prostornog rezonovanja kod modela masinskog
ucenja, s ciljem poboljsanja njihove tacnosti i robusnosti [77].

Ipak, veéina postojecih istrazivanja usmerena je na primarne vizuelne zadatke, bez
eksplicitnog razmatranja prostornog rezonovanja, Sto naglasava potrebu za pazljivo
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dizajniranim skupovima podataka koji bi omoguéili evaluaciju tih sposobnosti [78]. Di-
zajniranje sintetickih modela podataka je od velikog znacaja kako bi se kona¢no shva-
tilo na koji na¢in neuronske mreze uce [79]. Uprkos svojoj vaznosti, postoji ozbiljan
nedostatak skupova podataka koji su specificno namenjeni testiranju i unapredivanju
sposobnosti prostornog rezonovanja kod modela masinskog ucenja. Postoje¢i skupovi
podataka ¢esto obuhvataju obradu prirodnog jezika, fokusirani su na konkretne zadat-
ke, kao Sto je rotacija objekata, zanemaruju¢i druge aspekte prostornog rezonovanja
[78], ili sadrze slozene zadatke u kojima su visestruke prostorne relacije isprepletene
[80]. Tako su ovi skupovi podataka korisni za zadatke visokog nivoa prostornog rezo-
novanja, nedostaje im granularnost potrebna za dijagnostikovanje specificnih slabosti
modela. Takode, veé¢ina skupova podataka zasniva se na principima kognitivne nauke i
forsira kvalitativne vizuelne relacije, dok tehnicke oblasti imaju potrebu za preciznijim
geometrijskim podacima [81, 80].

3.2 Postojecéi skupovi podataka za evaluaciju pro-
stornog rezonovanja

U domenu rac¢unarskog vida (engl. Computer Vision) kreirano je vise skupova po-
dataka za merenje sposobnosti prostornog rezonovanja. Postoje skupovi podataka za
vizuelno odgovaranje na pitanja (engl. Visual Question Answering (VQA)), ali oni su
u velikoj meri povezani sa obradom i razumevanjem prirodnog jezika, umesto da se
fokusiraju iskljuc¢ivo na prostorno rezonovanje [82]. U radu [78], autori se posebno bave
prostornim rezonovanjem i proucavaju kako neuronske mreze razumeju prostor. Krei-
rali su skup podataka koji se sastoji od IQ testova za prostorno rezonovanje. U radu
[80], autori su osmislili SPARE3D skup podataka, zasnovan na principima kognitivne
nauke i psihometrije, kako bi izmerili prostornu inteligenciju neuronskih mreza. Njihovi
eksperimenti pokazuju da, iako su konvolucione mreze postigle nadljudske rezultate u
mnogim vizuelnim zadacima, njihove performanse u prostornom rezonovanju na ovom
skupu podataka su cesto nize od prosecnih ljudskih performansi, a ponekad cak i bli-
zu nasumicnim pogodcima. U radu [74] predlozen je metod koji znacajno poboljsava
rezultate na SPARE3D skupu podataka i istrazuju se faktori koji uticu na osnovne
performanse modela.

3.3 LinSpaRes - skup linearnih rasporeda

U ovom poglavlju opisan je proces sistematskog kreiranja Linear Spatial Reaso-
ning (LinSpaRes) skupa podataka ' koji sadrzi rasporede u jednodimenzionalnom,
diskretnom prostoru, i nalazi primenu u evaluaciji sposobnosti prostornog rezonovanja
kod modela masinskog ucenja. Razmatramo najjednostavniju klasu problema: jedno-
dimenzionalne rasporede, koji su donekle vestacki, ali sadrze ve¢inu karakteristika 2D
i 3D problema. Analiziranje prostornog rezonovanja u kontekstu generisanja linear-

https://github.com/LayoutGeneration/LinLayCNN.git
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nih rasporeda pruza jasan i pregledan okvir za razumevanje nacina na koji neuronske
mreze uce i predstavljaju prostorne relacije. Linearni rasporedi omogucavaju kontroli-
sanu slozenost, sto olaksava uvid u mehanizme prostornog rezonovanja, koje je potom
moguce prosiriti na slozenije rasporede. LinSpaRes obuhvata primere koji prikazuju
kljuéne prostorne relacije: topoloske, direkcione, relacije udaljenosti i velicine. U cilju
uvodenja razli¢itih nivoa slozenosti, primeri su kategorisani prema broju elemenata i
vrstama prostornih relacija koje su ukljucene. Da bi se uklonile dodatne poteskoce i
omogucilo modelima da se fokusiraju isklju¢ivo na prostorne relacije, vetina raspore-
da je formirana sa dva objekta i najvise jednim obelezjem. Dodavanje novih objekata
ne doprinosi razumevanju prostornih sposobnosti modela, ve¢ njegovoj sposobnosti da
istovremeno uzima u obzir odnose sa vise objekata, sto je tema za dalja istrazivanja.
Objekti nisu pod uticajem boja, osvetljenja ili tekstura kao na realisti¢nim slikama, da
bi se prostorno rezonovanje odvojilo od drugih ulaznih modaliteta.

LinSpaRes skup podataka je posebno osmisljen da precizno obraduje geometrijske
podatke, ¢ime se obezbeduje visoka tacnost u prostornoj reprezentaciji i analizi.

Skup podataka sadrzi 9 tipova rasporeda, pri ¢emu svaki tip obuhvata 5000 primera.
Rasporedi su opisani celobrojnim atributima:

laout = S, (pos(O))\- » (pos(P;))y (3.1)

Za svaki tip rasporeda razvijen je algoritam za automatsko generisanje velikog broja
primera (potpoglavlje 3.5).

3.3.1 Dizajniranje tipova rasporeda
U skupu podataka LinSpaRes fokusiramo se na sledece prostorne relacije:
e Topoloske relacije [83]:

— Susedstvo: objekti treba da budu jedan pored drugog,
— Preklapanje: objekti se ne smeju preklapati,
— Pripadnost: objekat mora biti unutar prostora; obelezje mora biti unutar
objekta.
e Direkcione relacije [84]:
— s-leva/s-desna: objekat treba da bude sa leve ili desne strane drugog objekta
ili obelezja.
e Relacije udaljenosti:

— Tac¢na udaljenost: postoji odredeni prostor izmedu objekata,
— Kbvalitativne udaljenosti [85]:

- §to blizi/sto dalji — dva objekta ili objekat i obelezje treba da budu sto
dalje, odnosno §to blize jedno drugom.
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e Relacije velicine:[86, 87]:
— Kvalitativne:
- duzi/kradi.

Dizajnirano je 9 tipova rasporeda sa po 5000 primera, koji ukljuc¢uju razlicite di-
zajnerske zahteve i razli¢ite vrednosti za parametre dizajna. U daljem teksu sa, tip
rasporeda (engl. Layout type, (LT))” oznaceni su podskupovi LinSpaRes skupa podata-
ka koji sadrze primere koji pripadaju istom tipu rasporeda.

Dizajnerski zahtevi su prostorne relacije koje treba ispuniti izmedu objekata i obelezja,
a parametri dizajna su:

e maksimalna duzina prostora,
e minimalna i maksimalna duzina objekata,
e maksimalan broj objekata,

e maksimalan broj obelezja.

U cilju obezbedivanja jasnoce i sazetosti, tipovi rasporeda sa slicnim dizajnerskim
zahtevima su grupisani a za svaku kategoriju dat je objedinjeni opis:

e A. Tipovirasporeda 1-2: Model treba iterativno da umece n objekata jedan pored
drugog, s leva na desno, pri ¢emu se postuje zadato rastojanje izmedu njih.

e B. Tipovi rasporeda 3-7: Objekat O, je veé¢ postavljen u prostor. Zadatak modela
je da postavi Oy u skladu sa zadatim dizajnerskim zahtevima.

e C. Tipovi rasporeda 8-9: Objekat O; i obelezje P; su ve¢ postavljeni. Model treba
da nauci gde da postavi Oy kako bi zadovoljio zadate dizajnerske zahteve.

Detaljan opis svakog tipa rasporeda dat je u tabeli 3.1. U tabeli 3.2 za svaki tip ra-
sporeda dajemo ilustracije podgrupa rasporeda formiranih na osnovu relativne pozicije
Os.
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Tip/podtip rasporeda Primer Opis
LTI BN 0:[0:[0.]0:{05[0,]0s[0[0w] | 10 cbjekata postavijen jedan do drugog
H v H H ] 5 objekata je pozicionirano na odgovaraju¢im prostornim
LT2 m‘ 02 1§93 j{0Qai {0} razmacima od 10, 20, 30 i 40 tataka.
LT3 0, je pozicioniran na ivici prostora nasuprot 0y
L T4 0, je postavljen na ivici prostora gde ima dovoljno
prostora za njega
LTS 0,je postavljen na ivici prostora koja je dalje od 04
LT6a 0, je postavljen na levoj ivici 04
LTéb 0, je postavljen na desnoj ivici prostora.
LT7 0, je postavljen na ivici 0; gde ima prostora za njega
1LT8a 0, nije postavljen ni na jednoj od ivica prostora.
LT8b 0, je postavljen na ivici prostora
LT9%a 0, je postavljen na ivici 04 daljoj od Py
0, je postavljen na ivici O; blizoj Py, jer nema dovoljno
LT% . L
prostora da bude postavljen na daljoj
LT9% 0, je sused sa obeleZjem P;

Tabela 3.2: Vizuelne reprezentacije podtipova rasporeda formiranih na osnovu relativne po-
zicije Oq

3.3.2 Generisanje tipova rasporeda

Za zadate dizajnerske zahteve, kao i minimalnu i maksimalnu duzinu objekata i
prostora, klju¢éni koraci za generisanje rasporeda su:

6.

. Nasumic¢no generisati duzine objekata iz datog intervala [min_olen, max_olen)].
. Nasumic¢no generisati poziciju za O;.

. Na osnovu pozicije O, nasumic¢no generisati duzinu prostora izmedu O; i O, tako

da zadovolji dizajnerske zahteve.

. Nasumi¢no generisati duzinu prostora izmedu O; i desne ivice prostora right(.S)

tako da zadovolji dizajnerske zahteve, a da ne premasi max_slen.

. U slucajevima kada u prostoru postoji obelezje, generisati njegovu poziciju tako

da zadovolji dizajnerske zahteve.

Na 50% rasporeda primeniti simetri¢nu inverziju pozicija objekata i svojstava.

Generisanje rasporeda tipa 1 i 2 relativno je jednostavno i zato nije posebno opisa-

no.

Minimalna duzina prostora je postavljena na 30, a maksimalna na 600. Eksperimen-
talnim putem utvrdeno je da su ove vrednosti optimalne za demonstraciju sposobnosti
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prostornog rezonovanja: za vece vrednosti potrebno je vise podataka za dostizanje is-
tih performansi, dok manje vrednosti ¢ine problem previse jednostavnim i dovode do
preobucavanja (engl. overfitting).

U realnim problemima generisanja rasporeda, postoji vise rasporeda koji zadovo-
ljavaju iste prostorne relacije izmedu objekata, a najbolji izbor zavisi od dizajnera i
estetskih preferencija. LinSpaRes je dizajniran tako da za svaki primer rasporeda, da-
ta pozicija Oy bude jedina koja zadovoljava dizajnerske zahteve u odnosu na prisutne
objekte i obelezja u prostoru.

3.4 Metod evaluacije

U literaturi su zastupljene razlicite perspektive za evaluaciju modela automatskog
generisanja rasporeda [84]. U okviru ove disertacije koriste se dve perspektive za pro-
cenu kvaliteta generisanih rasporeda:

1. koliko se izlaz modela podudara sa referentnim rasporedom iz skupa podataka,
2. koliko je model uspesan u ucenju prostornih relacija.

Tesko je definisati jednu metriku koja u potpunosti pokriva oba aspekta. Stoga de-
finiSemo dva skupa metrika: metrike podudaranja i metrike prostornih relacija. Svaka
od njih ima za cilj da predstavi jedan aspekt svake perspektive. Koris¢ene su stan-
dardne metrike iz literature, prilagodene jednodimenzionalnom prostoru, a dodatno su
definisane i nove metrike.

Oznake koje se koriste za definisanje metrika uvedene su u poglavlju 2.2.

3.4.1 Metrike podudaranja

U nekim radovima [88, 89], smatra se da je vazno definisati odgovarajuée metrike
koje mere slicnost izmedu generisanih i referentnih rasporeda. Stoga, za generisan i
referentni raspored iz skupa podataka, za svaki objekat O;, definiSemo slede¢e metrike:

true_positives(0;) = pred_pos(O;) N pos(O;) (3.2)
. _ true_positives(0;)
precision(0;) = pred_pos(O;) (3.3)
true_positives(O;)
HO;) = A
recall(O;) len(O) (3.4)
F1(0;) precision(0;) - recall(O;) (3.5)

 precision(0;) + recall(O;)
pri ¢emu su pos(0;) i pred_pos(O;) segmenti prostora koje zauzima objekat O; u refe-
rentnom rasporedu i rasporedu predvidenom od strane modela. Vrednosti ove F1 mere
prikazane su u opsegu od 0 do 100 radi bolje preglednosti, sto je dosledno primenjeno
u celoj disertaciji.
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3.4.2 Metrike prostornih relacija

Relacije objekta sa drugim elementima u prostoru kvantifikuju se metrikama koje

se prema tipu elementa dele u tri grupe

1. metrike koje kvantifikuju relacije izmedu dva objekta,
2. metrike koje kvantifikuju relacije izmedu objekta i obelezja,

3. metrike koje kvantifikuju relacije izmedu objekta i prostora.

Metrike koje kvantifikuju relacije izmedu objekata
intersect_area(O;, O;) = |pos(O;) N pos(O;)|

dist(0;, 0;) = max(left(O;) — right(O;),left(O;) — right(O;))

distant(O;, 0;) = {

0 otherwise

0 otherwise

touching(O;, O;) = {

intersecting(O;, O;) = {

left(Oi,Oj) = {

0 otherwise

0 otherwise

T’Lght(Ol,Oj) = {

correct_side(0;, 0;) = :
0 otherwise

1 if dZSt(OZ, OJ) >0

1 if diSt(Oi, Oj) <0
0 otherwise

1 if left(O;) —left(O;) > 0

1 if predleft(O;, O;) = left(O;, Oy)

(3.6)

(3.7)

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

Metrike left i right koriste se samo u situacijama kada se objekti ne preklapaju, tj.
kada je prostorni odnos , levo/desno* jednoznac¢no definisan. Ovakva definicija pokazala
se dovoljno informativnom za analizu prostornog rezonovanja na skupu LinSpaRes,

narocito kada se koristi u kombinaciji sa ostalim metrikama.

Metrika intersect_area (3.6) se zasniva na principima iz radova [55, 58, 90]. Po ugledu
na metriku Order Loss iz [90], definisana je metrika correct_side (3.13) koja provera-
va da li je metod postavio objekat na istu stranu drugog objekta kao u referentnom

rasporedu.
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Metrike koje kvantifikuju relacije izmedu objekta i obelezja

dist(O;, P;) = max(pos(P;) — right(O;),left(O;) — pos(P;)) (3.14)
inter_dist(O;, Pj) = —dist(0O;, P)) (3.15)
e b <
covering(O;, Pj) = Lt dm@“ F) =0 (3.16)
0 otherwise
side(O;, Pj) = sign(pos(P;) — le ft(O;)) (3.17)
correct_side(O;, P;) = L if Slde(_oi? Fj) = pred-side(O, F) (3.18)
0 otherwise

Metrike koje kvantifikuju relacije izmedu objekta i prostora

Metrike su definisane pod pretpostavkom da prostor i pozicije objekta pocinju od
indeksa 0 (tj. left(S) = 01 right(S) = slen(S)) pa su i prekoracenja objekta moguca
samo u odnosu na desnu ivicu prostora.

dist_left(O;, S) = left(O;) (3.19)
dist_right(O;, S) = slen(S) — right(0;) (3.20)
violation(0;, S) = right(O;) — slen(S) (3.21)

marginal(O;, S) = {1 it dzstJ'“zght(Oz-, 5) =0 (3.22)
0 otherwise
L if dist i .
inside(O;, ) = { if distright(0;, 5) > 0 (3.23)
0 otherwise
U if dist i '
outside(O;, S) = it dist TZght(O“ 5) <0 (3.24)
0 otherwise

lako je metrika Intersection over Union (IoU) Siroko koris¢ena u literaturi [89, 88,
91], u ovoj tezi fokus je na metrikama koje poti¢u iz svih definisanih grupa, kako bi se
omoguéilo medusobno poredenje razlicitih aspekata na ujednacenoj skali (npr. razmaka
i preseka izmedu objekata). Posto je za takvo poredenje potrebno da sve metrike budu
izrazene u istim jedinicama, IoU nije uklju¢ena u evaluaciju.
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3.4.3 Metrike na nivou rasporeda i skupa podataka

F1 mera za raspored definiSe se kao aritmeticka sredina F1 mera izracunatih za
svaki objekat u datom rasporedu:
> i F1(05)

Fllayout - T (325)

F1 mera na nivou celog skupa podataka definise se kao aritmeticka sredina F1
vrednosti svih rasporeda.

Metrika prostornih relacija za raspored definise se kao aritmeticka sredina vrednosti
metrike za svaki par objekata O; i O;_; u rasporedu. Metrika na nivou celog skupa
podataka definiSe se kao aritmeticka sredina metrika po rasporedima. Radi preglednosti
prikaza rezultata, u ovoj disertaciji, vrednosti ove metrike su skalirane na interval od

0 do 100.

3.5 Raznovrsnost LinSpaRes skupa podataka

Mnogi faktori mogu uticati na performanse modela masinskog u¢enja, medu kojima
je i raznovrsnost trening skupa (engl. data diversity) [92]. Veoma sliéni trening primeri
dovode do redundancije u skupu podataka za treniranje, sto dalje smanjuje efikasnost
treniranja.

Kako bismo izmerili raznovrsnost podataka na LinSpaRes skupu podataka, racunamo
F'I meru za svaki par rasporeda j i k u svakom od 9 tipova rasporeda. F'1 mera se racuna
kao §to je opisano u potpoglavlju 3.4, pri ¢emu pred_pos(O;) i pos(O;) predstavljaju
segmente prostora koje objekat O; zauzima u predvidenom i referentnom rasporedu.
Vrednosti su date u tabeli 3.3.

LT1 | LT2 | LT3 | LT4 | LT5 | LT6 | LT7 | LT8 | LT9
mean | 31.8 | 37.85 | 26.32 | 23.73 | 23.38 | 22.57 | 26.27 | 21.97 | 20.29
std 17.62 | 19.70 | 25.78 | 24.77 | 23.78 | 22.23 | 21.85 | 24.01 | 21.07

Tabela 3.3: Tabela prikazuje raznovrsnost skupa podataka, pri ¢emu su date srednje vrednosti
(engl. mean) i standardne devijacije (engl. std) F1 mere na svakom tipu rasporeda.
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Glava 4

Analiza performansi i prostornog
rezonovanja metoda

U ovom poglavlju vrsi se eksperimentalna evaluacija metoda LinLayCNN na skupu
podataka LinSpaRes (videti Poglavlje 3), sa ciljem da se kvantifikuju performanse i
ispita sposobnost prostornog rezonovanja. Prikazuje se analiza arhitekture i hiperpa-
rametara, poredenje sa postojeé¢im pristupima, ispitivanje skalabilnosti i ponasanja u
2D prostoru, kao i evaluacija ucenja prostornih relacija. Zakljucci sumiraju rezultate o
performansama i sposobnosti prostornog rezonovanja metode.

4.1 Struktura i analiza skrivenih slojeva konvoluci-
one neuronske mreze

U sprovedenim eksperimentima analizirano je kako razli¢ite konfiguracije unutrasnjih
slojeva CNN-a uti¢u na performanse LinLayCNN metoda. Nedavna istrazivanja [78]
pokazuju da veca dimenzionalnost neuronskih mreza ne mora nuzno da dovede do bo-
ljih rezultata u zadacima prostornog rezonovanja. Suprotno tome, u radu [74] istaknuto
je da izbor strukture mreze zavisi pre svega od specificnog cilja prostornog rezonova-
nja. Polazeci od ovih analiza, u okviru ovog poglavlja podeSavani su razli¢iti parametri:
varirani su broj i tip konvolucionih slojeva, velicina filtera i kernela, raspored primene
max pooling operacija (nakon svih ili samo odredenih slojeva), kao i razli¢iti broje-
vi potpuno povezanih slojeva neurona. Pored toga, testirane su razlicite veli¢ine beca
(engl. batch sizes), razlicite funkcije optimizacije i brojevi epoha.

Za testiranje je koris¢en LinSpaRes skup podataka definisan u poglavlju 3. U tabeli
4.1 prikazane su performanse razlic¢itih arhitektura na LT1 tipu rasporeda. Koristi se
F1 mera za razli¢ite velicine skupa podataka za treniranje i konfiguracije konvolucionih
slojeva i filtera. Rezultati na LT1 sluze kao reprezentativan primer, jer je raspodela
performansi kod ovih arhitektura bila konzistentna sa rezultatima na drugim tipovima
rasporeda. Za druge hiperparametre, optimalna konfiguracija ukljucuje 10 epoha, ve-
licinu beca 32, Adam algoritam za optimizaciju sa stopom ucenja od 0.01 i postavljanje
max pooling sloja nakon poslednjeg konvolucionog sloja za sve tipove rasporeda.
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. . . . Velicina trening skupa
Broj slojeva | Broj filterapo sloju 100 T 200 1500 11000 T 4000
4 20,40,60,80 61 68 74 84 84
4 20,20,20,20 71 80 84 87 88
3 20,40,60 72 78 80 84 84
3 20,20,20 70 78 81 86 86
2 20,40 72 | 81 | 86 87 88
2 20,20 75 | 70 | 86 84 84

Tabela 4.1: Vrednosti F1 mere, za razlicite konfiguracije skrivenih slojeva, trenirane na sku-
povima razli¢itih veli¢ina. Podebljane su najveée vrednosti u koloni.

1D convolution
kernel (1,5), 20 filters

!
LeakyRelLu

!

1D convolution
kernel (1,5), 40 filters

!
RelLu

'

MaxPooling
kernel (1,5)

!

dense, RelLu (270)

!
dense, sigmoid (600)

Slika 4.1: Arhitektura konvolucione neuronske mreze sa najboljim performansama na Lin-
SpaRes skupu podataka.

Tabela 4.1 pokazuje da su najslabije performanse zabelezene kod arhitekture sa
najveéim brojem slojeva i filtera, koja je dostigla performanse manjih arhitektura tek
nakon obuke na 4000 primera. Arhitektura sa 4 sloja i manjim brojem kanala pokazala
je konkurentne performanse na manjim skupovima za treniranje i nadmasila arhitek-
turu sa 3 sloja na veé¢im skupovima podataka. S druge strane, arhitektura sa 2 sloja i
kanalima 20 i 40 prikazana na slici 4.1 nadmasila je ostale modele na svim velicinama
skupova podataka, osim na najmanjem skupu, gde je manja arhitektura sa kanalima
20 i 20 pokazala bolje performanse.

Rezultati ovog eksperimenta ukazuju na to da jednostavnije arhitekture - poseb-
no modeli sa 2 sloja i odgovaraju¢im brojem kanala - pokazuju bolje performanse
nezavisno od veli¢ine skupa podataka. Slozenije arhitekture, sa ve¢im brojem slojeva
i filtera, pocinju da dostizu performanse manjih modela tek nakon sto im se obez-
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bedi znacajno vise podataka za treniranje. Ovakvi rezultati sugeriSsu da je pazljivo
balansiranje izmedu slozenosti modela i velicine skupa podataka klju¢no za optimalne
performanse na odredenom problemu.

4.2 Poredenje metoda sa postoje¢im pristupima

Performanse predlozenog sigmoidalnog izlaznog sloja LinLayCNN metoda uporedene
su sa izlaznim slojevima koris¢enim u prethodnim radovima, ukljucujuéi softmaks sloj
[34, 62] i regresioni sloj [90]. Ovakvo poredenje omoguéava dublji uvid u sposobnost
razli¢itih arhitektura da resavaju prostorne probleme sa razli¢itim stepenima slozenosti.
Za testiranje je koris¢en LinSpaRes skup podataka definisan u poglavlju 3.

Za svaki tip izlaznog sloja ponovljen je isti postupak evaluacije kroz sve varijante
unutrasnjih slojeva kao u prethodnom potpoglavlju 4.1. Rezultati su pokazali da je,
nezavisno od tipa izlaznog sloja, arhitektura sa dva skrivena sloja (prikazana na Sli-
ci 4.1) dosledno ostvarivala najbolje performanse, pa ¢e dalja analiza biti zasnovana
upravo na toj arhitekturi.

U tabeli 4.2 prikazane su vrednosti F1 mere za svaku konfiguraciju izlaznog slo-
ja, za svaki tip rasporeda. Rezultati pokazuju da predlozeni sigmoidalni izlazni sloj
konzistentno nadmasuje softmaks sloj na svim tipovima rasporeda, koji dostize slicne
performanse samo pri treniranju na ve¢em skupu podataka. Kod najzahtevnijih tipova
rasporeda, kao sto su LT9 i L'T5, koji zahtevaju poredenje razli¢itih duzina prostora,
softmaks izlazni sloj pokazuje loSe performanse ¢ak i pri treniranju na ve¢im skupovima
podataka.

U poredenju sa regresionim izlaznim slojem, LinLayCNN postize bolje rezultate na
svim tipovima rasporeda osim na LT1 i LT2. U ova dva slucaja, polozaj objekta zavisi
iskljucivo od desne ivice prethodno postavljenog objekta, bez dodatnih prostornih in-
terakcija ili ogranic¢enja. Zbog toga regresioni sloj postize dobre rezultate, jednostavnim
mapiranjem polozaja objekta iz izlaznog sloja. Na LT3, gde postoje prostorne interak-
cije, regresioni izlazni sloj i dalje pruza zadovoljavajuce performanse, jer je potrebno
samo da se objekat postavi na suprotnu stranu drugog objekta. Medutim, na slozenijim
tipovima rasporeda, poput LT5, gde je potrebno razumeti relativne velicine prostora, i
LT8 i LT9, gde dolaze do izrazaja dodatne prostorne relacije, sigmoidalni sloj znacajno
nadmasuje regresioni, koji pokazuje slabije rezultate ¢ak i uz 4000 primera za treniranje.

Izlazni sloj LT1 LT2 LT3

Sigmoidalni | 72 | 81 | 86 | 87 | 88 | 82 | 88 | 92 | 93 | 94 | 79 | 92 | 97 | 98 | 99
Softmax 56 | 63 | 75 | 81 | 89 | T3 | 79 | 8 | 89 | 93 | 77T | 86 | 89 | 92 | 94

Regresioni | 80 | 89 | 90 | 90 | 96 | 86 | 90 | 93 | 96 | 96 | 80 | 90 | 96 | 97 | 98

Izlazni sloj LT4 LT5 LTe6

Sigmoidalni | 78 | 90 | 69 | 81 | 89 | 92 | 96 | 94 | 96 | 98 | 70 | 79 | 87 | 90 | 94
Softmax 63 | 79 | B8 | 65 | 75 | 82 | 90 | 81 | 84 | 91 | 63 | 66 | 72 | 75 | 79

Regresioni | 59 | 65 | 44 | 55 | 68 | 76 | 85 | 71 | 80 | 85 | 39 | 41 | 49 | 57 | 64
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Izlazni sloj LT7 LTS8 LT9

Sigmoidalni | 69 | 79 | 90 | 93 | 96 | 74 | 83 | 90 | 93 | 96 | 45 | 51 | 66 | T4 | 85
Softmax 55 | 63 | 75 | 80 | 85 | 65 | 73 | 82 | 88 | 91 | 41 | 46 | 53 | 60 | 71

Regresioni | 58 | 59 | 63 | 72 | 87 | 36 | 37 | 41 | 43 | 56 | 40 | 44 | 47 | 50 | 61

Tabela 4.2: Vrednosti F1 mere za razlicite konfiguracije izlaznog sloja na razli¢itim tipovima
rasporeda, pri cemu kolone predstavljaju veli¢ine trening skupa: 100, 200, 500, 1000 i 4000
primera.

4.3 Skalabilnosti metoda

U ovom odeljku ocenjuje se skalabilnost LinLayCNN metoda ispitivanjem perfor-
mansi pri povecanju broja objekata i pove¢anju duzine prostora. Cilj je da se utvrdi
da li model zadrzava konzistentne performanse u slozenijim scenarijima. Za testiranje
je koris¢en LinSpaRes skup podataka definisan u poglavlju 3.

U postavci su varirane duzine prostora i broj objekata. Radi preglednosti, prikazani
su rezultati arhitekture sa slike 4.1, budué¢i da su alternativne arhitekture dosledno
ostvarivale slabije performane, uz zadrzavanje istog relativnog odnosa u svim postav-
kama.

Analize su radene na LT1 i LT9, koji pokrivaju ¢itav spektar slozenosti - od jedno-
stavnog dizajnerskog zahteva (LT1) do najslozenijih (LT9).

Tabela 4.3 prikazuje vrednosti F1 mere na LT1 | za razli¢ite brojeve objekata unutar
fiksne duzine prostora od 600 jedinica. Rezultati ukazuju na to da, kako se broj objekata
povecava, potrebno je vise primera za obuku da bi se odrzao isti nivo performansi koji
je postignut sa manjim brojem objekata. Ovaj aspekt skalabilnosti naglasava vaznost
dodatnih podataka kako bi se odrzale performanse modela sa veéem brojem objekata.

Tabela 4.4 prikazuje kako se performanse menjaju sa pove¢anjem duzine prostora,
dok broj objekata varira izmedu 10 i 20. Performanse modela ostaju stabilne uprkos
povecanju duzine prostora, Sto ukazuje na sposobnost generalizacije na razlicite dimen-
zije prostora. Kao i u prethodnim analizama, veé¢i broj objekata zahteva vise primera
za treniranje kako bi se odrzale optimalne performanse.

S druge strane, rezultati na L'T9 za razlic¢ite duzine prostora ukazuju na to da, kod
slozenijih rasporeda, povecanje duzine prostora zahteva i vise trening primera kako bi
se postigao isti nivo performansi (tabela 4.5). Na primer, za duzinu prostora od 3000,
potrebno je 4000 trening primera da bi se postigle iste performanse metoda koje se
postizu sa 1000 trening primera na prostoru duzine 600.

Broj Veli¢ina trening skupa
objekata 100 200 500 1000 4000
3 83 89 93 95 97
5 82 88 92 93 94
10 72 7 79 84 87

Tabela 4.3: Vrednosti F1 mere na LT1, za razlicit broj objekata i veli¢ine trening skupa

30



Glava 4. Analiza performansi i prostornog rezonovanja metoda

Broj objekata
Duzina 10 20
prostora Veli¢ina trening skupa Velic¢ina trening skupa
100 200 500 1000 | 4000 100 200 500 1000 4000
600 72 81 86 87 88 57 65 68 73 74
1200 73 75 79 85 89 55 66 67 72 75
3000 69 7 81 86 90 52 63 65 73 76

Tabela 4.4: Vrednosti F1 mere na LT1, za razlicit broj objekata, duzine prostora i razlicite
veli¢ine trening skupa

Duzina Velicina trening skupa
prostora, 100 200 500 | 1000 | 4000
600 45 51 66 74 85
1200 40 46 57 66 82
3000 39 39 46 59 73

Tabela 4.5: Vrednosti F1 mere na LT9 za razli¢ite duzine prostora.

4.4 Performanse metoda u 2D prostoru

Za procenu performansi metoda u visedimenzionalnom prostoru, kreirani su skupo-
vi koji obuhvataju dva tipa dvodimenzionalnih rasporeda: LT2D1 sa veli¢cinom prostora
50 x50 i LT2D2 sa velicinom prostora 80 x80 (tabela 4.6). Kod oba tipa rasporeda,
zahtev je da se jedan pravougaoni objekat pozicionira na donju-desnu ivicu drugog
objekta. Za 2D prostore, metoda LinLayCNN je primenjena tako sto je dodatna di-
menzija ukljuc¢ena u prostor ulaznih karakteristika i izlazni sloj. Svaki piksel predstavlja
koordinatu u 2D prostoru, gde vrednosti jedan oznacavaju pozicije koje zauzima obje-
kat, a vrednosti nula ostale pozije.

Primenom metodologije iz potpoglavlja 4.1 utvrdena je optimalna CNN arhitek-
tura za ovaj zadatak i prikazana na slici 4.2. Uspesnost LinLayCNN metoda na 2D
skupovima LT2D1 i LT2D1 izrazena je putem F1 mere a rezultati su prikazani u tabeli
4.7.

Direktno poredenje sa rezultatima na LinSpaRes skupu podataka nije moguce, jer
kod 2D tipova rasporeda postoji dodatna prostorna relacija - gore/dole. Ipak, kao
referentna tacka koriséen je skup LT6, koji obuhvata sve linearne prostorne relacije
prisutne u 2D rasporedima. Rezultati iz tabele 4.7 pokazuju da kada je povrsina pro-
stora priblizno ista za oba skupa podataka (600 jedinica kod LT6 i 80x80 kod LT2D2)
performanse LinLayCNN-a u 2D prostoru dostizu nivo postignut u 1D prostoru tek
sa 4000 trening primera. Medutim, za prostore manje povrsine (50 x50 kod LT1D),
performanse su ujednacene kod 1D i 2D rasporeda za sve velicine trening skupa. Ova
analiza sugeriSe da povecanje prostorne dimenzionalnosti zahteva veci broj trening pri-
mera kako bi se za istu povrsinu prostora postigle jednake performanse metoda.

31



Glava 4. Analiza performansi i prostornog rezonovanja metoda

Tip ra- Prostorne relacije Promenljive dizajna Dizajnerski

sporeda . i i . zahtevi
Susedstvo| Preklapanjg S leva/ | Iznad/ Broj Duzina | Duzina

desna ispod |objekata| objekata| prostora

_ O postavljen negde
LT2D1 v v v v 9 10-40 50x50 u prostoru, Oy treba

biti postavlje
LT2D1 10-70 8080 itl postavljen uz

donji desni ugao Oy

Tabela 4.6: Tabela prikazuje karakteristike razli¢itih tipova 2D rasporeda

Tip Veli¢ina trening skupa
rasporeda 100 200 500 | 1000 | 4000
LT2D1 74 81 91 96 99
LT2D2 72 64 73 78 96

LT6 69 81 89 92 96

Tabela 4.7: Performanse LinLayCNN metoda na 1D i 2D skupovima rasporeda prikazane
kroz F1 meru

2D convolution,
kernel (3,3), 32 filters ReLu

'

2D Maxpooling,
kernel(2,2)

'

2D convolution,
kernel (3,3), 64 filters ReLu

'

2D Maxpooling,
kernel(2,2)

v

2D Upsampling,
kernel (2,2)

v

2D convolution,
kernel (3,3), 64 filters ReLu

'

2D convolution,
kernel (3,3), 32 filters ReLu

Y

1D convolution,
kernel (3,3), 1 filter Sigmoid

v

Dense , sigmoid
(max_space_width * max_space_height)

Slika 4.2: Arhitektura konvolucione neuronske mreZe sa najboljim performansama na skupu
2D rasporeda.
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4.5 Evaluacija sposobnosti prostornog rezonovanja
metoda

U ovom potpoglavlju analizirane su sposobnosti LinLayCNN metoda za ucenje pro-
stornih relacija. Analizirano je kako metod uci pojedinacne prostorne relacije i kako se
njegove performanse menjaju u zavisnosti od veli¢ine skupa podataka za treniranje.

4.5.1 Postavka eksperimenata
Skup podataka i metrike

LinLayCNN metod je evaluiran na LinSpaRes skupu podataka koris¢enjem metrika
definisanim u potpoglavlju 3.4. Radi preglednost, sve kategoricke metrike skalirane su
na interval od 0 do100. Trening i evaluacija metoda sprovedene su zasebno za svaki tip
linearnog rasporeda (LT).

Velic¢ine trening i test skupa

Kod ljudi, sticanje veStina prostornog rezonovanja obi¢no ne zahteva puno podata-
ka za ucenje [78]. Iz tog razloga, u eksperimentima je analizirano kako velic¢ina skupa
za treniranje utice na performanse LinLayCNN. Shodno tome, u svakom eksperimentu,
nasumicno je izabrano 1000 primera za testiranje dok je metoda trenirana na podsku-
povima veli¢ine 100, 200, 500, 1000 i 4000 primera. Ova procedura ponavlja se pet
puta, a ukupna efikasnost metoda dobijena je kao prosecna vrednost metrika u svakom
pustanju.

Implementacija

Svi eksperimenti su implementirani u programskom jeziku Python, koris¢enjem Ke-
ras biblioteke za implementaciju neuronskih mreza.

4.5.2 Evaluacija performansi na pojedina¢nim tipovima pro-
stornih relacija

Najpre su pokazane performanse LinLayCNN metode na svakoj prostornoj relaciji
pojedinacno. Zatim je analizirana uspesnost iterativnog pristupa dodavanja objekata.
Na kraju je data detaljna analiza celokupnih rezultata.

4.5.2.1 Topoloske relacije

Relacija susedstva

Sposobnost LinLayCNN metoda da nauci relaciju susednosti analizirana je na raspo-
redima koji ukljucuju dizajnerske zahteve da objekat bude postavljen uz drugi objekat,
obelezje ili ivicu prostora.
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a) Susedstvo sa objektom

Na Slici 4.3 prikazano je da LinLayCNN postize najvise vrednosti metrike touching
na L'T'1, gde je zahtev isklju¢ivo postavljanje objekta uz desnu ivicu drugog objekta. Na
LT6 i LT7, koji uklju¢uju dodatne dizajnerske zahteve, vrednosti su nize. Najnize vred-
nosti uocene su na LT9, gde dodatna slozenost u vidu ukljucivanja obelezja znacajno
otezava proces donosenja odluka.
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’
/
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Velicina trening skupa

Slika 4.3: Metrika touching na LT1, LT6a, LT7, LT9a i LT9b za razlicite veli¢ine trening
skupa.

Slika 4.4 ilustruje odnos izmedu metrika distant i intersecting na test primerima na
kojima LinLayCNN gresi, i ne postavlja objekat tacno uz drugi objekat, kao u referent-
nom rasporedu. Kod trening skupa sa 100 primera, kroz sve tipove rasporeda, vrednosti
ovih metrika su gotovo jednake, sto ukazuje na to da su verovatnoce preklapanja ili uda-
ljavanja objekata priblizno jednake. Na L'T'1, gde je jedini zahtev postavljanje objekata
uz drugi objekat, odnos ostaje nepromenjen bez obzira na veli¢inu trening skupa, dok
na LT6a, LT7 i L'T9, kako broj trening primera raste, algoritam pokazuje sklonost ka
udaljavanju objekata u odnosu na preklapanje, verovatno zbog dodatnih dizajnerskih
zahteva kod ovih tipova rasporeda. Na LT6, kod polovine trening primera objekti tre-
ba da budu maksimalno udaljeni, Sto objasnjava izrazeniju preferenciju ka udaljavanju
objekata. LT7 je dizajniran tako da objekti uvek budu susedni, ali samo jedna stra-
na pruza dovoljno prostora za postavljanje drugog objekta, sto se moze se tumagciti i
kao zahtev za susedstvo objekata uz istovremeno udaljavanje od najbliZe ivice prostora.
Ovakva postavka objasnjava zasto LT7, sa 4000 trening primera, favorizuje udaljavanje
objekata u odnosu na preklapanje. Na LT9, dodatni zahtev za maksimiziranje udalje-
nosti objekta od obelezja rezultira ces¢im preklapanjem objekata kako bi zahtev bio
zadovoljen.

Slika 4.5 prikazuje odnos metrika intersection_area i dist(Os,O;). Kod svih tipova
rasporeda prosecna udaljenost izmedu objekata veca je od njihove prosecne prekloplje-
nosti, §to je o¢ekivano s obzirom na to da je udaljavanje dominantan zahtev kod veéine
primera. Na LT1, L'T6 i LT7, sa 4000 trening primera, vrednosti obe metrike konvergi-
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Slika 4.4: Odnos metrika distant i intersecting na LT1, LT6a, LT7 i LT9 za razlicite velicine
trening skupa.

raju ka jedinici. Medutim, kod L'T6 i LT7 ucenje se odvija znatno sporije, metrike duze
ostaju na visim vrednostima.
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Velicina trening skupa
mmm |ntersection area = Distance

Slika 4.5: Odnos metrika intersection_area i dist(O2,01) na LT1, LT6, LT7 i LT9 za razlicite
veli¢ine trening skupa.

Na slici 4.6 prikazani su kutija dijagrami (engl. bozplot) za metriku dist(Os, O;). Sa
grafikona je ocigledno da LT9 sadrzi veliki broj autlajera (engl. outlier), $to su verovat-
no primeri kod kojih LinLayCNN pogresno odlu¢uje da ne postavi objekte jedan pored
drugog. Ovo zapazanje dodatno potvrduje i slika 4.7, na kojoj je F1 mera znacajno
niza na LT9. Medijana je blizu nule za sve rasporede sa 1000 primera, Sto ukazuje na

to da, kada LinLayCNN ima za cilj da postavi objekte jedan do drugog, greske koje
pravi nisu znacajne.
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Slika 4.6: Dijagrami za metriku dist(Oz, O1) na LT6, LT7, LT9a i LT9b za razli¢ite veli¢ine
trening skupa.
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Slika 4.7: F1 mera za sve tipove rasporeda za razlicite veli¢ine trening skupa.

b) Susedstvo sa obelezjem

Na LT9c, LinLayCNN bi trebalo da postavi Oy uz obelezje. Slika 4.8 ilustruje da
metod pravi vecu gresku kada ih udalji, nego kada ih preklopi. Poredenjem slika 4.5 i
4.8 uocavaju se slicni obrasci u odnosu izmedu metrika intersetion_area i dist(Os, O1)
koje mere preklapanje i udaljenost objekata, kao i izmedu metrika inter-distance i
dist(Os, Py), koje mere udaljenost i preklapanje objekta i obelezja. Ovo ukazuje da me-
tod koristi slican osnovni mehanizam za ucenje relacije susedstva, bilo izmedu objekata
ili izmedu objekta i obelezja.

c) Susedstvo sa ivicom prostora

Kod LT6, dizajnerski zadatak je postavljanje Os na levu ivicu Oy, ukoliko postoji
dovoljno prostora. Ukoliko to nije moguce, objekat se pozicionira uz desnu ivicu pro-
stora. Tabela 4.8 prikazuje gotovo identicne vrednosti metrika marginal i touching za
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Slika 4.8: Metrike inter_distance(Og, Py) i dist(Oz, P1) na LT8a i LT9c

Marginal | 0.67 | 1.65 | 5.00 | 8.97 | 15.00
Touching | 1.24 | 1.83 | 6.17 | 8.66 | 13.98

Tabela 4.8: Poredenje metrika marginal i touching

sve velic¢ine trening skupa, Sto implicira da se ivice prostora i objekata percipiraju na
slican nacin.

Na LT3, LT4 i LT5, veé sa 500 trening primera, gotovo u 100 % test primera je O,
postavljen tacno na levu ivicu prostora, sto ukazuje da metod na osnovu malog broja
trening primera uci da precizno postavlja objekat na levu ivicu tj. pocetak prostora.

Relacija preklapanja

Posebno su analizirane relacije preklapanja sa objektom i sa obelezjem.

a) Preklapanje sa objektom

Kod rasporeda koji, pored zahteva za postavljanjem objekata jedan uz drugi, sadrze
i dodatne uslove, LinLayCNN ¢esée odlucuje da udalji objekte nego da ih preklopi (slika
4.4).
Kod LT3 i LT4 zadataka, visoke vrednosti F'1 mere prikazane na slici 4.6, zajedno sa
rezultatima sa slike 4.9, koji pokazuju da ve¢ sa samo 200 primera u trening skupu
LinLayCNN u preko 95% slucajeva postavlja Os na ispravnu stranu O;, ukazuju da
model uspesno prepoznaje deo prostora na kome se nalazi O i pravilno pozicionira
objekat na drugu stranu.

b) Preklapanje sa obelezjem

Na LT9 dizajnerski zahtev je minimizacija udaljenosti izmedu objekata tako da se ne
preklopi obelezje. Na LT9a i LT9b, sa 500 primera, LinLayCNN izbegava preklapanje
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Slika 4.9: Metrika correct_side(O2,01) na LT3, LT4, LT5, LT6, LT7, LTS8, LT9a, LT9b and
LT9c za razlicite veli¢ine trening skupa

obelezja u vise od 90% slucajeva (slika 4.10). U slucaju LT9c, iako objekat pokriva
obelezje u oko 50% primera, metod i dalje pravilno odreduje stranu obelezja u vise
od 80% slucajeva, veé¢ sa 500 trening (slika 4.11). Ovo ukazuje da LinLayCNN ima
izrazenu tendenciju da izbegne preklapanje i da bira poziciju s dovoljno raspolozivog
prostora za objekat. Ovakvo ponasanje sugerise da LinLayCNN u pocetnim fazama
percepira obelezje u niskoj rezoluciji, identifikujuéi njegovu okvirnu lokaciju pre nego
tacnu poziciju. Uoceno smanjenje mere inter_distance (slika 10) i poveéanje F1 mere
(slika 4.7) sa veéim brojem primera u trening skupu ukazuje na to da dodatni primeri
poboljsavaju rezoluciju LinLayCNN metoda.

100 A

80 1

60

Broj primera (%)

204

100 200 500 1000 4000
Veli¢ina trening skupa
mmm covering na LT8a,LT8b mmm covering na LT9a,LT9b, LT9c

Slika 4.10: Metrika covering na LT8a i LT8b (sivi) i LT9a, LT9b i LT9c (crni stubovi)

Relacija pripadnosti

Za ovu relaciju razmotri¢emo slucajeve kada LinLayCNN uc¢i da prostor sadrzi
objekat i kada uci da objekat sadrzi obelezje.
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Slika 4.11: Metrika correct_side(Os, P1) na LT9a, LT9b i LT9c

a) Prostor sadrzi objekat

Kod LT3, LT4, L'T5 i LT6 jedan od dizajnerskih zahteva je postavljanje objekta
uz desnu ivicu prostora. Sa slike 4.12 je jasno da LinLayCNN favorizuje postavljanje
objekata unutar ili uz ivicu prostora, umesto izvan prostora. Sa porastom broja tre-
ning primera, metod sve uspesnije zadovoljava ovaj zahtev, povecavajuci broj korektno
pozicioniranih objekata. U slucajevima kada objekat nije postavljen ta¢no uz ivicu,
rastojanje od ivice je u proseku vece kada se objekat nalazi unutar prostora, nego ka-

da izlazi van njegovih granica (slika 4.13), sto ukazuje na tendenciju ka postavljanju
objekata unutar prostora.

100
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Broj objekata (%)

201

100 200 500 1000 4000
Veli¢ina trening skupa

mminside msmOutside mmmMarginal

Slika 4.12: Odnos metrika inside/outside/marginal na LT3, LT4, LT5 i LT6

b) Objekat sadrzi obelezje

Na LTS8, zahtev je postaviti O; da pokrije obelezje tako da se maksimaizuje udalje-
nost od O,. Na LT8b, gde je obelezje pozicionirano blizu ivice prostora - sto omogucava

39



Glava 4. Analiza performansi i prostornog rezonovanja metoda

50

N W -
o o (=]

Srednja vrednost broja tacaka

=
o

100 200 500 1000 4000
Veli¢ina trening skupa

= \/iolation ™= Distance

Slika 4.13: Metrike violation i dist_right na LT3, LT4, LT5 i LT6 za razicite veli¢ine trening
skupa

da optimalna pozicija objekta bude upravo na ivici - LinLayCNN uspeva da pokrije
obelezje u ¢ak 99% slucajeva, sa samo 500 trening primera (slika 4.10).

Nasuprot tome, na LT8a, gde se obelezje nalazi priblizno u sredini prostora i mora
biti pokriveno samo jednom tackom objekta (tj. nalazi se na samoj ivici objekta sa
unutrasnje strane), uspesnost LinLayCNN opada na oko 50%.

Medutim c¢ak i kada ne dolazi do pokrivanja, LinLayCNN pravilno bira stranu dru-
gog objekta na kojoj je obelezje (slika 4.9), a sa poveéanjem trening skupa postavlja
objekat sve blize obelezju (slika 4.8). Ovo pokazuje da LinLayCNN prepoznaje okvirnu
poziciju obelezja i tezi da ga pokrije.

Tabela 4.9 pokazuje da LinLayCNN dosledno postavlja objekat Oy na stranu obelezja
koja je udaljenija od Oy, isticuéi njegovu strategiju maksimizacije udaljenosti izmedu
objekata. U kombinaciji sa slabijom preciznoséu u identifikaciji tacne lokacije obelezja,
ova strategija cesto dovodi do toga da LinLayCNN ne pokrije obelezje da bi izbegao
preklapanje sa objekatom ili doveo objekte blize nego sto je potrebno.

| Suprotne strane obelezja (%) | 97.85 | 99.24 | 99.69 [ 99.93 [ 100.00 |

Tabela 4.9: Procenat test primera kod kojih su objekti postavljeni sa suprotnih strana obe-
lezja

4.5.2.2 Direkcione relacije
S-leva/s-desna

Na LT6, LinLayCNN treba da postavi objekat na levu ivicu drugog objekta ako ima
mesta, u suprotnom na desnu ivicu prostora. Veé¢ sa 500 trening primera, uspesnost
odabira ispravne strane je gotovo 100% (slika 4.9), sto ukazuje na visoku uspesnost
metoda na ovom zadatku. Za druge tipove rasporeda, odabir strane zavisi od drugih
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Veli¢ina trening Redni broj objekta
skupa 02 03 04 05
100 9.83 21.53 31.80 41.48
200 10.18 20.48 30.50 40.39
500 10.34 20.27 30.86 40.58
1000 9.80 19.87 29.73 39.69
4000 9.95 19.86 29.86 40.10

Tabela 4.10: Razmak izmedu objekata na LT2

dizajnerskih zahteva, pa oni nisu analizirani radi procene sposobnosti LinLayCNN-a u
orijentaciji levo-desno.

4.5.2.3 Relacije udaljenosti

Analiziramo performanse modela u ucenju relacije tacne udaljenosti, kao i relacija
,,5to blize” 1 ,,5to dalje”, pri ¢emu posmatramo i odnose izmedu samih objekata i odnose
izmedu objekta i obelezja.

Tacna udaljenost

Tip rasporeda LT2 sadrzi dizajnerski zahtev da objekti budu postavljeni u tacno
definisanom razmaku jedan od drugog. Konkretno, pet objekata treba biti postavljeno
sa udaljenostima od 10, 20, 30 i 40 jedinica izmedu njih, pocev od leve ivice. Tabela
4.10 prikazuje prosecne udaljenosti svakog objekta od prethodnog. Iz tabele se vidi da
je sa 200 trening primera greska manja od 1, Sto ukazuje na visoku uspesnost metoda
na LT2.

Sto dalje/sto blize
a) Sto dalje od objekta

Kod LT5, zahtev je maksimizacija razdaljine izmedu objekata, pri ¢emu uspesnost
zavisi od ta¢ne procene na kojoj strani - levoj ili desnoj - postoji vise raspolozivog
prostora u odnosu na postavljeni objekat. Slika 4.8 prikazuje najnizi procenat tac¢no
odabrane strane u poredenju s ostalim tipovima rasporeda, sto ukazuje na to da Lin-
LayCNN ima poteskoc¢a u poredenju duzina prostora. Za LTS8, zadatak je takode mak-
simiziranje razdaljine izmedu objekata, ali uz dodatno ogranic¢enje pokrivanja obelezja.
Prema podacima iz tabele 4.9, objekti su smesteni sa suprotnih strana obelezja u preko
99% slucajeva, dok na LT8a ¢ak kod 50% primera obelezje nije pokriveno (slika 4.11).
Ovo jasno pokazuje da je prioritet LinLayCNN razdvajanje objekata, ¢ak i po cenu ne
pokrivanja obelezja.
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b) Sto dalje od obelezja

Analizira¢emo performanse na LT9, gde je zahtev postaviti objekat Oy sto blize
objektu O a istovremeno sto dalje od obelezja. Kod LT9a, O, se postavlja uz ivicu O,
koja je udaljenija od obelezja. Ukoliko na toj strani nema dovoljno prostora, koristi se
suprotna ivica - bliza obelezju (LT9b). U slu¢aju kada nema dovoljno prostora da se
postavi ni uz jednu ivicu, smesta se neposredno pored obelezja (LT9c). Analiza slike
4.10 sugerise da zahtevi iz LT9b, koji se mogu tumaciti kao minimizacija udaljenosti
od obelezja ali da objekti budu susedni, i LT9c - priblizavanje objekta obelezju - cesto
dominiraju. Kao posledica toga, LinLayCNN c¢esto ne uspeva da ispuni zahtev udalja-
vanja objekta od obelezja, te ih neretko smesta na istu stranu prostora, a u pojedinim
slucajevima dolazi i do njihovog preklapanja.

Sto blize

Na Slici 4.11 uocava se da kod LT9a i LT9b, ve¢ sa 500 trening primera, LinLayCNN
ima tendenciju da bira stranu obelezja na kojoj se nalazi objekat O;, sto ukazuje
na sklonost metoda ka njihovom priblizavanju. Analiza slike 4.10 ukazuje da metod
cesto zanemaruje zahtev izbegavanja preklapanja sa obelezjem, favorizujuéi smanjenje
razdaljine izmedu objekata kao dominantan zahtev u odluc¢ivanju . Relacija ,,Sto blize“
obelezju analizirana je kroz potpoglavlje ,,Objekat sadrzi obelezje”.

4.5.2.4 Tterativno dodavanje objekata

Za analizu performansi na ovom zadatku, evaluiramo LinLayCNN metod na tipovi-
ma rasporeda LT1 i LT2, gde su zadaci postavljanje 10 objekata jedan do drugog (LT1)
i postavljanje pet objekata na razdaljinama 10,20,30,40 (LT2). Na Slici 4.14 prikazane
su F1 mere za svaki objekat u rasporedu, u zavisnosti od veli¢ine skupa za treniranje.
Kao sto je ocekivano, F1 vrednost opada sa porastom rednog broja objekta - Sto je
objekat udaljeniji od leve ivice, veéi je broj potencijalnih pocetnih pozicija. Na Slici
4.15 prikazana je Gausova raspodela pocetnih pozicija svakog objekta. Srednja vrednost
i standardna devijacija izracunate su na skupu podataka. Uprkos tome, analiza slike
4.3 pokazuje da LinLayCNN bolje savladava odnose susednosti na LT1 u poredenju s
drugim tipovima rasporeda, jer greske nastale pri postavljanju prethodnog objekata ne
uticu direktno na ispunjavanje zahteva postavljanja novog objekta uz njega.

Uporedi¢emo performanse metoda na LT1 i LT2 analizom prose¢ne F1 vrednosti za
prvih pet objekata. Na osnovu slike 4.16, mozemo zakljuciti da nema znacajnih razlika
u performansama izmedu rasporeda koji ukljucuju zahteve precizne udaljenosti i onih
koji se fokusiraju na susednost.

4.5.3 Diskusija

Na osnovu analize rezultata mozemo zakljuciti da LinLayCNN prepoznaje sve pro-
storne relacije. Posmatraju¢i F1 mere na Slici 4.7, zaklju¢ujemo da, kada raspored
ukljucuje vise prostornih relacija i slozenije interakcije izmedu elemenata, potrebno je
viSe trening primera kako bi se zadovoljili svi dizajnerski zahtevi.
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Slika 4.14: F1 mera za svaki objekat iz skupa LT1, za razli¢ite veli¢ine trening skupa
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Slika 4.15: Gausova raspodela pocetnih pozicija objekata na LT1
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Slika 4.16: Prosecna vrednost F1 mere za prvih pet objekata na LT1 i LT2

Na Slici 4.7 vidimo najbolje performanse i najbrze uc¢enje kod LT2, LT3 i LT4, koji
ukljucuju 2-3 prostorne relacije. LT7, sa 3 relacije i jednim obelezjem, zahteva vise pri-
mera za treniranje, zatim slede LT4, L'T5 i L'T6, koji uklju¢uju 4-5 prostornih relacija.
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LT1, sa 10 objekata, ima nize performanse od LT2 zbog kumulativnih gresaka. LT9
pokazuje najslabije performanse; njegovi dizajnerski zahtevi su nekonzistentni, a odnos
izmedu objekta i obelezja menja se u zavisnosti od pozicije O;. Na Slici 4.17 prikazana
je aktivacija izlaznih neurona CNN-a za primer L'T9c, gde je predikcija metoda LinLa-
yCNN za poziciju Oy netacna. U ovom sluc¢aju LinLayCNN predvida da je O levo od
obelezja. Medutim, slika 4.17 sugerise da bi sa viSe primera za treniranje druga opcija
za poziciju objekta mogla postati dominantna.

—— W C—
0 100 200 300 400 500 600
Duzina prostora

Slika 4.17: Tlustracija predikcije pozicije O2. Gore: Tacan raspored iz LT9a. Dole: Heatmap
koja prikazuje aktivacije izlaznih neurona

Slika 4.9 pokazuje najmanje vrednosti metrike correct_side na LT5, gde je potrebno
uporediti dve duzine prostora i postaviti objekat tamo gde ima vise mesta, Sto ukazuje
na to da LinLayCNN lakse poredi objekat sa prostorom nego $to uporedje dva segmenta
prostora.

Analiza susednosti pokazuje uniforman pristup unutar CNN mreze za kodiranje
odnosa susednosti, bilo da se radi o interakcijama izmedu objekata, objekta i obelezja,
ili objekta i prostora.

Medutim, kod LT9c i LT8a, na osnovu analize preklapanja i pripadnosti, mozemo
zakljuciti da LinLayCNN daje prednost dizajnerskim zahtevima koji ukljucuju objekte
i prostor u odnosu na zahteve koji ukljucuju obelezje, naro¢ito na manjim trening
skupovima. Slika 4.9, koja pokazuje visoku stopu pravilnog odabira strane u vecini
rasporeda cak i uz nisku vrednost F1 mere (slika 4.7), dovodi nas do zakljucka da
LinLayCNN pri malom broju primera za treniranje percipira raspored u nizoj rezoluciji,
prepoznaju¢i podruc¢je umesto precizne pozicije elemenata.

Kako bi se iskoristile moguénosti LinLayCNN-a u scenarijima sa malim skupovima
za treniranje, preporucujemo koris¢enje algoritama zasnovanih na pravilima za doradu
generisanih rasporeda. To podrazumeva prilagodavanje rasporeda tako da se, na primer,
kada su objekti ili objekat i obelezje na malim udaljenostima, oni prisilno postavljaju
jedan pored drugog. Na ovaj nacin povecava se funkcionalnost rasporeda bez potrebe
za obimnim skupovima podataka za treniranje.

4.6 Zakljucak

Sprovedene analize pokazuju da jednostavnije arhitekture (posebno sa dva konvolu-
ciona sloja) pokazuju superiornije performanse u odnosu na dublje mreze, koje dostizu
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iste performanse tek sa veéim brojem trening primera (4.1, 4.1). Predlozeni sigmoidalni
izlazni sloj konzistentno nadmasuje softmaks i regresioni izlaz (4.2). Regresioni izlaz
daje bolje rezultate samo na najjdenostavnijim problemima. U pogledu skalabilnosti,
povecanje broja objekata i dimenzija prostora zahteva vece koli¢ine trening podataka
da bi se odrzale iste performanse (4.3, 4.4, 4.5, 4.7).

Analiza rezultata pokazuje da LinLayCNN uspesno prepoznaje sve tipove prostor-
nih relacija, ali pri manjem broju primera tezi ,grubljoj* (niskorezolucijskoj) percepciji
obelezja i prioritet daje zahtevima koji uklju¢uju interakcije objekat—prostor u odnosu
na objekt—obelezje (4.9, 4.7). Na osnovu rezultata, preporucuje se kombinovanje Lin-
LayCNN sa pravilima u scenarijima sa malo podataka, kako bi se dodatno poboljsala
tacnost bez povec¢anja slozenosti modela. Ovakvi rezultati sugerisu da je pazljivo ba-
lansiranje izmedu slozenosti modela i velicine skupa podataka kljucno za optimalne
performanse na odredenom problemu.
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Glava 5

Primena metoda na arhitektonskom
problemu generisanja linearnog
kuhinjskog rasporeda

Problem generisanja kuhinjskih rasporeda predstavlja izazovan zadatak zbog slozenosti
koja spaja stroga funkcionalna pravila sa kreativnim aspektima dizajna. Ova jedinstve-
na kombinacija ¢ini ga posebno interesantnim za istrazivanje i testiranje algoritama
masinskog ucenja, jer osim Sto moraju integrisati eksplicitna pravila, ovi algoritmi mo-
raju biti sposobni da obuhvate i estetske principe i dizajnersku intuiciju u procesu
odlucivanja.

U ovom poglavlju fokusira¢emo se na generisanje najjednostavnijeg kuhinjskog ra-
sporeda — linearnih kuhinja. ReSavanje ovog osnovnog problema predstavlja kljucni
preduslov za dalje prosirenje na slozenije rasporede, buduéi da oni uklju¢uju slicna
pravila, ali u vise dimenzija. Analiza performansi algoritama na linearnim rasporedima
pruza uvid u njihove moguénosti i ogranicenja, Sto je neophodno za njihovu primenu
u generisanju kompleksnijih kuhinjskih konfiguracija.

Jedno od osnovnih ogranic¢enja u primeni algoritama vesStacke inteligencije u gene-
risanju kuhinjskih rasporeda jeste nedostatak adekvatnih skupova podataka. Kreiranje
kvalitetnog skupa podataka u ovoj oblasti izuzetno je zahtevno i skupo, jer zahte-
va objedinjavanje ekspertskog znanja dizajnera enterijera, prakti¢nih potreba krajnjih
korisnika i tehnickog znanja proizvodaca kuhinja.

Dodatni izazov predstavlja to Sto kuhinjski rasporedi zahtevaju rad sa preciznim
dimenzijama, Sto otezava belezenje i pripremu podataka. Nedostatak intuitivnih i efi-
kasnih alata dodatno komplikuje ovaj proces, a postavlja se i pitanje kako formalno
definisati kuhinjski raspored i koje karakteristike su klju¢ne za njegovu reprezentaciju.

Kako bismo definisali klju¢ne karakteristike za reprezentaciju kuhinjskog rasporeda,
sproveli smo intervju sa strué¢njacima iz oblasti dizajna enterijera i proizvodnje kuhinja.
Na osnovu dobijenih informacija razvijen je alat za anotaciju, koji je omogucio siste-
matsko prikupljanje i obradu podataka. Koris¢enjem ovog alata struc¢njaci su kreirali
LinKitLay skup podataka, koji obuhvata linearne kuhinjske rasporede razli¢itih nivoa
slozenosti. Skup sadrzi 900 trening i 100 test primera.
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Na osnovu intervjua sa strucnjacima formulisana su pravila odlu¢ivanja, koja su
posluzila kao osnova za razvoj metoda za automatsko generisanje linearnih kuhinjskih
rasporeda, zasnovanog na pravilima (engl. rule-based method). Validacija metoda na
LinKitLay skupu podataka pokazala je dobre rezultate za jednostavnije rasporede, dok
se ovaj deterministicki pristup ispostavio neefikasnim za slozenije konfiguracije.

Kako bismo prevazisli ova ogranic¢enja, razvili smo algoritme zasnovane na masinskom
ucenju. Prvo smo testirali tradicionalne algoritme, koji su pokazali znacajno bolje re-
zultate od metoda zasnovanog na pravilima i koje su ispitanici ocenili kao prakti¢no
primenljive. Nakon toga, testirali smo LinLayCNN metod koji je pokazao najbolje per-
formanse na ovom zadatku.

5.1 Opsti problem rasporedivanja namestaja

Dizajn enterijera, koji obuhvata selekciju namestaja, raspored elemenata i izbor
materijala, predstavlja slozen proces koji zahteva visok nivo strucnosti i kreativnosti
profesionalnih dizajnera [50]. Rasporedivanje namestaja je narocito izazovno jer zahteva
uskladivanje razlicitih funkcionalnih i estetskih kriterijuma. Iskusni dizajneri se zato
¢esto oslanjaju na iterativni proces pokusaja i gresaka kako bi postigli optimalan balans
izmedu ovih komponenti [93].

S obzirom na sve Siru upotrebu virtuelnih okruzenja u arhitektonskoj vizualizaciji
i industriji video igara, ru¢no dizajniranje enterijera virtuelnih scena postaje izuzetno
skupo u pogledu vremena i resursa [50]. Ru¢na izrada ovakvih okruzenja u velikim
razmerama je neprakticna i tesko izvodljiva [27]. Automatska i poluautomatska sinteza
enterijera nudi velike prednosti dizajnerima enterijera jer im obezbeduje brze i jed-
nostavnije alate za koris¢enje prilikom konsultacija sa klijentima i u generisanju pre-
dlozenih rasporeda [94]. Predlozeni su razli¢iti pristupi za automatizaciju, ukljuéujuéi
zadovoljenje ogranicenja, optimizaciju rucno definisanih principa dizajna enterijera,
statisticke pristupe primenjene na podatke o medusobnim odnosima objekata i odno-
sima sa korisnikom [65].

Medutim, dizajniranje rasporeda sa slozenim ogranicenjima i dalje je izazov zbog
nejedinstvenih resenja i poteskoca u integraciji ogranic¢enja u konvencionalne metode
zasnovane na optimizaciji [94]. Savremeni pristupi za resavanje problema analize scena
i modelovanja sve vise se oslanjaju na podatke, koriste¢i metode masinskog ucenja [28].

Specificnosti generisanja kuhinjskih rasporeda

Kuhinja predstavlja prostor od velike vaznosti za svaku porodicu. Zbog toga je vazno
da bude organizovana na najbolji moguéi na¢in, uz maksimalno iskoris¢enje prostora
i estetski izgled prilagoden ukusu korisnika. Da bi se ispunili ovi kriterijumi, vlasnici
kuca se u vecini sluc¢ajeva odlucuju za izradu kuhinja po meri. Ovo zahteva postovanje
mnogih pravila rasporedivanja elemenata kako bi se dobio funkcionalan prostor. Zbog
toga su dizajneri enterijera cesto primorani da znacajan deo vremena posvete resavanju
funkcionalnih izazova, $to im ostavlja manje prostora za kreativne i estetske aspekte
dizajna.
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Mnoge smernice za dizajn enterijera smatraju kuhinju jednom od najkompleksnijih
prostorija u celoj kuéi [95, 96]. Kuhinje zahtevaju rad sa namestajem po meri, koji
je specificno napravljen za datu prostoriju, ali mora da zadovolji unapred definisana
pravila dizajna [97]. Na primer, duzina radnih povrsina izrazava se kao kontinualna
vrednost koja mora zadovoljiti odredena ogranic¢enja. Nasuprot tome, pojedini kuhinj-
ski elementi, poput sudopere ili rerne, imaju unapred odredene, diskretne dimenzije.
Gradivni blokovi kuhinje moraju biti pazljivo koordinisani kako bi zadovoljili slozena
funkcionalna i estetska ogranic¢enja (npr. elementi treba da se postave u nizu bez raz-
maka izmedu njih [34], frizider treba da bude na pocetku radnog niza [98]). Planiranje
kuhinje obuhvata pozicije vodovodnih, elektro, grejnih, ventilacionih i ponekad gasnih
instalacija [99, 100].

Zbog toga dizajner kuhinje mora biti i analitican i kreativan [101]. U nekim slu¢ajevima,
ne postoji jedinstven ispravan raspored kuhinje, a izbor prihvatljivog zavisi iskljucivo
od kreativnosti dizajnera. Zbog kompleksnosti dizajna kuhinje, postojeca istrazivanja
u oblasti proceduralne sinteze unutrasnjih scena prepoznaju kuhinju kao specificnu
funkcionalnu grupu [34, 65, 27|, ili se uopste ne bave generisanjem rasporeda kuhinje
(64, 62].

Poslednjih godina pristupi zasnovani na podacima i u¢enju dobijaju sve veéu paznju.
Paralelno sa tim raste i broj skupova podataka o enterijerima [102]. Iako postoji interes
za ovo polje, prema nasim saznanjima, niko do sada nije kreirao skup podataka koji
ukljucuje stvarne karakteristike kuhinjskog dizajna. Kako masinsko ucenje postaje sve
prisutnije, postaje sve vaznije prikupljati i anotirati podatke, narocito za najnovije
arhitekture neuronskih mreza [103].

Postojeci pristupi

Postoji sirok spektar istrazivackih radova koji se bave tematikom konstrukcije vir-
tuelnih zgrada [104]. Jedna grupa istrazivanja fokusira se na generisanje zgrada [105,
106, 107, 108], dok druga istrazuje automatsko generisanje enterijera [34, 109, 110].

[strazivanja koja se bave problemom automatskog rasporedivanja namestaja prime-
njuju razlic¢ite principe. Prva grupa autora koristi parametarske principe zasnovane na
pravilima [109, 110, 111, 112, 113], dok druga primenjuje metode zasnovane na optimi-
zaciji [61, 50]. Ovi autori formiraju funkciju cene u optimizaciji koristeéi matematicke
izraze koji predstavljaju estetska, ergonomska i funkcionalna pravila u profesionalnom
dizajnu enterijera. Treca grupa istrazivaca koristi metode zasnovane na podacima, koje
se oslanjaju na informacije iz postojeéih rasporeda [27]. Ove metode izbegavaju potre-
bu za slozenim pravilima, koja zavise od specificnog znanja dizajnera. Kako masinsko
ucenje postaje sve rasireniji pristup, nova istrazivanja sve vise primenjuju ove metode
za automatsko kreiranje rasporeda namestaja [34, 114, 62].

Pregledom literature dosli smo do samo nekoliko radova koji se bave automatskim
generisanjem rasporeda kuhinje [65, 34, 110, 111, 28] , koji nude resenja sa odredenim
ogranicenjima. Duboke konvolucione mreze imaju poteskoc¢a u generisanju kontinualnog
rasporeda odvojenih sekcija kuhinjskih radnih povrsina [34]. Konvolucione operacije
ne prepoznaju osnovne strukture u podacima koje igraju kljuénu ulogu u razumevanju
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scena, Sto moze delimi¢no objasniti zasto duboke konvolucione neuronske mreze, koje
su bile uspesne u obradi prirodnih slika, nisu Siroko primenjene u analizi ili sintezi
3D unutrasnjih scena [28]. U radu [65] predstavljen je okvir za sintezu unutrasnjih
scena koji kombinuje relacione graficke prikaze viseg nivoa sa prostornim prioritetima
neuronskih mreza. Ovakav pristup omogucéava precizniji raspored nadstruktura, poput
kuhinja ili ugradnih ormana. Iako metoda pruza kvalitetne rezultate slicne drugim
savremenim pristupima, izvestaji sugerisu da jos uvek nije na nivou ljudskih sposobnosti
u dizajnu scena, posebno u sluc¢aju kuhinja.

Nedostatak specificnih skupova podataka za kuhinjski dizajn, koji ukljuc¢uju stvarne
karakteristike, razli¢ite podtipove kuhinjskih elemenata i kontinualnu duzinu radnih
povrsina, predstavlja veliku prepreku za razvoj automatskog generisanja kuhinjskih
rasporeda.

5.2 Osnove organizacije kuhinjskog prostora

Kuhinjski elementi

Tri glavna kuhinjska elementa su: element za kuvanje (engl. Cooking), element za
skladistenje (engl. Storage) i element za pranje (engl. Washing). U daljem teksu $poret,
frizider i sudopera. Glavni elementi razdvojeni su radnim povrsinama [115, 116, 111].

U nastavku su definisana po tri tipa za svaki od glavnih kuhinjskih elemenata, na
osnovu trzisno najzastupljenijih dimenzija (Sirina x visina x dubina), koji su prikazani
na slici 5.1.

F2 F3

81 S2 S3
- * * 1 1 $1 82
7 7 al -
(a) Tipovi frizidera (b) Tipovi sudopere (c) Tipovi Sporeta

Slika 5.1: Tipovi glavnih kuhinjski elemenata
Tipovi frizidera i njihove dimenzije:
e F'1: 60 x 90 x 60,
e ['2: 90 x 180 x 60,
e F3:-120 x 180 x 60.
Tipovi sudopere i njihove dimenzije:
e S1: 30 x 90 x 60,
e S2: 60 x 90 x 60,
e S3: 120 x 90 x 60.
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Tipovi Sporeta i njihove dimenzije:
e S1: 30 x 2 x 60,

e S2: 60 x 90 x 60,

e S3: 120 x 180 x 60.

Tip kuhinje

Organizacija prostorije definise moguéi tip kuhinje. Prema obliku, kuhinjski raspo-
redi se mogu klasifikovati u Sest osnovnih tipova (slika 5.2): Linearni (I-oblik), II-oblik,
L-oblik, U-oblik, G-oblik i sa ostrvom [111].

8l I [« o | . 4 1O
oo oo
o O [Xe]
l-oblik 11-oblik L-oblik
Ol @ el O
0o
[ Xe] Oo
|| 00 | ]
* ‘ * *|
U-oblik G-oblik Sa ostrvom

Slika 5.2: Sest osnovnih tipova kuhinja

U ovom poglavlju baviéemo se linearnim kuhinjama, kod kojih su svi kuhinjski
elementi postavljeni duz jednog zida (jedne dimenzije).

Osnovna pravila rasporedivanja kuhinjskih elemenata

Kljucni zahtev pri dizajniranju kuhinje jeste da glavni kuhinjski elementi budu
organizovani tako da rad izmedu njih bude Sto efikasniji, bez suvisnog hodanja ili
prepreka.

Kuhinjski raspored zavisi od tri glavna faktora:

e pravila za bezbednu i udobnu upotrebu,
e postojecih infrastrukturnih elemenata,
e cstetskog izgleda.

Jos 1940-ih godina na Univerzitetu Ilinois, razvijen je princip ,,Radnog trougla“
(engl. Working Triangle, WT), koji definise pravila za medusobni polozaj kuhinjskih
elemenata koja se koriste i danas. Po W'T principu tri glavna kuhinjska elementa treba
da budu povezana zamisljenim linijama koje ¢ine trougao (slika 5.3).
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Slika 5.3: Princip radnog trougla

Kljuéne smernice WT pristupa su [117]:

e Razdaljina izmedu radnih elemenata je 1.2m - 2.7m;
e Suma svih razdaljina je 4m - 7.9m;

e Prepreke, kao Sto su ormari, ne smeju da se ukrstaju sa trouglom za vise od 30
cm;

e Ne bi trebalo da bude prolaza kroz trougao.

Vazan faktor za dizajniranje rasporeda su postojeéi infrastrukturni elementi prosto-
rije, na osnovu kojih se odreduju pozicije nekih od kuhinjskih elemenata. Na primer:

e Vrata odreduju poziciju frizidera.
e Vodovodne cevi i kanalizacija odreduju poziciju sudopere.

e Cevi za ventilaciju odreduju poziciju aspiratora i Sporeta.

U linearnoj kuhinji, idealni raspored elemenata (od ulaza ka unutrasnjosti) je:
frizider — sudopera — Sporet, uz radne povrsine izmedu elemenata (slika 5.4).

Frizider Sudopera Sporet

Ulaz Radna povrsina . Radna povrsina

Slika 5.4: Idealna organizacija linearnog kuhinjskog rasporeda

Osnovna pravila rasporedivanja moguce je implementirati u slucaju dizajniranja
i izgradnje nove zgrade. Implementacija prilikom renoviranja bi¢e moguca samo ako
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su pozicije infrastrukturni elementa uskladene sa principom radnog trougla. Ukoliko
nisu, promena pozicija prozora i sistema cevi kako bi se uskladili sa principom radnog
trougla moze biti skupa i, u vecini sluc¢ajeva, nemoguca. U tom slucaju, kreativnost
dizajnera ima glavnu ulogu u dizajnu rasporeda kako bi se obezbedio siguran i udoban
prostor u kuhinji.

5.3 LinKitLay - skup podataka sa linearnim kuhinj-
skim rasporedima

Reprezentacija linearnog kuhinjskog rasporeda

S obzirom na to da kuhinjski elementi imaju standardizovane dimenzije u dubini
i visini [111], te dimenzije su zanemarene prilikom definisanja reprezentacije raspore-
da. Posto su svi kuhinjski elementi rasporedeni duz jedne linije — duz zida — prostorni
problem koji bi inace bio trodimenzionalan moze se pojednostaviti na jednodimenzio-
nalni. To znaci da je za reprezentaciju rasporeda dovoljno opisati pozicije elemenata duz
glavne ose kuhinje, dok su dubina i visina implicitno definisane njihovim standardnim
vrednostima. Ovakav pristup omogucava efikasniju strukturu podataka i pojednosta-
vljuje proces generisanja kuhinjskih rasporeda.

Kako bismo definisali klju¢ne karakteristike za reprezentaciju kuhinjskog raspore-
da, sprovedeno je istrazivanje u formi intervjua, sa 43 struc¢njaka u Srbiji. U okviru
ovog istrazivanja, intervjuisano je 9 dizajnera enterijera, 22 arhitekti i 12 proizvodaca
kuhinja. Na osnovu prikupljenih informacija, identifikovane su relevantne ulazne ka-
rakteristike koje uticu na donoSenje odluka pri rasporedivanju kuhinjskih elemenata.
Struktura rasporeda u potpunosti je odredena podtipovima i pozicijama tri glavna ku-
hinjska elementa, dok se preostali prostor izmedu njih popunjava radnim povrSinama
(detaljnije opisano u potpoglavlju 5.2). Shodno tome svaki primer u skupu podataka
sastoji se od Sest diskretnih ulaznih karakteristika i od Sest izlaznih parametara (ciljnih
vrednosti).

Ulazne karakteristike (infrastrukturni elementi)

Ulazne karakteristike predstavljaju fiksne prostorne uslove (infrastrukturne elemen-
te) koji direktno uticu na raspored kuhinjskih elemenata. Oni odreduju fizicke granice
unutar kojih se formira raspored. Ulazne karakteristike su:

1. duzina kuhinje,

2. pozicija ventilacije,

3. pozicija kanalazicionog odvoda,
4. pozicija prozora,

5. pozicija ulaza u kuhinju,
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6. pozicija izlaza iz kuhinje.

Promena bilo kog ulaznog parametra moze znacajno uticati na raspored kuhinjskih
elemenata.

Izlazni parametri (ciljne vrednosti)

Ciljne vrednosti predstavljaju podtipove i pozicije tri glavna kuhinjska elementa:

—_

. tip sudopere,

2. pozicija sudopere,
3. tip Sporeta,

4. porzicija Sporeta,
5. tip frizidera,

6. pozicija frizidera.

Generisanje rasporeda kuhinje podrazumeva odredivanje ciljnih vrednosti na osnovu
definisanih ulaznih karakteristika (slika 5.5).

Ulazne karakteristike Ciljne vrednosti
1. DuZina kuhinje 1. Tip sudopere
2. Pozicija ventilacije 2. Pozicija sudopere
3. Pozicija kanalizacionog odvoda 3. Tip Sporeta
4. Pozicija prozora 4. Pozicija Sporeta
5. Pozicija ulaza u kuhinju 5. Tip friZidera
6. Pozicija izlaza iz kuhinje 6. Pozicija frizidera

Slika 5.5: Ulazne karakteristike i ciljne vrednosti

Kreiranje skupa podataka

Skup linearnih kuhinjskih rasporeda (engl. Linear Kitchen Layouts, LinKitLay) !
kreiran je od strane pet dizajnera enterijera sa prosec¢nim iskustvom od 9,4 godine
u dizajnu kuhinja i organizaciji rasporeda. LinKitLay sadrzi 900 primera linearnih
rasporeda kuhinja za treniranje i 100 primera za testiranje.

Skup podataka podeljen je u cetiri podskupa koji simuliraju razlic¢ite slucajeve
projektovanja kuhinja:

"https://github.com/jelenabk/ProceduralKitchenGeneration
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Podskup 1 — sadrzi rasporede kuhinja razli¢itih duzina, sa samo jednim ulaznim
parametrom (pozicija ulaznih vrata). Ovaj podskup simulira projektovanje kuhinja u
ranoj fazi izgradnje objekta, kada jo$ nisu definisane tacne pozicije odvoda za sudoperu
i ventilacije, pa je moguce generisati idealan raspored elemenata. Veéina postojec¢ih
skupova podataka sadrzi samo primere sa ovakvim karakteristikama.

Podskup 2 - sadrzi rasporede kuhinja razli¢itih duzina, sa ulaznim parametrima
postavljenim u idealnom redosledu: ulazna vrata na pocetku kuhinje, zatim odvod
za sudoperu, ventilacija i izlaz na kraju. Simulira slucajeve projektovanja kuhinja u
prostorima u kojima su infrastrukturni elementi postavljeni po WT principima.

Podskup 3 — sadrzi rasporede kuhinja razlic¢itih duzina, sa razli¢itim ulaznim pa-
rametrima koji nisu u idealnom redosledu ali se ne preklapaju i nisu previse blizu (npr.
pozicija odvoda za sudoperu i ventilacije nije bliza od 30 cm). Simulira slucajeve pro-
jektovanja kuhinja u prostorima u kojima W'T principi nisu ispoStovani, pa nije moguce
posti¢i idealan raspored kuhinjskih elemenata.

Podskup 4 — sadrzi rasporede kuhinja razlicitih duzina, sa razli¢itim ulaznim pa-
rametrima koji nisu u idealnom redosledu, preklapaju se ili su postavljeni vrlo blizu
(npr. udaljenost izmedu odvoda i ventilacije manja je od 30 cm), $to onemogucéava di-
rekto povezivanje kuhinjskih elemenata sa odgovarjué¢im ulaznim parametrima. Ovakvi
slucajevi odstupanja od W'T principa predstavljaju poseban izazov u praksi.

Raspodela trening primera po podskupovima je priblizno uniformna, ¢ime je obezbedena
ravnomerna zastupljenost razlic¢itih scenarija u procesu treniranja modela. Test skup
sastoji se od 100 pazljivo odabranih primera. Raspodela primera po podskupovima
podataka je sledeca:

e Podskup 1: 10 primera;
e Podskup 2: 20 primera;
e Podskup 3: 30 primera;

e Podskup 4: 40 primera.

Alat za anotaciju

Za kreiranje linearnog rasporeda kuhinja, stru¢njaci su koristili softver razvijen ko-
ris¢enjem Unity razvojnog okruzenja za video igre (engl. Unity game engine). Softver
je namenjen kreiranju rasporeda kuhinja bilo kog oblika (slika 5.8), uz podrsku za
dimenzije zida od minimalnih 90 cm do maksimalnih 600 cm. Raspored kuhinje prika-
zan je iz perspektive ,odozgo“. Pozicije ulaznih karakteristika korisnik moze definisati
rucno, koristec¢i klizace, ili unosom tac¢nih dimenzija u centimetrima. Takode postoji
opcija da softver sam izgeneriSe ulazne karakteristike. Nakon toga korisnik moze ruéno
rasporediti kuhinjske elemente.
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Slika 5.6: Alat za anotaciju

Softver koristi standardizovane dimenzije za sva tri glavna kuhinjska elementa (opi-
sano u potpoglavlju 5.2). Radne povrsine koje popunjavaju prostor izmedu glavnih
elemenata imaju modularnu veli¢inu od 60 cm. Samo jedna radna povrSina moze od-
stupati od ovog standarda, ali uz slede¢a ogranicenja:

e minimalna dozvoljena duzina: 30 cm,
e standardna duzina: 60 cm,

e maksimalna dozvoljena duzina: 90 cm.

5.3.1 Metod evaluacije

Kao metrike za merenje performansi na ovom skupu podataka predlazemo kvanti-
tativnu metriku - exact matching i perceptualne metrike: livability i applicability..

Kvantitativne mere omogucavaju objektivnu evaluaciju modela uporedivanjem ge-
nerisanih rezultata sa referentnim podacima. Medutim, u praksi, dizajn kuhinje nije
proces strogo voden pravilima, ve¢ i umetnicka disciplina. U nekim slucajevima to do-
vodi do postojanja viSe ispravnih rasporeda za iste ulazne karakteristike kuhinje, u
zavisnosti od ukusa i estetskih preferencija dizajnera. S druge strane, ¢ak i kada gene-
risani raspored nije u potpunosti prihvatljiv, ¢esto je dovoljna samo manja korekcija.
Zbog toga, kao dodatne metrike predlazemo perceptualne metrike koje se odreduju na
osnovu procena strucnjaka i korisnika o kvalitetu i primenljivosti generisanih rasporeda.

Kvantitativne metrike:

e Fxact matching — meri slicnost izmedu generisanih i referentnih rasporeda iz
skupa podataka, na nivou pojedinac¢nih elemenata i na nivou celog rasporeda.

Na nivou elementa - kuhinjski element se smatra ta¢no klasifikovanim samo ako
je pozicioniran na identicnom mestu kao u referentnom rasporedu.
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Na nivou rasporeda - raspored se smatra ispravno klasifikovanim samo ako su svi
njegovi elementi pozicionirani na identicnom mestu kao u referentnom raspore-
du. Ova metrika predstavlja varijaciju Intersection-over-Union (IOU) metrike —
koja meri povrsinu preseka izmedu predvidenog i referentnog rasporeda, koja je
koriséena u [118].

Perceptualne metrike:

e Livability — meri pogodnost za zivot. Ucesnici procenjuju da li generisani ra-
sporedi zadovoljavaju estetske, ergonomske i funkcionalne zahteve neophodne za
ugodan boravak. Metrika je binarna, sa vrednostima 0 ili 1, u zavisnosti od toga
da li je raspored pogodan za zivot (1) ili nije (0). Inspirisana je metodologijom
opisanoj u [61].

o Applicability — meri stepen primenljivosti rasporeda u praksi dizajnera. Ucesnici
ocenjuju svaki generisani raspored na osnovu obima korekcija koje je potrebno na-
praviti da bi raspored bio primenljiv u njihovoj profesionalnoj praksi. Predlazemo
skalu od 1 do 5, gde 1 oznacava raspored koji mora biti dizajniran iznova, dok
5 oznacava raspored koji ne zahteva nikakve korekcije. Eksperimentalni dizajn je
inspirisan studijama [28, 119].

Metrike exact matching i livability imaju binarnu prirodu (ta¢no/netacno, use-
ljiv/neuseljiv), pa su performanse na nivou celog skupa podataka izrazene kroz ta¢nost
(engl. accuracy), definisanu kao odnos broja ispravno klasifikovanih primera i ukupnog
broja primera. U daljem tekstu, kada se ove metrike prikazuju na nivou celog skupa,
pod tim se podrazumeva tacnost. Za metriku applicability, gde se ocena dodeljuje na
skali od 0 do 5, rezultati su prikazani kao prosecna vrednost. U pojedinim slucajevima,
kada u perceptualnim studijama ucestvuje vise ispitanika, odredeni raspored je prihva-
tljiv za jednog strucnjaka, ali ne i za drugog, te konacni rezultat predstavlja proseénu
vrednost metrike po svim ispitanicima.

5.4 Metod za rasporedivanje kuhinjskih elemenata
zasnovan na pravilima (engl. rule-based)

5.4.1 Opis metoda

U ovom poglavlju razvijeni je metod za automatsko generisanje rasporeda kuhinje I-
oblika zasnovan na pravilima, Dve kljuéne komponente metoda su: ulazne karakteristike
(infrastrukturni elementi) i pravila odluc¢ivanja sa pridruzenim tezinama. Pravila su
zasnovana na ekspertizama prikupljenim kroz intervju sa stru¢njacima, koji je koriséen
i za definisanje ulaznih karakteristika i ciljnih vrednosti sistema (potpoglavlje 5.3). Na
osnovu rezultata intervjua kreiran je algoritam zasnovan na if-else logici, koji integrise
razlicita pravila, njihove tezine i ulazne karakteristike kako bi generisao optimalan
raspored kuhinjskih elemenata.
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Pravila odlucivanja

Pravila odluc¢ivanja definisu na¢in na koji se kuhinjski elementi rasporeduju u od-
nosu na ulazne karakteristike. Kljuéna pravila definisana kroz intervju sa stru¢njacima:

e Razdaljina izmedu sudopere i vodovodnih instalacija treba da bude minimalna.
e Razdaljina izmedu Sporeta i ventilacionog sistema treba da bude minimalna.

e Razdaljina izmedu skladistenja i ulaznih vrata kuhinje treba da bude minimalna.
e Razdaljina izmedu Sporeta i prozora treba da bude minimalna.

e Razdaljina izmedu Sporeta i pocetka ili kraja kuhinje treba da bude minimalna.
e Razdaljina izmedu frizidera i pocetka ili kraja kuhinje treba da bude minimalna.
e Sporet ne sme biti postavljen pored sudopere.

e Sporet ne sme biti postavljen pored frizidera.

e Sudopera ne sme biti postavljena pored frizidera.

e Sudopera treba da bude pozicionirana izmedu Sporeta i frizidera.

Svako pravilo ima pridruzenu tezinu, koja odrazava njegovu vaznost u procesu od-
lucivanja. Primeri pravila sa tezinama:

e Najvaznije pravilo: Sporet ne sme biti pored sudopere (najveca tezina),
e Manje vazno pravilo: Prozori se preporuc¢uju iznad Sporeta (niza tezina),

e Srednje vazno pravilo: Frizider treba da bude blizu ulaza u kuhinju (srednja
tezina).

Proces odlucivanja putem if-else strukture

Na osnovu ulaznih karakteristika, sistem koristi algoritam odluc¢ivanja zasnovan na
if-else logici, koji kombinuje pravila sa pridruzenim tezinama za generisanje i rangi-
ranje mogucih rasporeda kuhinje. Ovaj algoritam je razvijen na osnovu intervjua sa
stru¢njacima. Strucnjaci su definisali relevantna pravila, njihove medusobne odnose i
vaznosti kroz pridruzene tezine. Prvo se generise vise potencijalnih rasporeda na osnovu
razli¢itih kombinacija pravila, a zatim se oni rangiraju prema zbiru tezina primenjenih
pravila.

Primer procesa odlucivanja:

1. Proveravaju se ulazne karakteristike (npr. lokacija vodovoda i ventilacije).

2. Primenjuju se pravila sa pridruzenim tezinama:
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e Ako je lokacija vodovoda poznata, postavi sudoperu $to blize vodovodu.
e Ako je pozicija ventilacije dostupna, postavi Sporet uz ventilaciju.

e Ako je moguca kolizija izmedu Sporeta i sudopere, primeni pravilo sa ve¢om
tezinom (razdvoji ih).

3. Sistem rangira moguce rasporede na osnovu ukupnih tezinskih vrednosti prime-
njenih pravila.

4. Kao rezultat, generise se raspored sa najvisim zbirom tezina pravila.

Odredivanje tezina pravila

Prvo su definisana pravila odluc¢ivanja i razvijen algoritam zasnovan na if-else logi-
ci, koji kombinuje pravila i ulazne karakteristike za generisanje optimalnih rasporeda
kuhinje. Ovaj algoritam je potom implementiran u alat za anotaciju opisan u potpo-
glavlju 5.3. Za svako pravilo uspostavljena je skala sa diskretnim vrednostima, koja
omogucava kvantifikaciju njegove vaznosti u procesu odlucivanja. U alatu, ova skala
je implementirana kroz interaktivni kliza¢, omoguéavajuéi korisnicima da intuitivno
prilagode znacaj svakog pravila, ¢ime direktno uticu na proces generisanja kuhinjskih
rasporeda (slika 5.7).

Tezine pravila odredene su empirijski kroz iterativni proces evaluacije. Strucnjaci
su prvo definisali poc¢etne tezine pravila unutar unapred odredenog raspona vrednosti.
Razvijeni softver zasnovan na rule-based metodu zatim generise rasporede dobijene na
osnovu tih tezina, koji stru¢njaci analiziraju. Tokom evaluacije, strucnjaci su ocenji-
vali uskladenost generisanih rasporeda sa pravilima dizajna, funkcionalnoséu i dobrom
praksom. Na osnovu rezultata analize, tezine pravila su sukcesivno prilagodavane dok
se nisu dobile vrednosti koje generisu rasporede najviseg kvaliteta. Ovim iterativnim
postupkom empirijski su odredene optimalne tezine za svako pravilo.

Nakon prikupljanja ocena stru¢njaka, izracunata je prosecna tezina za svako pravilo,
a zatim su te vrednosti integrisane u algoritam. Na ovaj na¢in, metod je podeSen tako
da koristi pravila sa tezinama koje reflektuju kolektivno znanje i iskustvo stru¢njaka.

5.4.2 Softver

Alat za anotaciju opisan u potpoglavlju 5.3, koji je prvobitno sluzio za odredivanje
tezina pravila, nadograden je u softver za automatsko generisanje kuhinjskih rasporeda
integracijom rule-based metoda. Softver funkcioniSe na slede¢i nac¢in: kada korisnik une-
se ulazne karakteristike prostora, sistem na osnovu pravila generise ¢etiri najoptimalnija
rasporeda, prikazana u dvodimenzionalnom pogledu odozgo (slika 5.8). Korisnik moze
da odabere jedno od ponudenih reSenja ili, ukoliko zZeli da dodatno utice na rezultat,
rucno promeni tezine parametara i tako prilagodi konaé¢ni raspored (slika 5.7). Ako ni-
jedno od automatski predlozenih resenja ne zadovoljava zadate kriterijume, korisniku
je omogucéeno da pomocu opcije ,,Force” samostalno kreira novi raspored.
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Slika 5.7: Dodeljivanje tezina pravilima

Slika 5.8: Softver za automatsko generisanje kuhinjskih rasporeda
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5.4.3 Rezultati

Performanse razvijenog metoda testirane su na LinKitLay skupu podataka (pot-
poglavlje 5.3) kroz perceptualne studije, u kojima je ucestvovalo pet struc¢njaka. Za
evaluaciju je koriséena livability metrika (poglavlje 5.3.1). Rezultati evaluacije prikaza-
ni su u tabeli 5.1.

Podskup Broj primera | Livability (apsolutne vrednosti) | Livability (%)
Podskup 1 10 10.0 100.00
Podskup 2 20 20.0 100.00
Podskup 3 30 20.6 68.67
Podskup 4 40 18.6 46.50
Ukupno 100 69.2 69.20

Tabela 5.1: Evaluacija livability metrikom

U najjednostavnijim sluc¢ajevima (Podskup 1 i Podskup 2), koji karakterisu mali
broj ulaznih podataka i jednostavne infrastrukturne pozicije, ostvarena je vrednost
livability metrike od 100%.

Medutim, u slozenijim scenarijima:

e Kod Podskupa 3, koji obuhvata razlicite ulazne karakteristike bez idealnog raspo-
reda, livability opada na 68,67%.

e Kod Podskupa 4, koji sadrzi preklapajuce infrastrukturne elemente i najkomplek-
snije rasporede, ostvarena je vrednost livability od svega 46,5%.

Ovi rezultati ukazuju na to da primena if-else logike sa tezinskim pravilima omo-
gucava kreiranje realisticnih i funkcionalnih kuhinjskih rasporeda u jednostavnijim
slucajevima. Medutim, za slozenije rasporede sa kompleksnijim pozicijama ulaznih ka-
rakteristika, neophodan je razvoj naprednijih metoda.

5.5 PKG metod zasnovan na sekvencijalnom nizu
klasifikatora masinskog ucenja

5.5.1 Opis metoda

U ovom poglavlju predlazemo Procedural Kitchen Generation (PKG) metod za au-
tomatsko generisanje linearnog rasporeda kuhinje, koji predstavlja sekvencijalnu liniju
(engl. pipeline) klasifikatora masinskog ucenja (slika 5.9).

Ulazne karakteristike PKG metoda su: duzina kuhinje, polozaj ventilacije, polozaj
odvoda sudopere, polozaj prozora, polozaj ulaznih vrata i polozaj izlaznih vrata. Metod
se fokusira na linearne kuhinje koje sadrze tri glavna elementa - sudoperu, Sporet i
frizider - dok se prostor izmedu tih elemenata popunjava radnim povrSinama.
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PKG metod je strukturiran kao sekvencijalna linija Sest klasifikatora masinskog
ucenja (slika 5.9), zasnovan na principima koji proizilaze iz realne prakse dizajna en-
terijera [116]. Klasifikatori su:

1. klasifikator tipa sudopere,

2. klasifikator pozicije sudopere,
3. klasifikator tipa Sporeta,

4. klasifikator pozicije Sporeta,
5. klasifikator tipa frizidera,

6. klasifikator pozicije frizidera.

Generisani rasporedi vizualizovani su u Unity razvojnom okruzenju, koriste¢i una-
pred definisane stilove kuhinja. PKG metod je evaluiran kroz kvantitativne i percep-
tualne studije.

DuZina, ventilacija, prozor,
kanalizacioni odvod, ulaz, izlaz

karakteristike

o

T ? @

Ulazne

Masinsko ucenje

[ Predvidanje tipa frizidera

|

[ Predvidanje pozicije frizidera ]

A
Radne povrsine

A
‘ Vizuelna prezentacija 1

3D modela

Unity razvojno okruZenje

Slika 5.9: Koraci PKG metoda
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Formulacija problema masSinskog ucenja

Na osnovu definicija iz potpoglavlja 5.2 i rezultata intervjua opisanih u potpoglavlju
5.3, zadatak generisanja kuhinjskog rasporeda formalno se postavlja kao problem pre-
dikcije Sest diskretnih ciljnih vrednosti, na osnovu Sest diskretnih ulaznih karakteristika
(slika 5.5). Ciljne vrednosti predstavljaju tipovi i pozicije glavnih kuhinjskih elemena-
ta (frizider, sudopera, Sporet). Ulazni parametari opisuju infrastrukturne karakteristike
prostora.

Shodno ovoj definiciji, PKG metod je koncepiran kao dvokomponentni sistem, pri
¢emu se resavaju dva klasifikaciona zadatka:

e predikcija tipa glavnih kuhinjskih elemenata,

e predikcija pozicije glavnih kuhinjskih elemenata.

Arhitektura metoda
Predikcija tipa glavnih kuhinjskih elemenata

Predikcija tipa elemenata posmatra se kao nadgledani klasifikacioni problem. Za
sva tri glavna kuhinjska elementa postoje tri klase tipova, koje su prikazane u tabeli
5.2. Koriste se standardizovani (modularni) tipovi i dimenzije, opisani u potpoglavlju
5.2

Sudopera Sporet Frizider

Tip S1|S2|S3|S1|S2|8S3|F1|F2]|F3
Duzina (m) | 0.3 [ 0.6 | 1.2 | 0.3 | 0.6 | 1.2 | 0.6 | 0.9 | 1.2

Tabela 5.2: Tipovi glavnih kuhinjskih elemenata i njihove dimenzije

Ukoliko tip Sporeta pripada prvoj klasi, tada Sporet i frizider ¢ine jedan element.
U tom slucaju, frizider pripada nultom podtipu i nije potrebno predvidanje podtipa
frizidera.

Predikcija pozicije glavnih kuhinjskih elemenata

Predikcija pozicije elemenata posmatra se kao nadgledani klasifikacioni problem.
Duzina kuhinje ogranicena je na opseg od 90 cm do 600 cm. U skladu sa principima
modularnog dizajna, moguce pocetne pozicije glavnih kuhinjskih elemenata odredene
su u intervalima od 30 c¢m, rac¢unajuci od jedne ili druge ivice kuhinje.

Na osnovu toga, pozicije elemenata podeljene su u 40 klasa. Prvih 20 klasa pred-
stavljaju pozicije na 0 cm, 30 cm, 60 cm itd. od leve ivice kuhinje. Klase 21, 22...40
predstavljaju pozicije na 0 cm, 30 cm, 60 cm itd. od desne ivice. Na primer, kuhinja
duzine 127 ¢cm ima 10 moguéih poéetnih pozicija za kuhinjske elemente (slika 5.10).
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Slika 5.10: Metodologija za odredivanje pocetnih pozicija elemenata

Predikcija kompletnog kuhinjskog rasporeda

Predlozeni PKG metod sastoji se od Sest sekvencijalno povezanih modula, prikaza-
nih u tabeli 5.3.

Modul | Predikcija
Tip sudopere

Pozicija sudopere

Tip Sporeta

Pozicija Sporeta

Tip frizidera

DU W N =

Pozicija frizidera

Tabela 5.3: Predikcioni moduli u PKG metodu

Svaki modul resava jedan od dva klju¢na zadatka: klasifikaciju tipa ili klasifikaci-
ju pozicije glavnih kuhinjskih elemenata. U skladu sa ovom dekompozicijom, za svaki
korak metoda treniran je poseban klasifikator. Struktura metoda prati sekvencijalnu li-
niju, gde izlaz jednog klasifikatora predstavlja dodatnu ulaznu karakteristiku za naredni
klasifikator, ¢ime se postize progresivna integracija informacija.

Ulaz u metod ¢ini Sest ulaznih karakteristika (slika 5.5) ¢ije vrednosti definise ko-
risnik. Prvi modul predvida tip sudopere, nakon ¢ega naredni modul koristi ovu in-
formaciju, zajedno sa inicijalnim ulaznim karakteristikama, kako bi odredio poziciju
sudopere. Slede¢i modul prosiruje ulazne karakteristike dodavanjem predikcija pret-
hodnih modula i predvida tip Sporeta. Modul za odredivanje pozicije Sporeta uzima
u obzir tip i poziciju sudopere, tip Sporeta i poc¢etne ulazne karakteristike kako bi ge-
nerisao odgovarajucu lokaciju Sporeta. Ovaj sekvencijalni proces se nastavlja sve do
poslednjeg modula, koji koristi ukupno 11 karakteristika.

Redosled predikcija u modelu zasnovan je na arhitektonskom procesu projektovanja
kuhinja, gde se prvo definiSe pozicija sudopere (pretezno odredena pozicijom kanaliza-
cionog odvoda), zatim pozicija $poreta (uglavnom zavisna od pozicije ventilacije), a na
kraju se odreduje pozicija frizidera. Sprovedeni eksperimenti pokazali su da promena

ovog redosleda u proseku dovodi do smanjenja vrednosti exact matching kod metoda
za 3%.
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Tokom faze treniranja modela, ulazne karakteristike svakog modula uzimaju se iz
odgovarajuéih trening primera, pri ¢emu se svaki klasifikator trenira nezavisno (slika

5.5).

Klasifikacioni modeli masinskog ucenja

Pretprocesiranje podataka, treniranje i evaluacija klasifikatora realizovani su ko-
riS¢enjem programskog jezika Python 3.6 i biblioteke scikit-learn. U okviru PKG modela
testirani su razliciti klasifikatori nadgledanog ucenja kako bi se identifikovao najbolji
metod za svaki korak predikcije. Dajemo kratak opis koriséenih klasifikatora.

Klasifikator zasnovan na stablu odluc¢ivanja (engl. Decision Tree) deli podatke u
hijerarhijsku strukturu na osnovu kriterijuma optimizacije, pri ¢emu svaki ¢vor repre-
zentuje ulaznu karakteristiku, dok su listovi oznaceni klasama.

Ansambl metoda slucajnih sSuma (engl. Random Forest) sastoji se od vise nekorelisa-
nih stabala odluc¢ivanja, ¢ime se smanjuje varijansa modela i poboljsava generalizacija.
Ova metoda primenjuje slucajni izbor podskupa karakteristika pri konstrukciji svakog
stabla, dok se konacna predikcija odreduje agregacijom pojedinacnih rezultata.

Adaptive Boosting (AdaBoost) predstavlja tehniku iterativnog treniranja ansambla
,,slabih” klasifikatora, pri ¢emu se tezinski koeficijenti dodeljuju uzorcima koji su tezi
za klasifikaciju.

Naivni Bajes (engl. Naive Bayes) je probabilisticki klasifikator zasnovan na Baje-
sovoj teoremi, koji podrazumeva medusobnu nezavisnost ulaznih karakteristika, ¢ime
omogucava efikasno modelovanje cak i u slucaju ogranicenih koli¢ina podataka.

Viseslojni perceptron (engl. Multilayer Perceptron, MLP) je neuronska mreza sa
propagacijom unapred, koja koristi viSeslojne nelinearne transformacije za resavanje
slozenih klasifikacionih problema.

Masina se vektorima podrske (engl. Support Vector Machine, SVM) koristi tehni-
ke kernel trick transformacije kako bi mapirao podatke u visedimenzionalni prostor i
pronasao optimalnu granicu odlu¢ivanja izmedu klasa.

L2 logisticka regresija (engl. L2 logistic regression) modeluje verovatnoéu pripadno-
sti klasi gaznjavajuci visoke vrednosti tezinskih koeficijenata koris¢enjem L2 regulari-
zacije. Za reSavanje viseklasnog problema, primenjen je algoritam jedan naspram svih
(engl. One-vs-All), gde se vise binarnih klasifikatora logisticke regresije kombinuje u
jedinstven klasifikacioni model.

Podesavanje hiperparametara realizovano je primenom metode pretrage mreze (engl.
grid search) u kombinaciji sa ukrstenom validacijom (engl. cross-validation ) na trening
skupu. Optimalne vrednosti hiperparametara za svaki algoritam date su u tabeli 5.4.
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Klasifikator Hiperparametri

. criterion="gini’, max_features=n_features,
Decision Tree

max_depth=None

criterion="gini’, n_estimators=500,
Random Forest
max_features= ’sqrt(n_features)’, max_depth=6

AdaBoost n_estimators=>50, learning_rate=1.0

Naivni Bayes priors=None

max_iter=5000, hid._layer_size=(100,100,100),
random_state=7, activation="tanh’

SVM C=1, gamma=0.1, kernel="linear’

L2 Logistic regression | solver=’"liblinear’, max_iter=100

MLP

Tabela 5.4: Optimalni hiperparametri za testirane klasifikatore

5.5.2 Rezultati

Metod je evaluiran na LinKitLay skupu linearnih kuhinjskih rasporeda (pogla-
vlje 5.3), koji sadrzi jasno definisane trening i test skupove. Da bi se poboljsala robu-
snost modela i povecala koli¢ina dostupnih podataka za ucenje, primenjena je tehnika
simetri¢nog prosirenja skupa podataka. Svaki trening primer je generisan u obrnutom
redosledu, sto znaci da je kompletan raspored reflektovan u odnosu na sredisnju osu
kuhinje. Konkretno:

e Element koji se prvobitno nalazio na levoj ivici zida sada se postavlja na desnu
ivicu, i obrnuto.

e Redosled elemenata unutar rasporeda je oc¢uvan, ali njihove pozicije su transfor-
misane tako da odgovaraju reflektovanom rasporedu.

e Infrastrukturni elementi, poput polozaja odvoda sudopere i ventilacije, takode su
reflektovani kako bi odrazavali novu strukturu rasporeda.

Najpre se sprovodi poredenje razlicitih klasifikatora masinskog ucenja za svaki korak
PKG metoda. Klasifikator Random Forest pokazuje najbolje rezultate, pa se njegove
performanse detaljnije analiziraju.

Dalje, opisan je softverski modul razvijen u Unity okruzenju, koji omogucava 3D
vizuelizaciju modela kuhinjskih rasporeda. Pomoc¢u ovog softvera predstavljeno je 100
kuhinjskih rasporeda generisanih PKG modelom, koji su evaluirani kroz perceptualnu
studiju sa stru¢njacima.

Na kraju, dobijeni rezultati uporedeni su sa rule-based metodom zasnovanom na
pravilima, pri ¢emu je PKG model ostvario poboljsanje po livability metrici od 8.2%.

Izbor klasifikacionog modela

U fazi izbora modela, prethodno opisani klasifikatori testirani su za svaki korak
PKG modela nezavisno. Prilikom treniranja, pretpostavlja se da su prethodni koraci

66



Primena metoda na arhitektonskom problemu

PKG sekvencijalne linije 100% tacni, pa su ulazne karakteristike za svaki klasifikator
preuzete iz trening primera iz skupa podataka. Za evaluaciju performansi koris¢ena
je exact matching metrika (poglavlje 5.3.1). Za izbor najboljeg klasifikatora u svakom
koraku primenjena je tehnika cross-validation sa pet podela (5-fold cross validation)
na trening skupu. Rezultati eksperimenta prikazani su u tabeli 5.5.

Koraci PKG modela
Klasifikator testirani nezavisno

Pozicija Podtip
W|C| S |W|C S
Decision tree 70 | 65 | 92 | 99 | 99 | 99
Random forest 71|75 | 95|99 | 99 | 99
AdaBoost 24 |1 27 |1 50 | 99 | 96 | 77
Naive Bayes 16 | 19 | 21 | 91 | 77 | 81
Multilayer perceptron | 58 | 50 | 75 | 83 | 77 | 74
SVM 47 1 40 | 70 | 99 | 99 | 99
L2 logistic regression | 41 | 34 | 65 | 92 | 95 | 95

Tabela 5.5: Performanse klasifikatora po koracima PKG modela izrazene exact matching
metrikom. Podebljane su najveée vrednosti u koloni.

Prema dostupnoj literaturi, ne postoje modeli koji koriste identi¢ne ulazne karakte-
ristike kao PKG model, sto onemogucava direktno poredenje ovog modela sa postojeéim
pristupima. Ipak, rezultati pokazuju da predlozeni metod daje bolje performanse: uz
pretpostavku da neprihvatljive pozicije imaju IoU nule, Random Forest postize IoU od
80%. To je vise od vrednosti prijavljenih u radu [118] za metode iz literature: [65] —
62%, [55] — 61% i [118] — 73%.

Kvantitativna analiza

Random Forest klasifikator pokazao je superiorne performanse u svim zadacima
predikcije, pa je, kao najuspesniji model, koriS¢en u svakom koraku PKG modela i
evaluiran na test skupu, primenom exact matching metrike. Ulazne karakteristike test
primera koris¢ene su kao ulazne karakteristike modela. Rezultati su prikazani u tabeli
(5.6)
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Koraci PKG modela
Podskup Sudopera Sporet Frizider PKG model
Tip | Pozicija | Tip | Pozicija | Tip | Pozicija
1 100 100 100 100 100 100 100
2 100 100 100 100 100 100 100
3 100 80 100 70 100 64 50
4 100 65 100 60 100 88 55
Ukupno | 100 80 100 75 100 84 67

Tabela 5.6: Exact matching za pojedinacne korake i celokupni PKG model, na kompletnom
test skupu i na svakom podskupu pojedinacno

Analiza odluka Random Forest modela

Kako bi se detaljnije istrazile odluke Random Forest modela, znacaj ulaznih ka-

rakteristika izracunat je pomoéu Gini znacaja (engl. Mean Decrease Gini), prema jed-
nacini (5.1):

. 1 ZnodeGT:feature(node):feature 1mp0rtance(node)
importance(feature) = — E

5.1
Y nodec importance(node) (5.1)

T p

gde je Ny broj stabala u Random Forest modelu, 7" skup svih stabala, feature(node)

karakteristika koriS¢ena za deljenje u ¢voru, dok se znacaj ¢vora racuna prema jed-
nacini (5.2):

importance(node) = w(node) gini(node)—w(nodejes ) gini(nodejes ) —w(nodeyight ) gini(nodeyigns)
(5.2)
pri cemu je w(node) tezinski broj uzoraka koji dostizu dati ¢vor, dok je gini(node)
Gini necistoca za dati ¢vor.
Analiza znacaja ulaznih karakteristika za svaki korak PKG modela pokazuje visok
stepen podudarnosti izmedu odluka donetih Random Forest klasifikatorom i onih koje
donose strucnjaci (slika 5.11).
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Slika 5.11: Znacaj ulaznih karakteristika: 0 — duzina kuhinje, 1 — pozicija ventilacije, 2 —
pozicija kanalizacionog odvoda, 3 — pozicija prozora, 4 — pozicija ulaza, 5 — pozicija izlaza, 6
— tip sudopere, 7 — pozicija sudopere, 8 — tip Sporeta, 9 — pozicija Sporeta, 10 — tip frizidera.

Najvaznija karakteristika za predikciju tipa sudopere je duzina kuhinje, dok je za
predikciju njene pozicije klju¢na pozicija odvoda sudopere. Tip Sporeta najvise zavisi od
duzine kuhinje i tipa elementa za pranje, dok njegova pozicija zavisi od polozaja venti-
lacije, duzine kuhinje i pozicije sudopere. Tip frizidera uglavnom se odreduje na osnovu
duzine kuhinje, tipa sudopere i kuhinje, dok se njegova pozicija najcesée odreduje pre-
ma pozicijama Sporeta i sudopere.

Rezultati analize pokazuju da predikcija pozicije Sporeta u znacajnoj meri zavisi
od prethodno predvidene porzicije sudopere. Ova zavisnost objasnjava zasto je tacnost
predikcije pozicije Sporeta konzistentno niza u odnosu na tacnost predikcije pozicije
sudopere (tabela 5.6).

S druge strane, predikcija pozicije frizidera postize najvisu tacnost, uprkos zavisno-
sti od predikcija Sporeta i sudopere. Analiza trening skupa, kao i tipi¢nih kuhinjskih
rasporeda, ukazuje na to da se frizideri najcesée pozicioniraju u uglovima kuhinje. Kao
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rezultat toga, cak i kada model ne predvidi tacne pozicije sudopere i Sporeta, odluka o
postavljanju frizidera u odgovarajuci ugao ostaje nepromenjena.

Dodatno, ukupna tacnost modela niza je od tacnosti pojedina¢nih predikcija, Sto
ukazuje na to da greske nisu nuzno medusobno povezane. Drugim reCima, postoje
primeri u kojima samo jedan korak predikcije odstupa od ocekivanog rezultata, dok su
ostali koraci tacni.

Perceptualne studije

U praksi, dizajn kuhinje nije strogo definisan pravilima, ve¢ predstavlja umetnicki
proces. Zbog toga u pojedinim sluc¢ajevima moze postojati vise ispravnih rasporeda
za iste ulazne karakteristike, u zavisnosti od ukusa dizajnera i estetskih preferencija.
S druge strane, cak i kada generisani raspored nije u potpunosti prihvatljiv, ¢esto su
potrebne samo minimalne korekcije kako bi bio upotrebljiv.

Iz tog razloga, sprovedena je preceptualna studija uz ucesée 23 struc¢njaka, podelje-
nih u cetiri grupe u skladu sa njihovom profesijom:

e 8 dizajnera enterijera, sa prosekom od 8.2 godine iskustva,

e 5 arhitekata, sa prosekom od 9.5 godina iskustva,

e 3 dizajnera nivoa u video igrama, sa prosekom od 3.1 godine iskustva i
e 7 master studenata dizajna enterijera, bez radnog iskustva.

Kako bi se procenio ne samo kvalitet generisanih kuhinjskih rasporeda, ve¢ i primen-
ljivost sistema za njihovo automatsko generisanje u razli¢itim industrijama, razvijen je
softver u okviru Unity okruzenja (verzija 2019.3.4f1). Ovaj softver omogucava trodi-
menzionalnu vizuelizaciju generisanih kuhinjskih rasporeda (slika 5.12) uz pomo¢ koje
su sprovedene perceptualne studije. Isti test skup koriséen u kvantitativnoj analizi PKG
modela upotrebljen je i u perceptualnim studijama.

Slika 5.12: Prostorna reprezentacija kuhinje unutar Unity scene
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Kvantitativni rezultati perceptualne studije

Vizuelna 3D reprezentacija 100 kuhinjskih rasporeda generisanih od strane PKG
modela evaluirana je kroz dve perceptualne studije - studiji procene funkcionalnosti
prostora(engl. Livability study) i studiji primenljivosti (Applicability study).

U studiji procene funkcionalnosti prostora, ucesnici su procenjivali da li je svaki
generisani raspored pogodan za zivot ili ne (livability metrika opisana u potpoglavlju
5.3.1). Rezultati za svaki podskup test skupa, kao i za celokupan test skup, prikazani
su u tabeli 5.7.

Podskup | exact matching | Livability
1 100 100

2 100 100

3 50 71.36

4 55 65.17
Ukupno 67 77.47

Tabela 5.7: Performanse PKG metoda izmerene exact matching i livability metrikom

U drugoj studiji, isti skup ucesnika ocenjuje svaki od generisanih rasporeda na
osnovu njegove primenljivosti, koriste¢i applicability metriku opisanu u potpoglavlju
5.3.1). Srednje vrednosti za svaku grupu ucesnika, kao i ukupni rezultati, prikazani su
u tabeli 5.8.

Ucesnici Applicability
Dizajneri enterijera 4.45
Arhitekte 4.55
Dizajneri nivoa u igrama 4.81
Studenti 4.73
Ukupno 4.6

Tabela 5.8: Performanse PKG metoda izmerene applicability metrikom

Rezultati studije funkcionalnosti prostora pokazuju povecanje stope prihvatljivosti
generisanih rasporeda u poredenju sa exact matching metrikom. Konkretno, za podskup
3 ostvareno je povec¢anje od 21,3%, dok je za podskup 4 povecanje iznosilo 10%. To znaci
da je u 10,4% slucajeva PKG model generisao raspored koji je ocenjen kao prihvatljiv,
ali se razlikovao od resenja u test skupu. Dodatno, studija primenljivost pokazala je da
su generisani rasporedi zahtevali minimalne korekcije kako bi bili upotrebljivi u praksi.

Kvalitativna analiza i povratne informacije ucesnika

Pored kvantitativne evaluacije, ucesnici su dali kvalitativne povratne informacije o
PKG metodu i njegovoj potencijalnoj primeni u razli¢itim oblastima. Veéina ispitanika
je istakla da softver za automatsko generisanje kuhinjskog rasporeda i predstavljanje
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u 3D prostoru, moze biti koristan u ubrzanju procesa dizajna kuhinje, uz moguénost
integracije u postojec¢e profesionalne softverske pakete. Svi ucesnici, osim dizajnera
nivoa u video igrama, izrazili su potrebu za integracijom PKG modela u specijalizovane
2D i 3D softverske alate, kao sto su AutoCAD, 3D Max i SketchUp.

Dizajneri enterijera prepoznali su PKG metod kao alat koji moze unaprediti komu-
nikaciju sa klijentima i ubrzati proces izrade dizajna. Tradicionalni proces dizajniranja
kuhinje podrazumeva kreiranje pocetne 3D vizualizacije na osnovu preferencija kli-
jenta i dimenzija prostora. Klijenti potom vrse evaluaciju dizajna, Sto cesto rezultira
viSestrukim iteracijama pre kona¢nog odobrenja. Svaka promena zahteva dodatno 3D
modelovanje, koje traje nekoliko sati, kao i dodatne sastanke za evaluaciju novih ver-
zija. PKG model znacajno skracuje ovaj proces omogucavajuéi generisanje dizajna u
realnom vremenu, ¢ime se eliminiSe potreba za visestrukim iteracijama i sastancima.
Kao dodatno poboljsanje, dizajneri enterijera su predlozili proSirenje baze 3D modela u
budué¢im verzijama softvera, sa moguc¢nostima uredivanja elemenata. Takode, istaknuto
je da trenutno ogranicenje modela na samo jedan Sporet, frizider i sudoperu smanjuje
njegovu primenljivost za dizajn luksuznih enterijera.

Arhitekte su istakle da PKG model moze imati prakticnu primenu u fazi projekto-
vanja objekata, posebno pri izradi 2D osnova stanova. Model moze olaksati i ubrzati
ovaj proces, buduéi da se u toj fazi ne zahteva precizno definisan raspored kuhinje, ve¢
samo logi¢na i funkcionalna prostorna organizacija. PKG model omogucava generisanje
takvih predloga u kratkom vremenskom roku, sto ga ¢ini pogodnim alatom za arhitekte
u ranim fazama projektovanja.

Dizajneri nivoa u video igrama su prepoznali primenu PKG modela u scenama
sa velikim brojem enterijera, pri ¢emu su posebno naglasili znacaj integracije modela
u Unity okruzenje. Medutim, istakli su da su, osim duzine kuhinje, sve ostale ulazne
karakteristike nepotrebne za njihovu primenu, budu¢i da 3D modeli enterijera u igrama
ne moraju biti funkcionalni (npr. sudopera nije povezana sa odvodom, Sporet nije
povezan sa ventilacijom itd.). Za njih je kljuéna vizuelna verodostojnost prostora, kako
bi enterijer izgledao realisticno u kontekstu igre.

Master studenti arhitekture i dizajna enterijera identifikovali su PKG model kao
potencijalno vredan edukativni alat. Zbog slozenosti pravila koja se moraju postovati
pri dizajniranju kuhinja, PKG model im omoguc¢ava brzo generisanje primera i ucenje
kroz analizu konkretnih slucajeva. Takode, istakli su da je u njihovim projektima stam-
benih enterijera dizajn i 3D modelovanje kuhinje jedan od najzahtevnijih zadataka, te
da bi im razvijeni alat mogao znacajno olaksati rad.

Ukupni rezultati perceptualnih studija sugeriSu da PKG model moze biti vredan
alat za podrsku u procesu dizajniranja kuhinjskih enterijera.

Poredenje sa rule-based metodom

Performanse PKG metoda uporedene su sa rezultatima metoda zasnovanog na pra-
vilima opisanog u poglavlju 5.4. Budué¢i da oba istrazivanja koriste isti test skup i
primenjuju identi¢nu metodologiju perceptualnih studija, moguce je direktno uporedi-
ti njihovu efikasnost. Rezultati za pojedinacne podskupove, kao i za kompletan testi
skup, prikazani su na slici 5.13.
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Slika 5.13: Poredenje vrednosti livability metrike izmedu PKG metoda i rule-based metoda,
po podskupovima i na kompletnom test skupu

Rezultati pokazuju da kod podskupova 1 i 2 oba pristupa ostvaruju maksimalne
performanse. Medutim, u podskupovima 3 i 4, PKG metod zasnovan na klasifikatoru
Random Forest postize bolje rezultate u odnosu na metod zasnovan na pravilima.

Ukupna tacnost PKG modela iznosi 77,4%, dok rule-based metod postize tacnost
od 69,2%

5.5.3 Diskusija

Rezultati ovog istrazivanja pokazuju da masinsko ucenje moze uspesno da identifi-
kuje obrasce koji su klju¢ni za resavanje slozenih zadataka, koji zahtevaju dizajnerske i
inzenjerske vestine. Analiza znacaja ulaznih karakteristika ukazuje na to da model pri
donosenju odluka koristi obrasce slicne onima koje primenjuju stru¢njaci.

PKG metod je ostvario 100% tacnost na podskupovima 1 i 2, dok na podskupovima
314 jos uvek postoji prostor za poboljsanje tacnosti.

Poredenje performansi sa rule-based metodom pokazuje da PKG metod postize
jednake ili bolje rezultate. Razlika od 8,2% u korist PKG modela ukazuje na to da je
model masinskog ucenja uspeo da prepozna slozene obrasce koji ne mogu biti eksplicitno
definisani pravilima dizajniranja kuhinje.

Ucesnici perceptualnih studija ocenili su da se generisani rasporedi mogu primeniti u
projektovanju enterijera, izradi 2D osnova i razvoju nivoa u video-igrama, uz napomenu
da su u nekim slucajevima potrebne korekcije da bi raspored bio upotrebljiv.

Perceptualne studije su takode potvrdile znacaj razvoja metoda za automatizovano
generisanje kuhinjskih rasporeda. Strucnjaci su ovakav alat prepoznali kao koristan u
praksi, posebno u kontekstu ubrzavanja dizajnerskog procesa, unapredenja komunika-
cije sa klijentima i obrazovanja.

Rezultati eksperimenata pokazuju da PKG model ima potencijal da znacajno po-
mogne dizajnerima u njihovoj praksi ali postoji potreba za unapredenjem generisanih
reSenja. U skladu sa tim, u slede¢em poglavlju predstavljamo LinLayCNN metod, koji
generiSe kvalitetnije kuhinjske rasporede i smanjuje potrebu za korekcijama.
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5.6 Metod LinlayCNN za generisanje linearnog ku-
hinjskog rasporeda

U ovom poglavlju implementiramo metodu LinLayCNN za generisanje linearnih
kuhinjskih rasporeda i uporedujemo njene performanse sa prethodnim metodama.

5.6.1 Opis metoda
5.6.1.1 Formulacija problema

Zadatak generisanja kuhinjskog rasporeda, koji je prethodno definisan prilikom ra-
zvoja PKG metoda, i u ovom poglavlju ostaje postavljen kao problem predikcije Sest
diskretnih ciljnih vrednosti — tipova i pozicija glavnih kuhinjskih elemenata — na osno-
vu Sest infrastrukturnih ulaznih karakteristika (slika 5.5). Posto je PKG metod ta¢no
predvideo tipove elemenata, ovde se fokusiramo na predikciju njihovih pozicija, uz
pretpostavku da su tipovi unapred poznati. Ulazne karakteristike se posmatraju kao
celobrojne vrednosti, izrazene u centimetrima. U slucajevima kada su podaci dostupni
u milimetrima ili sadrze decimale, vrsi se zaokruzivanje na najblizi ceo broj.

5.6.1.2 Transformacija ulaznih karakteristika i ciljnih vrednosti

Ulazni niz karakteristika transformise se u 2D format pogodan za obradu LinLa-
yCNN metodom tako sto se svaka karakteristika predstavlja kao zaseban jednodimen-
zionalni kanal Sirine jednake maksimalnoj duzini kuhinje. Na mestima gde se odredena
karakteristika pojavljuje, vrednost je postavljena na 1, dok je na ostalim pozicijama
0. Duzina kuhinje se predstavlja kanalom u kojem su jedinice postavljene od pocetne
pozicije pa do tacke koja odgovara duzini kuhinje (slika 5.14). Kao i u PKG metodu
(potpoglavlje 5.5), predikcija pozicija elemenata formulisana je kao klasifikacija u 40
diskretnih klasa. Svaka klasa pokriva interval od 30 cm duz kuhinje, racunato od leve
ili desne ivice.

600

r . 1
Duzina kuhinje 597 | —» _ _ .:l:l:l
Pozicija ventilacije 41 — 5 [T . [TTT1.-[TTT]
Pozicija kanalizacionog odvoda 301 | ——— [ [ [ [ |--- WL T 1---[ [ T 1]
Pozicija prozora 2| ———— |:. [ . T T eI TT]
Pozicija ulaza u kuhinju o| —— I 11T 1171111
Pozicija izlaza iz kuhinje 597 | —— [ [ [ [l [1[1] . [T
Duzina sudopere 120 | ————>» _ HEEEEEEN

Slika 5.14: Transformacija ulaznih karakteristika
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5.6.1.3 Iterativno generisanje rasporeda

Generisanje rasporeda se vrsi iterativnim postpupkom, gde se u svakom koraku
predvida pozicija jednog glavnog kuhinjskog elementa. Za svaki element definisu se
dva posebna ulazna kanala: placed i to-be-placed. Elementi ¢ije su pozicije ve¢ odredene
u prethodnim koracima predstavljeni su kroz placed kanale — binarne vektore sa jedi-
nicama na pozicijama gde su ti elementi postavljeni, ¢ime se omogucava kontekstualno
ucenje na osnovu ve¢ generisanog dela rasporeda. Kanal to-be-placed oznacava element
koji se u tom koraku pozicionira i popunjava se jedinicama u duzini koja odgovara
njegovom tipu, pocev od pocetne pozicije. Na taj nacin, modelu se eksplicitno pruza
informacija o dimenziji elementa koji treba smestiti u prostor (slika 5.15).

Pozicioniranje Sporeta Pozicioniranje frizidera

3 Ulaz sa viSe kanala | Ulaz sa vise kanala

! Duzina kuhinje 7 i il ojo] | DuZina kuhinje ARE 11 ofo
| Venﬁlacija ojojoEMoO|0|0O|0O|O]|O 0|0 | Ventilacija O(0OjOEMO|0O|0|0O]|O]|O ofo
Jarakenanie | Kanalizacija ojofolofofo]o]ofo[o]o]o]o] | coraktoel Kanalizacija olofo|ofofo[o]o]o]o]o]o]o
3 Ulaz olojo|o|o|o]|o|o|o]o olo] | ulaz fo]ololofo]o]o]o]o]o]0]0 0|0
| Pcs(a‘/Uem[Sudopera 11 1 (A ‘ PGS“BVUEHT[Sudopera 11 1 1 e
i 1 elementi

i slement Sporet olofofo]o]o|o|o]o]o]o]o]o] ! Sporet o|ofo|oFNEWEN o |0|0|0|0]0]0
Elekmem Sudvopera o|o|lo|o|Of0|0O|OfO|O|O|O|OfO]|O | E‘i"!?"‘ Sudvopera o|0o|ofo|OfO|O|OfO|O|OfO]|O]|O
b e $poret ofojojojofojojojofojojo] wedlisel  Sporet fo|o[0]|o|o|o|o|o|o|0]|0|0|0]0]0O
ool | prsider Jololololo]o]ofo]ofolo]o]o]o]0 | postaviia| - isider olofofofolololo]o]0
| Konvoluciona neuronska mreza 1 Konvoluciona neuronska mreza

‘ Izlazni sloj [ 0] 0] o Jodjo [Pl 0. o [oJo]o]o o] — I1zlazni sloj [0 Joaf o] o]o[o oo oo [P R[] o] o]

Slika 5.15: Tlustrativni primer dva koraka u iterativnom generisanju kuhinjskog rasporeda.
(1) Postavljanje Sporeta, pod pretpostavkom da je sudopera veé¢ pozicionirana u prethodnom
koraku, i (2) Postavljanje frizidera. Visekanalni ulaz predstavlja ulazne karakteristike, pri
¢emu §irina odgovara maksimalnoj duzini kuhinje (smanjenoj radi preglednosti).

Postupak generisanja rasporeda obuhvata sledec¢e korake:
1. prvo se predvida pozicija sudopere,
2. zatim se ta informacija koristi kao dodatni ulaz za predikciju pozicije Sporeta,

3. na kraju, koristeci prethodno predvidene pozicije sudopere i Sporeta, predvida se
pozicija frizidera.

Ovaj redosled predikcija odgovara na¢inu na koji dizajneri enterijera postavljaju
elemente u realnim projektima (poglavlje 5.3).

Za razliku od PKG metoda, gde se u svakom koraku koristi i zasebno trenira dru-
gaciji model masinskog ucenja, metoda LinLayCNN koristi isti model u svim koracima
predikcije.
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5.6.2 Rezultati

Metod je evaluiran na LinKitLay skupu podataka (poglavlje 5.3), metrikama opi-
sanim u potpoglavlju 5.3.1.

Odradene je perceptualna studija sa 8 ispitanika iz slede¢ih oblasti:

e 2 dizajnera enterijera, sa prosekom od 8 godine iskustva,

e 2 arhitekata, sa prosekom od 9.4 godina iskustva,

e 2 dizajnera nivoa u video igrama, sa prosekom od 3.1 godine iskustva,
e 2 master studenta dizajna enterijera, bez radnog iskustva.

Postupak perceptualne studije za LinLayCNN metod sproveden je na isti nacin kao i
kod PKG metoda (potpoglavlje 5.5.2) - rasporedi generisani na osnovu ulaznih podata-
ka iz test skupa vizualizovani su u razvojnom okruzenju Unity i prosledeni ispitanicima
na analizu, a evaluacija je izvrSena koris¢enjem livability metrike.

Takode, generisani rasporedi uporedeni su sa referentnim rasporedima iz test sku-
pa exact matching metrikom. Vrednosti obe metrike na kompletnom test skupu i na
svakom podskupu date su u tabeli 5.9.

Podskup | Exact matching | Livability
1 100 100

2 100 100

3 74 96.6

4 43 60
Ukupno 72 82.8

Tabela 5.9: Performanse LinLayCNN metoda izmerene pomocu exact matching i livability
metrike (%).

Performanse metoda su uporedene sa postoje¢im pristupima. Vrednosti exact matc-
hing metrike za PKG i LinLayCNN metod date su u tabeli 5.10, dok su u tabeli 5.11
prikazane vrednosti livability metrike za rule-based, PKG i LinLayCNN metod.

Podskup | PKG | LinLayCNN
1 100 100
2 100 100
3 50 74
4 55 43
Ukupno 67 72

Tabela 5.10: Performanse PKG i LinLayCNN metoda izmerene pomoéu exact matching
metrike (%). Podebljane su najvece vrednosti u vrsti.
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Podskup | Rule-based | PKG | LinLayCNN
1 100 100 100

2 100 100 100

3 68.67 71.36 96.6

4 46.5 65 60
Ukupno 69.2 77.4 82.8

Tabela 5.11: Performanse rule-based, PKG i LinLayCNN metoda izmerene livability metri-
kom (%). Podebljane su najveée vrednosti u vrsti.

5.6.3 Diskusija

Rezultati prikazani u tabelama ukazuju na to da metoda LinLayCNN postize supe-
riorne rezultate u odnosu na PKG model, sa poboljsanjem od 5% prema exact matching
metrici 1 5.4% u perceptualnim studijama.

Detaljna analiza performansi po podskupovima otkriva zanimljive obrasce. Na ¢etvrtom
podskupu, koji obuhvata najkompleksnija pravila dizajna, LinLayCNN postize 12%
slabiji rezultat od PKG modela prema exact matching metrici. Nasuprot tome, na
tre¢em podskupu, LinLayCNN znac¢ajno nadmasuje PKG model sa 24% boljim re-
zultatom. Ovakvo ponasanje modela moze se objasniti rezultatima analize prostornog
rezonovanja LinLayCNN metode, prikazanim u poglavlju 4, koji ukazuju na to da se
sa povecanjem kompleksnosti rasporeda povecava i potreba za veéim trening skupom
kako bi se ocuvale performanse metoda. U slucaju tre¢eg podskupa, ocigledno je bilo
dovoljno podataka za obuku, $to je omoguéilo LinLayCNN modelu da postigne bolje
rezultate u odnosu na PKG model.

Rezultati perceptualnih studija pokazuju da LinLayCNN model na tre¢em i ¢etvrtom
podskupu ostvaruje poboljsanje od oko 20% kada se uporede exact matching i livability
metrike, dok PKG model na istom zadatku belezi povecanje od svega 10%.

Ovakvi rezultati sugerisu da LinLayCNN model efikasnije uéi strukturne obrasce
kuhinjskih rasporeda i bolje generalizuje na nove primere, omogucavajuci generisanje
validnih i funkcionalnih rasporeda cak i kada se ne poklapaju u potpunosti sa refe-
rentnim podacima iz test skupa. Nasuprot tome, PKG model se u ve¢oj meri oslanja
na reprodukciju obrazaca iz trening skupa, $to dovodi do manje fleksibilnosti i slabije
generalizacije u realnim scenarijima.

5.7 Zakljucak

U ovom poglavlju predlozeni su metodi za automatsko generisanje linearnih ku-
hinjskih rasporeda. Rule-based metod koristi pravila definisina od strane stru¢njaka
dok PKG i LinLayCNN metod primenjuju modele masinskog ucenja za ucenje slozenih
dizajnerskih ogranicenja iz skupa podataka i generisu predloge rasporeda koji su upo-
trebljivi bez, ili uz minimalne, korekcije.

Pored toga, formiran je i javno objavljen skup podataka sa linearnim kuhinjskim
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rasporedima - LinKitLay, kreiran od strane stru¢njaka. Ovakav skup podataka moze
predstavljati znacajan resurs za buduce pristupe zasnovane na podacima.

Metode su testirane na ovom skupu podataka pri ¢emu je LinLayCNN model ostva-
rio najbolje rezultate prema svim evaluacionim metrikama. U okviru perceptualnih stu-
dija, 82 % generisanih rasporeda ocenjeni su kao direktno upotrebljivi, dok su preostali
ocenjeni kao upotrebljivi uz minimalne korekcije, Sto potvrduje visok nivo prakticne
primenljivosti metoda.

Pored evaluacije generisanih rasporeda u perceptualnim studijama, ispitanici su
ocenjivali i upotrebljivost alata za automatsko generisanje kuhinjskih rasporeda, pri
¢emu su ga prepoznali kao koristan resurs sa znacajnim potencijalom primene u dizajnu
enterijera, arhitekturi, razvoju video-igara i obrazovanju.

Ovo poglavlje potvrduje prakticnu upotrebljivost LinLayCNN metode, demonstri-
rajuci njenu sposobnost da generise linearne kuhinjske rasporede.

[ako LinLayCNN pokazuje visok nivo uspesnosti, postoji prostor za unapredenja.
Zavisnost medu koracima predikcije utice na performanse metoda, pa treba isproba-
ti i druge pristupe. Povec¢anje skupa podataka bi unapredilo performanse modela i
omogucilo primenu kompleksnijih modela masinskog ucenja i generisanje kompletnog
rasporeda u jednom prolazu. Takode, istrazivanja treba prosSiriti na druge tipove kuhi-
nja (IT-oblik, L-oblik). Metod je trenutno ograni¢en na jedan primerak svakog glavnog
elementa, sto takode ostavlja prostor za unapredenje.
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Glava 6

Primena metoda na
poljoprivrednom problemu
predvidanja promene tezine kosnice

U ovom poglavlju predstavljena je inovativa primena LinLayCNN metoda u no-
vom domenu - za predikciju dogadaja u pcelarstvu. Metod koji je prvobitno razvi-
jen za generisanje rasporeda objekata u linearnom prostoru, ovde se translira iz pro-
stornog u vremenski domen, gde se ,rasporedivanje objekata u prostoru“ zamenjuje
yrasporedivanjem dogadaja u vremenu“. U osnovi oba problema nalazi se isti zadatak
— prepoznavanje odnosa medu elementima duz jedne dimenzije.

U poglavlju se prikazuju osnove pcelarstva i znacaj pcela, uloga vestacke inteligencije
u pcelarstvu kao i izazovi u prikupljanju podataka. Opisuje se primena LinLayCNN
metode kojom se, na osnovu meteoroloskih podataka, predvida promena tezine kosnice
u narednih sedam dana. Nakon toga sledi eksperimentalna analiza i zakljucci.

6.1 Znacaj pcela i osnove pcelarstva

Pcele su insekti od presudnog znacaja za ocuvanje biodiverziteta i prirodnih resursa,
sto direktno utice na opstanak ¢Citavog ¢ovecanstva [120]. Medu njima, medonosne péele
zauzimaju posebno mesto kao glavni prirodni posrednici u procesu prenosa polena s
jednog cveta na drugi, ¢ime omogucavaju oplodnju biljaka — kako samoniklih, tako i
gajenih vrsta [121]. Poljoprivredna proizvodnja koja zavisi od oprasivanja zivotinjama
se ucetvorostrucila u poslednjih 50 godina.

Veza izmedu ljudi i pcela datira jos od pre vise od 9000 godina. Tada su se hrabri
pojedinci peli uz strme litice kako bi sakupili med iz gnezda divljih péela, poput vrste
Apis dorsata, koja nastanjuje litice i visoka stabla [122]. Vremenom su mnoge kulture
razvile uzajamne odnose sa medonosnim pcelama, pruzajuci im skloniste u konstruisa-
nim kosnicama u zamenu za deo dragocenog meda. Prvi zapisi o pripitomljavanju pcela
datiraju jos iz 2400. godine p.n.e. [123]. Od tada, koristi koje ljudi imaju od pécela po-
staju sve znacajnije, pa njihova uloga prevazilazi okvire ekologije i postaje neizostavna
i u ekonomiji.
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Savremeno péelarstvo pociva na principima koji su definisani pre vise od 200 godi-
na. Da bi stekao uvid u stanje pcelinje zajednice, péelar mora da bude fizicki prisutan
na pcelinjaku, da rucno otvori svaku kosnicu i izvrsi vizuelnu inspekciju svakog rama.
U 80% slucajeva ne postoji potreba za intervenicjom ali kosnice moraju da se otvaraju
radi provere stanja, pri ¢emu svako otvaranje dovodi do uznemiravanja pcela. Kosnice
je moguce pregledati isklju¢ivo danju, kada nema kise i kada je temperatura izmedu
15°C 1 38°C. U proseku, jedan pcelar uspeva da pregleda oko 10 kosnica dnevno, pa pre-
gled velikih pcelinjaka sa preko 150 kosnica predstavlja ozbiljan izazov. Svaka koSnica
se u proseku pregleda 15 puta godisnje, dok u meduvremenu pcelar nema nikakav
uvid u stanje pcelinje zajednice, Sto onemogucava pravovremeno reagovanje koje je od
sustinskog znacaja za pravilan razvoj. Na osnovu zapazanja tokom inspekcije, pcelar
mora odmah, na licu mesta, da donese odluke i preduzme dalje korake, Sto zahteva
veliko znanje i iskustvo kako bi pcelarenje bilo pravilno, a potezi optimalni.

6.2 Precizno pcelarstvo

Ogranicenja tradicionalnog pcelarstva, koje se oslanja na vizuelne procene i licno
iskustvo pcelara, namecu potrebu za novim pristupom. Stalni pad broja pcela posled-
njih godina, prisustvo bolesti poput varoe i sve izrazenije klimatske nestabilnosti ¢ine
odluke zasnovane na analizi podataka (engl. data-driven decisions) sve znacajnijim.
Princip koji sve vise dobija na znac¢aju u industriji pcelarstva jeste precizno pcelarstvo
(engl. Precision Beekeeping, PB), koje predstavlja podgranu precizne poljoprivrede.
Precizno pcelarenje je termin koji je prvi put definisan u radu [124] kao ,,Strategija
upravljanja pcelinjakom zasnovana na prac¢enju pojedinac¢nih pcelinjih drustava sa ci-
ljem minimizacije potrosnje resursa i maksimizacije produktivnosti pcela”. Jedan od
glavnih ciljeva preciznog pcelarstva jeste razvoj alata za kontinuirano pracenje pcelinjih
drustava u realnom vremenu tokom njihovog zivotnog i proizvodnog ciklusa. Ti alati se
zasnivaju na automatizovanim, informaciono-tehnoloskim resenjima koja ne izazivaju
dodatni stres kod péela i smanjuju nepotrebno trosenje resursa [125].

Primer primene preciznog pcelarenja: Vaga ispod kosnice belezi postepeni pad tezine
tokom nedelje — sistem za precizno pcelarstvo obavestava pcelara — pcelar proverava
i otkriva da je kosnica bez matice — rana intervencija spasava zajednicu.

6.2.1 Uredaji za precizno pcelarstvo

Veéina komercijalno dostupnih uredaja za precizno pcelarstvo koristi kombinaciju
razlicitih grupa senzora za prikupljanje podataka, uz dodatni sistem za analizu tih
podataka. Komparativne analize pokazuju da su dominantni senzori koji se koriste
za prikupljanje podataka senzori za temperaturu i vlaznost, zatim senzori za merenje
tezine, zvuk i vibracije, brojanje ulaska i izlaska pcela i senzori za pracenje sadrzaja
ramova (slika 6.1). Zastupljenost je izrazena kao procenat kosnica koje sadrze navedeni
tip senzora.
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Koris¢eni senzori (%)

Sadrzaj saca
Brojanje pcela
Zvuk i vibracija

Temp. i vlaznost

Tezina

0.00 20.00 40.00 60.00 80.00 100.00

Slika 6.1: Zastupljenost senzora u preciznom péelarstvu (%)

Ovakva raspodela posledica je dostupnosti senzora i slozenosti njihove integracije u
funkcionalan uredaj.

6.2.2 Primena veStacke inteligencije

Vestacka inteligencija otvara novo poglavlje u upravljanju pcelinjim zajednicama.
Integracijom Al u precizno pcelarstvo omoguéeno je donoSenje odluka zasnovanih na
podacima, ¢ime se unapreduje celokupno upravljanje péelinjacima i povec¢ava odrzivost
proizvodnje [126, 127]. Koris¢enjem Al tehnologija, pcelari mogu preéi sa reaktivnog
na proaktivno upravljanje pcelinjacima, Sto doprinosi boljem zdravlju zajednica i vecoj
efikasnosti pcelara.

Al pomaze u obradi i tumacenju podataka koji se kontinuirano prikupljaju iz kosnice
putem interneta inteligentnih uredaja (engl. Internet Of Things, IoT). Neki od primera
koris¢enja su: pametni nadzor kosnice i analizu podataka [128], automatsko prepozna-
vanje stanja i aktivnosti pcelinjeg drustva [129, 130], otkrivanje bolesti i Stetocina [131]
kao i za predikciju i donosenje odluka [132, 133].

Uprkos dostupnosti tehnickih resursa, trziSna primena sistema za podrsku od-
lu¢ivanju zasnovanih na vestackoj inteligenciji i senzorima i dalje je niska [134]. Ia-
ko savremeni uredaji i senzori omoguc¢avaju prikupljanje velikih koli¢ina podataka iz
kosnica, jedan od glavnih izazova je nedostatak kvalitetnih, anotiranih podataka za
treniranje modela. Kako bi se u potpunosti iskoristii potencijali vestacke inteligencije
u pcelarstvu neophodno je dugorocno prikupljanje velike koli¢ine podataka iz razlic¢itih
okruzenja, uz pazljivo vodenje kontekstualnih beleski. Tek tada ¢e vestacka inteligencija
moci da ostvari svoj puni potencijal u oblasti pcelarstva.

6.3 Podaci u pcelarstvu: specificnosti, ogranicenja
1 izvori
Izazovi u prikupljanju i interpretaciji podataka

U radu sa podacima u oblasti pcelarstva javljaju se visestruki izazovi — od tehnickih
(praznine, Sum), preko bioloskih (intervencije pcelara, retki dogadaji poput rojenja),
do metodoloskih (potreba za augmentacijom).
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Pcele predstavljaju slozen bioloski sistem ¢ije ponasanje zavisi od brojnih spo-
ljasnjih i unutrasnjih faktora — od vremenskih uslova i dostupnosti pase, do dinamike
same zajednice i nac¢ina pcelarenja. Promene u tezini kosnice, na primer, mogu biti
posledica prirodnog unosa nektara, ali i intervencija pcelara poput dodavanja nastavka
ili prihranjivanja Se¢ernim sirupom, Sto ¢esto ostaje nezabelezeno i otezava pouzdanu
interpretaciju podataka (detaljnije objasnjenje je dato u dodatku A.1 ). S obzirom na
to da pcelinje zajednice prolaze kroz sezonski ciklus u kojem se tipi¢ni dogadaji javljaju
u odredenim fazama godine, kraci periodi posmatranja i ogranicen broj kosnica mogu
dovesti do nedostatka vaznih obrazaca, posebno onih retkih ili sezonski uslovljenih,
poput gubitka matice ili pojave bolesti. Pouzdana analiza stoga zahteva dugorocno i
prostorno raznovrsno prikupljanje podataka, uz obavezno pretprocesiranje zbog suma,
praznina i nepravilnosti u sirovim merenjima nastalim usled tehnickih gresaka, prekida
rada uredaja ili vremenskih uslova.

Zbog svega ovoga prikupljanje podataka u pcelarstvu je tehnicki zahtevno, skupo
i sporo, zbog Cega su kvalitetno anotirani skupovi podataka u pcelarstvu retki. Nedo-
statak reprezentativnih i izbalansiranih skupova podataka otezava ucenje modela, pa
se ¢esto pribegava primeni razlicitih tehnika augmentacije kako bi se vestacki povecao
skup podataka i poboljsala robusnost modela [135, 136].

Sezonska i lokalna specificnost podataka

Ponasanje pcela zavisi od brojnih sezonskih i lokalnih faktora, koji uzrokuju da isti
bioloski procesi kod péela ne nastupaju uvek u isto vreme svake godine, a u pojedinim
sezonama ili na pojedinim lokacijama mogu potpuno izostati. Zbog toga se u podacima
mogu javiti sezonske specificnosti - karakteristi¢ne za odredenu godinu ili sezonu, kao i
lokalne specifi¢nosti - karakteristi¢ne za konkretnu geografsku oblast. Ove razlike mogu
znacajno uticati na modele trenirane na istorijskim podacima jer otezavaju da modeli
pravilno generalizuju naucene obrasce. Razumevanje sezonskih i lokalnih specifi¢nosti
je kljuéno za pravilno tumacenje obrazaca u ponaSanju pcela i izbegavanje pogresnih
zakljucaka pri modelovanju.

Postojeci skupovi podataka o tezini koSnice

Za treniranje modela koji su predstavljeni u ovoj disertaciji potrebni su podaci o
tezini kosnica, pa su u nastavku analizirani skupovi podataka koji sadrze podatke o
tezini.

U radu [137], koriséeni su podaci iz vise od 500 kosnica sirom Italije, koje je priku-
pila kompanija 3Bee u saradnji sa pcelarima. Uz to su ukljuceni i meteoroloski podaci
iz Copernicus baze. lako rad pokriva Sirok geografski opseg i vremenski period od ne-
koliko sezona, podaci nisu javno dostupni, ve¢ pripadaju privatnoj bazi komercijalnog
sistema. Sli¢no, rad [138] koristi podatke prikupljane putem 8 visesenzorskih sistema
tokom 2.170 dana. Podaci uklju¢uju temperaturu, vlaznost, zvuk, CO, i vibracije, ali
nisu javno dostupni jer se odnose na interne eksperimente i implementacije. Jedan od
retkih javno dostupnih skupova dolazi iz rada [139], u kojem su koriséeni podaci iz
istrazivackog centra Carl Hayden Bee Research Center u Tusonu, Arizoni, SAD. Ovaj
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skup sadrzi merenja tezine, unutrasnje temperature i vremenskih uslova prikupljenih iz
10 kosnica. Prikupljanje je trajalo vise meseci, a skup podataka je objavljen u skladu
sa FAIR principima. Medutim, podaci su sakupljani u periodu ekstremno visokih tem-
peratura i promene tezina su neznatne. Rad [134] koristi podatke iz projekta Wedbee,
u okviru kojeg su na tri kosnice kontinuirano belezeni podaci o tezini, temperaturi,
vlaznosti i vremenskim uslovima tokom perioda od vise meseci. Nazalost, ni ovi podaci
nisu javno dostupni. HOneyBee Online Studies (HOBOS) skup podataka [129, 135]
sadrzi javno dostupne podatke prikupljene iz dve koSnice na razli¢itim lokacijama u
Nemackoj, u periodu od januara 2017. do aprila 2019. godiine. Za svaku kosnicu do-
stupni su podaci o unutrasnjoj temperaturi, vlaznosti, tezini i broju ulazaka/izlazaka
pcela, pri cemu postoji period sa nedostaju¢im vrednostima, sto zahteva dodatno pret-
procesiranje. Pored navedenih, postoje i drugi javno dostupni skupovi koji obuhvataju
samo kratke vremenske periode (dane ili nedelje), zbog ¢ega nisu od znacajne koristi
za ve¢inu modela i primena.

6.4 Definicija problema i postojeci pristupi

Informacija o vremenu pocetka unosa nektara, koji ujedno oznacava pocetak me-
denja, ima veliku prakticnu vrednost za pcelare. Pravovremeno prepoznavanje ovih
promena omogucava planiranje dodavanja nastavaka i ramova kako bi se izbeglo pre-
natrpavanje kosnica, smanjio rizik od rojenja tokom perioda intenzivnog unosa i odredio
optimalan trenutak za vrcanje meda.

Posebno je znacajno precizno odredivanje trenutka pocetka medenja biljaka za
pcelare koji sele koSnice, jer omogucava pravovremeno reagovanje i maksimalno is-
koris¢enje medonosnog potencijala terena. Kasnjenje u selidbi moze dovesti do pro-
pustanja najintenzivnije faze paSe, dok preuranjena selidba nosi rizik gubitka prinosa
koji bi bio ostvaren ostankom na prethodnoj lokaciji.

Postojeci pristupi i njihova ogranic¢enja

Za identifikaciju pocetka medenja koriste se razlicite vrste podataka. Najdirektniji
pokazatelj predstavlja promena tezine kosnice [139]. Pristupi zasnovani na merenji-
ma unutar kosnice, kao $to su temperatura i vlaznost [134] ili zvucéni obrasci [140],
mogu ukazivati na promene u aktivnostima pcelinjeg drustva. Medutim, instalacija
mernih uredaja zahteva dodatne troskove, fizicko prisustvo i logisticku organizaciju,
Sto znacajno ogranic¢ava Siru primenu ovakvih pristupa, naro¢ito u uslovima selidbe
kosnica, gde pcelari ¢esto nemaju pristup internim podacima sa terena.

Zbog toga raste interesovanje za alternativna, komercijalno odrziva resenja zasno-
vana na eksternim, javno dostupnim izvorima podataka. Satelitski snimci su cesto u
fokusu ovih pristupa jer omogucavaju prostorno Sirok obuhvat, ali njihova primena ima
niz ogranicenja: preciznost je narusena usled oblacnosti i magle, vremenska rezolucija
nije dovoljna za detekciju kratkotrajnih fenoloskih faza, a modeli zahtevaju terensku
validaciju i obuku za razlicite biljne vrste, Sto smanjuje automatizaciju i povecava
kompleksnost primene [141, 142, 143].
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Meteoroloski podaci predstavljaju posebno atraktivnu alternativu jer su besplatni,
dostupni u realnom vremenu i pokrivaju veéinu geografskih lokacija. Parametri po-
put temperature, padavina i vlaznosti direktno su povezani sa unosom nektara, Sto
otvara mogucénost za razvoj modela koji bi, na osnovu vremenske prognoze, mogli da
predvidaju verovatnoéu pocetka medenja. U postojeéim istrazivanjima meteoroloski
podaci se gotovo uvek koriste u kombinaciji sa internim podacima iz kosnice [134, 137,
138, 139].

[ako meteoroloski podaci nude znacajan potencijal, primena vestacke inteligencije u
pcelarstvu ogranicena je nedostatkom kvalitetnih skupova podataka, ¢ije je prikupljanje
sporo, skupo i tehnicki zahtevno.

Formulacija problema

Polazeéi od navedenih ogranicenja, postavlja se pitanje: da li je moguée razviti mo-
del koji, koriste¢i isklju¢ivo vremensku prognozu za naredne dane i ograni¢enu koli¢inu
podataka, moze predvideti da li ¢e na odredenoj lokaciji do¢i do unosa nektara?

6.5 Metod LinLayCNN za predvidanje promena tezine
koSnice

6.5.1 Opis metoda

Cilj metode je da, na osnovu vremenske prognoze, predvidi da li ¢e u narednim
danima do¢i do unosa nektara, tj. do porasta tezine kosnice.

Za razliku od prethodnih istrazivanja, gde su koris¢eni regresioni modeli za predik-
ciju tacne vrednosti tezine, ovde je primenjena binarna klasifikacija: za svaki dan se
klasifikuje da li ¢e tezina rasti ili ne. lako je metodoloski jednostavniji, ovakav pristup
pruza pcelarima izuzetno korisnu informaciju koja omogucava pravovremeno planiranje
selidbe i bolje iskoris¢avanje medonosnog potencijala terena.

Arhitektura

Ulazna matrica je oblika m x n, pri cemu m predstavlja broj meteoroloskih karakte-
ristika (npr. temperatura, vlaznost, padavine), a n broj dana za koje se vrsi predikcija.
Ova matrica se obraduje pomo¢u 1D konvolucije duz vremenske dimenzije n, pri ¢emu
kanali odgovaraju razlicitim meteroloskim karakteristikama. Izlazni sloj je sigmoidalni
sloj dimenzije n, pri cemu svaki neuron daje procenu verovatnoce da ¢e do¢i do porasta
tezine kosnice upravo tog dana, u poredenju sa prethodnim (slika 6.2).
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Sedmodnevna prognoza
A
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Slika 6.2: LinlayCNN metod za problem predvidanja promene tezine kosnice

Ulazni podaci i nac¢in upotrebe

Za treniranje modela potrebni su meteoroloski podaci i podaci o tezini kosnice, dok
se u fazi primene koristi iskljucivo vremenska prognoza, ¢ime se eliminiSe potreba za
dodatnom opremom na terenu. Dakle, tezina kosSnice se ne koristi kao ulaz u model, veé¢
sluzi kao ciljna vrednost (engl. target) pri treniranju modela. Nakon treniranja, model
se u realnim uslovima primenjuje tako sto, za istu lokaciju, kao ulaz dobija vremensku
prognozu za predstojece dane i klasifikuje ih na one sa ocekivanim porastom tezine.

Pretpostavke i uslovi primene

Za treniranje modela neophodno je prethodno prikupljanje podataka na konkretnoj
lokaciji - barem godinu dana kontinuiranih merenja tezine sa jedne ili vise koSnica.
Nakon toga, model moze da se koristi svake naredne sezone za istu lokaciju koristeci
samo vremensku prognozu. Ova metoda pociva na pretpostavci da obrasci ponasanja
pcelinjeg drustva - u pogledu toga kada se deSava rast tezine - ostaju relativno kon-
zistentni iz godine u godinu na istoj mikrolokaciji, ukoliko su vremenski uslovi sli¢ni.
Tako se apsolutna koli¢ina unetog nektara moze razlikovati, pravac promene (rast, pad
ili stagnacija) ima visok stepen ponovljivosti. Ova pretpostavka razmotrena je kroz
analizu promena tezine kosnica na istoj mikrolokaciji, prikazanoj u dodatku A.2.

6.5.2 Analogija prostornog i vremenskog domena

Kao sto LinLayCNN model u prostornim zadacima uci odnose i raspored objekata
duz jedne dimenzije, ovde se isti princip prenosi na vremenski domen, gde se uce odnosi
medu dogadajima kroz vreme. Objekat duzine jedan dan predstavlja dogadaj rasta
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tezine, dok meteorologki podaci imaju ulogu obelezja, koja definisu kontekst u kojem
se taj dogadaj moze pojaviti. U ovom slucaju uvek se razmatra isti objekat fiksne
duzine, pa nije potrebno dodavati dodatne kanale niti vrsiti iterativno postavljanje kao
u prostornim zadacima. Takode, ne postoji unapred poznat broj objekata - umesto
toga, model procenjuje koje su vremenske pozicije pogodne za pojavu dogadaja, Sto
odgovara pronalazenju svih moguéih ,ispravnih“ pozicija u prostoru.

Ova analogija omogucava da se znanja steCena analizom prostornog rezonovanja
prenesu na vremenske sekvence. Na primer, saznanje da metod pri manjoj koli¢ini po-
dataka funkcionisSe sa nizom rezolucijom u ovom kontekstu znaci priblizno predvidanje
dana unosa, $to moze predstavljati korisnu informaciju u ranim fazama primene, kada
sistem mora da funkcionise u realnim uslovima pre nego Sto se prikupi dovoljan broj
podataka za detaljno testiranje i kalibraciju.

6.5.3 Postavka eksperimenta
6.5.3.1 Skup podataka

Za potrebe istrazivanja koris¢en je HOBOS skup podataka, koji je dostupan na
platformi Kaggle'. HOBOS sadrzi unutrasnja merenja iz dve kosnice u Nemackoj, sa lo-
kacija Vircburg (nem. Wiirzburg) i Bad Svartau (nem. Bad Schwartau, u daljem tekstu:
Schwartau), prikupljana u periodu od januara 2017. do aprila 2019. Obuhvata podatke
o temperaturi, vlaznosti, tezini i broju ulazaka/izlazaka pcela, ali bez podataka o spolj-
nim uslovima. Prisutni su diskontinuiteti i nedostajuci podaci u odredenim vremenskim
intervalima, Sto zahteva dodatne korake pretprocesiranja. Kako bi se omogucila pre-
dikcija na osnovu meteoroloskih uslova, ovim podacima su pridruzeni javno dostupni
meterologki podaci (temperatura, vlaznost vazduha, padavine, vetar, obla¢nost) za od-
govarajuce lokacije, preuzeti sa servisa opendata.dwd.de. Opis skupa podataka dat je
u Tabeli 6.1. Vremenske serije tezina kosnica date su na slici 6.3.

Tabela 6.1: Karakteristike HOBOS skupa podataka

Karakteristika Opis
Naziv skupa HOBOS
Izvor Kaggle platforma
. . Kosnice u Nemackim gradovima Wurzburg i Bad
Lokacije merenja
Schwartau
Broj kosnica po jedna kosnica na obe lokacije
Period pokrivanja Januar 2017 — April 2019
Temperatura i vlaznost unutar kosSnice, tezina
Tipovi podataka koSnice (merenja sa vage), broj ulazaka/izlazaka
pcela.

Diskontinuiteti i praznine u odredenim vremen-

Nedostaci .. .
skim intervalima

"https://www.kaggle.com/datasets/se18m502/bee-hive-metrics
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Slika 6.3: Grafikon sirovih podataka o tezini kosnica

Selekcija sezonski relevantnih podataka

Kako bi se poboljsala efikasnost ucenja modela i izbeglo unosenje Suma, iz kom-
pletnih vremenskih serija o tezini kosnica izdvojeni su iskljucivo dani koji pripadaju
aktivnoj sezoni pcelarenja, definisanoj kao vremenski interval od 1. aprila do 31. okto-
bra. Ostatak podataka, koji obuhvata zimski i neaktivni period, izostavljen je iz dalje
analize kako bi se model fokusirao na relevantne obrasce promena u tezini koSnica.
Tokom zimskog perioda (otprilike od oktobra do aprila), pcele ulaze u fazu mirovanja
u kojoj ne sakupljaju nektar, ve¢ prezivljavaju koristec¢i zalihe meda koje su sakupile
tokom godine. U tom periodu tezina kosnice uglavnom stagnira ili postepeno opada
usled potrosnje resursa, dok vremenski uslovi nemaju jasan ili konzistentan uticaj na
tezinu. Zbog toga ti podaci ne sadrze koristan signal za ucenje modela, ve¢ uglavnom
unose Sum, otezavajuéi modelu da prepozna obrasce koji su relevantni za predikciju
promena tezine tokom aktivne sezone. Na slici 6.4 prikazani su podaci iz vremenskih
serija koji su koriséeni u eksperimentima.
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Slika 6.4: Podaci sa kosnica koriSéeni u eksperimentima

Podela skupova podataka po sezoni i lokaciji

Zbog sezonskih i lokalnih karakteristika, podaci su dodatno podeljeni na manje,
logicki povezane celine radi preciznije analize i evaluacije modela u razli¢itim uslovima.
Konkretno, podaci sa lokacije Schwartau su podeljeni na skup Schwartou2017 sa po-
dacima iz sezone 2017 i skup Schwartou2018/2019 sa podacima iz sezona 2018 i 2019.
Sa lokacije Wurzburg koriste se samo podaci iz 2017 - formiran je skup Wurzburg2017.
Podaci sa Wurzburg kosnice su iskoristivi samo tokom sezone 2017, jer u narednim
godinama nedostaju upravo u periodima intenzivne pcelinje aktivnosti (proleée — leto).
Ova podela omoguc¢ava detaljno ispitivanje generalizacije modela kroz godine i lokacije,
kao i sistemati¢nu upotrebu ovih podskupova u eksperimentalnoj analizi.

6.5.3.2 Pretprocesiranje i priprema podataka

Zbog ogranicenog broja dostupnih primera i specificnosti podataka prikupljenih
u realnim uslovima, faze pretprocesiranja i selekcije podataka predstavljaju kljucne
korake za uspesno treniranje modela.
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Imputacija nedostajuéih vrednosti

Podaci o tezini kosnica ¢esto sadrze nedostajuce vrednosti, koje su mogle nastati
usled vremenskih nepogoda, prekida napajanja, problema sa komunikacijom uredaja
ili senzorima. Da bi se obezbedila konzistentnost vremenskih serija, izvrsena je impu-
tacija nedostajué¢ih vrednosti koris¢éenjem algoritma visestruke imputacije zasnovane
na povezanim jednac¢inama uz upotrebu metoda slu¢ajnih suma (engl. Multiple Impu-
tation by Chained Equations with Random Forests (MICE Ranger)) kao u radu [134].
Ovaj algoritam omogucava visestruko dopunjavanje vrednosti na osnovu informacija iz
drugih dana.

Selekcija ulaznih karakteristika

Za ulazne meteoroloske karakteristike odabrani su minimalna i maksimalna dnevna
temperatura, srednja dnevna vrednost relativne vlaznosti i koli¢ina padavina. Testira-
njem razlic¢itih kombinacija pokazalo se da koriS¢enje samo navedena cCetiri parametra
daje najbolje performanse metoda. Dodavanje dodatnih meteoroloskih parametara nije
dovelo do poboljsanja, a u pojedinim slucajevima ¢ak je smanjilo tacnost modela. S
druge strane, izostavljanje bilo kog od odabranih parametara rezultovalo je proseénim
padom tacnosti od oko 5%.

Formiranje trening primera

Iz sirovih vremenskih serija o tezini kosnica izracunate su razlike u srednjim vredno-
stima tezine izmedu dva uzastopna dana, na osnovu kojih je definisana binarna oznaka:
porast (klasa 1) ili izostanak porasta (klasa 0).

Metod je treniran da vrsi predikciju promena tezine u narednih sedam dana. Na
osnovu uvida u pouzdanost vremenske prognoze i dostupnost podataka sa javnih me-
teoroloskih servisa, procenjeno je da sedam dana predstavlja realistican maksimalni
interval u kojem model moze da donese pouzdane klasifikacione odluke.

Za treniranje metoda kreiran je skup primera primenom kliznog prozora duzine
sedam dana nad vremenskom serijom ulaznih karakteristika. Svaki primer odgovara
jednom intervalu od sedam uzastopnih dana i obuhvata:

e Ulazne karakteristike - meteoroloski podaci za period od sedam uzastopnih da-
na, pri cemu se za svaki dan koristi vektor koji sadrzi maksimalnu i minimalnu
temperaturu, relativnu vlaznost i koli¢inu padavina.

e Ciljne vrednosti - binarni vektor duzine sedam, gde svaka komponenta oznacava
da li je tog dana zabelezen porast tezine koSnice u odnosu na prethodni dan.

Klizni prozor je pomeran za jedan dan, ¢ime je iz jedne vremenske serije generisan
veéi broj preklapajuéih primera. Na taj nacin je obezbeden dovoljan broj uzoraka za
treniranje modela uprkos ograni¢enoj veli¢ini originalnog skupa podataka.
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Ciséenje skupa podataka

Zbog ogranicene velicine skupa podataka i potrebe da se obezbedi visoka informa-
tivnost trening primera, izvrseno je dodatno filtriranje, koje obuhvata sledece korake:

e Uklanjanje autlejera: eliminisani su svi primeri u kojima je u bilo kom danu
zabelezena tezina veca od 6kg. Ove vrednosti se javljaju retko, a najcesée su
rezultat gresaka u merenju, lose kalibracije vaga ili drugih tehnickih problema.

e Uklanjanje stati¢nih primera: uklonjeni su svi primeri kod kojih ni u jednom danu
nije zabelezena promena tezine veca od 0.5kg. Ova odluka je motivisana ciljem
da model uci obrasce koji vode ka znac¢ajnom unosu nektara, a ne da pasivno
predvida staticna stanja. U kontekstu ogranicenog broja primera za obuku, pri-
sustvo velikog broja stati¢nih uzoraka moze dovesti do toga da model nauci da
predvida ne-promenu kao dominantan ishod. Time se smanjuje njegova sposob-
nost da prepozna obrasce koji prethode stvarnom unosu nektara.

U Tabeli 6.2 prikazan je broj primera u definisanim skupovima nakon pretprocesi-
ranja.

Skup podataka Ukupno primera | Procenat pozitivnih primera(%)
Schwartou 190 67
Schwartou 2017 80 o7
Schwartou 2018/2019 110 74
Wurzburg 2017 122 o8

Tabela 6.2: Skupovi podataka i bitne statistike nakon procesiranja

6.5.3.3 Arhitektura modela i podesavanje hiperparametara

Zbog ogranicene velic¢ine skupa podataka, hiperparametri su podeseni kros-validacijom
na podacima sa obe lokacije. U oba sluc¢aja, arhitektura oznacena na slici 6.5 pokazala
se kao optimalna, Sto potvrduje njenu robusnost. Model je treniran tokom 300 epo-
ha, sa velicinom bec¢a 32, koris¢enjem Adam optimizacionog algoritma sa parametrom
ucenja learning rate=0.001.
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Slika 6.5: Koriséena arthitekrua CNN mreze

6.5.4 Rezultati

Da bismo procenili efikasnost razvijenog LinLayCNN metoda, sproveli smo poredenje

sa metodama koje se najcesce koriste u problemima binarne klasifikacije: Logistic Re-
gresion, SVM, Random Forest i MLP. Svi modeli su trenirani nad istim skupom ka-
rakteristika kao i LinLayCNN, s tim da su prostorni (sekvencijalni) podaci prethodno
linearizovani. Za svaki dan u predikcionom horizontu treniran je poseban model binar-
ne klasifikacije.
Modeli su trenirani i testirani na svim kombinacijama trening/test parova medu skupo-
vima Schwartau2017, Schwartau2018/2019 i Wurzburg2017, uklju¢ujuéi i objedinjene
skupove oznacene znakom ‘4. Rezultati se prikazuju u tabelama u vidu F1 mere,
tacnosti (engl. accuracy ) i povrsine ispod krive (engl. Area Under the Curve (AUC))
- koja meri sposobnost modela da razlikuje pozitivne i negativne primere (Sto blize 1,
to bolje).

U Tabeli 6.3 prikazujemo performanse modela testirane na podacima sa kosnice na
lokaciji Schwartou.
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Tabela 6.3: Performanse modela prilikom testiranja na podacima sa lokacije Schwartou.

Podebljane su najveée vrednosti u koloni.

(a)Trening skup: Schwartou2017 , Test skup: Schwartou2018/19

Model F1 | Accuracy | AUC
Logistic Regression | 0.80 0.70 0.68
Random Forest 0.78 0.68 0.59
SVM 0.82 0.72 0.65
MLP 0.78 0.67 0.59
LinLayCNN 0.81 0.71 0.69

(b) Trening skup: Wurzburg2017, Test skup: Schwartou2018/19

Model F1 | Accuracy | AUC
Logistic Regression | 0.70 0.61 0.64
Random Forest 0.78 0.69 0.70
SVM 0.81 0.73 0.74
MLP 0.71 0.62 0.63
LinLayCNN 0.80 0.71 0.67

(¢) Trening skup: Schwartou2017 + Wurzburg2017, Test skup: Schwartou2018/19

Model F1 | Accuracy | AUC
Logistic Regression | 0.77 0.68 0.69
Random Forest 0.78 0.69 0.70
SVM 0.84 0.76 0.75
MLP 0.75 0.65 0.60
LinLayCNN 0.8 0.70 0.68

(d) Trening skup: Schwartou2018/19 , Test skup: Schwartou2017

Model F1 | Accuracy | AUC
Logistic Regression | 0.71 0.63 0.64
Random Forest 0.73 0.62 0.65
SVM 0.72 0.59 0.63
MLP 0.70 0.59 0.58
LinLayCNN 0.72 0.64 0.66

(e) Trening skup: Wurzburg2017, Test skup: Schwartou2017

Model F1 | Accuracy | AUC
Logistic Regression | 0.61 0.57 0.60
Random Forest 0.72 0.65 0.67
SVM 0.69 0.62 0.62
MLP 0.63 0.61 0.65
LinLayCNN 0.67 0.59 0.60

(f) Trening skup: Schwartou2018/19 + Wurzburg2017, Test skup: Schwartou2017

Model F1 | Accuracy | AUC
Logistic Regression | 0.71 0.62 0.65
Random Forest 0.74 0.64 0.69
SVM 0.74 0.63 0.69
MLP 0.69 0.64 0.67
LinLayCNN 0.71 0.63 0.66
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Za treniranje modela je potrebno obezbediti celokupan sezonski ciklus, pa nije mo-
guce testirati uspesnost modela treniranih na Wurzburg2017 na istoj kosnici. U tabeli
6.4 su prikazani rezultati testiranja modela na Wourzburg2017, treniranih na podacima
sa lokacije Schwartou.

Tabela 6.4: Performanse modela prilikom testiranja na podacima sa lokacije Wurzburg. Po-
debljane su najveée vrednosti u koloni.

(a) Trening: skup: Schwartou2017

Model F1 | Accuracy | AUC
Logistic Regression | 0.68 0.58 0.57
Random Forest 0.63 0.56 0.58
SVM 0.66 0.58 0.58
MLP 0.68 0.58 0.56
LinLayCNN 0.65 0.57 0.56

(b) Trening skup: Schwartou2018/2019

Model F1 | Accuracy | AUC
Logistic Regression | 0.68 0.60 0.59
Random Forest 0.71 0.61 0.61
SVM 0.73 0.61 0.62
MLP 0.71 0.62 0.61
LinLayCNN 0.70 0.63 0.65

(c) Trening skup: Schwartou2017/2018/2019

Model F1 | Accuracy | AUC
Logistic Regression | 0.68 0.61 0.60
Random Forest 0.68 0.58 0.61
SVM 0.69 0.59 0.61
MLP 0.70 0.63 0.62
LinLayCNN 0.68 0.58 0.58

Radi jasnijeg uvida u ponasanje modela, u Tabeli 6.5 su prikazane vrednosti F'1
mere najboljeg modela za svaku kombinaciju trening i test skupa.

Tabela 6.5: F1 mera najboljeg modela za razli¢ite kombinacije trening i test skupova.
Skracenice: Wur = Wurzburg, Sch=Schwartou, 17/18/19=godina.

Trening/Test Wurl7 Sch17 Sch18/19 | Sch17/18/19
Wur - 0.72(RF) | 0.81(SVM) | 0.77(SVM)
Sch17 0.68(LR,MLP) - 0.82(SVM) -
Sch18/19 0.73(SVM) 0.73(RE) - -
Sch17/18/19 | 0.70(MLP) - - -
Wur+S17 - - 0.84(SVM) -
Wur+S18/19 - 0.74(SVM,RF) - -
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Moze se primetiti da performanse modela variraju sa razicitim trening i test sku-
povima, pa u Tabeli 6.6 dajemo prosec¢ne vrednosti metrika po svim test skupovima,
za svaki model.

Tabela 6.6: Prosecne performanse modela po svim test skupovima, sa standardnim devija-
cijama, u opadajué¢em redosledu prema F1 meri.

Model F1 Accuracy AUC

SVM 0.74 4+ 0.06 | 0.65 £ 0.07 | 0.65 £ 0.06
Random Forest 0.73 + 0.05 | 0.64 + 0.04 | 0.64 £ 0.05
LinLayCNN 0.73 £ 0.06 | 0.64 £ 0.05 | 0.64 £ 0.04
MLP 0.71 £ 0.04 | 0.62 £ 0.03 | 0.61 £ 0.03
Logistic Regression | 0.70 £+ 0.05 | 0.62 £ 0.04 | 0.63 4+ 0.04

S obzirom na ogranicenu tacnost vremenskih prognoza, naroc¢ito za dane koji su
dalje u buduénosti, sproveden je eksperiment u kojem je na vrednosti minimalne i
maksimalne temperature u test skupu dodat Gausov Sum sa sredinom 0 i standardnim
devijacijama po danima: 1, 2, 2, 3, 3, 4, 4. Rezultati pokazuju da su performanse svih
modela umanjene za priblizno 2%. U Tabeli 6.7 date su performanse modela treniranog
na Schwartou2017 i testiranog na Schwartou2018,/2019, kao reprezentativan primer.

Model F1 | AUC
Logistic Regression | 0.78 | 0.64
Random Forest 0.75 0.54
SVM 0.80 | 0.61
MLP 0.77 | 0.59
LinLayCNN 0.79 | 0.66

Tabela 6.7: Performanse modela sa dodatim Sumom

Kao orijentaciono poredenje analiziran je rad [134], u kojem je koriséen vektorski
autoregresivni model (VAR model) za predikciju tezine u narednim danima na osnovu
vremenskih uslova i internih parametara kosnice. U dostupnoj literaturi nema radova
koji se bave klasifikacijom rasta tezine, pa je ovaj rad uzet kao najbliza referenca. Radi
poredenja, regresione predikcije VAR modela transformisane su u binarnu formu (rast
/ ne-rast u odnosu na prethodni dan), nakon ¢ega je izracunata F1 mera. Koris¢enjem
unakrsne validacije dobijene su vrednosti od 0.49% za lokaciju Schwartau i 0.63% za
lokaciju Wurzburg.

6.5.5 Diskusija

Eksperimentalni rezultati pruzaju uvid u performanse modela, ali istovremeno ot-
krivaju i sezonske i lokalne specificnosti samih skupova podataka. Na primer, skup
Schwartou2018/2019 pokazuje visok stepen opstosti, jer omoguéava uspesnu generali-
zaciju i na druge lokacije i sezone. Testiranje na tom skupu daje najvise performanse
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kod svih modela, pri ¢emu su rezultati gotovo identi¢ni bez obizara na to koji skup je
koris¢en za treniranje. Takode, kad se ovaj skup koristi za treniranje, postizu se gotovo
iste performanse pri testiranju na bilo kom drugom skupu.

Suprotno tome, rezultati vezani za Schwartou2017 ukazuju na prisustvo lokalno i
sezonski specificnih obrazaca, koji otezavaju prenos znanja na druge skupove. Naime,
pri testiranju na ovom skupu, modeli postizu znac¢ajno nize rezultate nego pri testi-
ranju na skupu Schwartou2018/2019, bez obzira na kom skupu su trenirane. Najnize
performanse beleze se kada je model treniran na ovom skupu, a testiran na drugoj
lokaciji, na skupu Wurzburg2017, iako podaci poti¢u iz iste godine. Cime se dodatno
potvrduje specificnost obrasca prisutnog u sezoni 2017 na Schwartou lokaciji. Ovakva
karakterizacija skupova — gde Schwartou2017 pokazuje lokalno-sezonske specifi¢nosti, a
Schwartou2018/2019 opste obrasce — doprinosi preciznijoj evaluaciji modela i jasnijem
definisanju scenarija njihove optimalne primene.

Kada se za treniranje ili testiranje koristi skup Schwartou2018/2019, koji nosi pre-
tezno opste obrasce, najbolje performanse u odnosu na ostale modele ima SVM mo-
del. Pokazuje najbolje F1, Accuracy i AUC kada je treniran na skupu Wurzburg2017
i ubedljivo najbolje kada koristi kombinovani trening skup (Schwartou2017 + Wur-
zburg2017). Performanse modela rastu kada se dodaju podaci sa druge lokacije - za
razliku od ostalih modela, kod kojih dolazi do pada performansi. Ovo ukazuje na iz-
razenu sposobnost generalizacije, robusnost na varijacije u podacima i otpornost na
sum.

Kada se za testiranje koristi skup Schwartou2017, koji je oznacen sezonski i lokalno
specificnim obrascima, Random Forest u odnosu na ostale modele daje najbolje rezul-
tate. Ubedljivo najbolji rezultati postignuti su kada se za treniranje koriste podaci iz
iste sezone ali sa druge lokacije, sto ukazuje na to da je Random Forest model najspo-
sobniji za uocenje sezonskih obrazaca. Takode, kada se u trening skup ukljuce i podaci
sa iste lokacije ali iz druge sezone, performanse su gotovo izjednacene sa SVM-om,
Sto ukazuje i na dobru sposobnost ucenja lokalnih karakteristika kod Random Forest
modela. Medutim, situacije u kojima Random Forest nadmasuje SVM (kada se trenira
na jednoj lokaciji, a koristi na drugoj u istoj sezoni) retko se javljaju u praksi. S ob-
zirom na to da SVM u svim drugim scenarijima ostvaruje bolje i stabilnije rezultate,
predstavlja prakti¢niji izbor za realne uslove primene.

MLP u svim eksperimentima ostvaruje gotovo iste rezultate. Kada se trenira na
Schwartou2017, koji sadrzi lokalno specificne obrasce, a testira na Wurzburg2017, per-
formanse MLP-a su najbolje u odnosu na ostale modele, koji u tom slucaju beleze
znacajan pad. Ovo ukazuje na to da se MLP pokazao kao najrobustniji u odnosu na lo-
kalno specificne obrasce. Medutim, imajuci u vidu da u svim ostalim scenarijima MLP
belezi znacajno slabije rezultate u odnosu na ostale modele, mozemo zakljuciti da MLP
previse generalizuje i nije sposoban da nauc¢i kompleksne ili specificne primere. Ukoliko
je dostupna sezona sa izrazenim lokalnim specificnostima, a model se trenira na jednoj
lokaciji i primenjuje na drugoj, MLP moze biti dobar izbor.

Logisticka regresija pokazuje obrasce ponasanja slicne MLP-u, ali uz konzistentno
nize performanse u svim scenarijima. Zbog toga nece biti detaljnije analizirana, niti se
preporucuje za primenu u ovom kontekstu.
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LinLayCNN model pokazuje obrasce ponasanja slicne SVM modelu. Tako su nje-
gove performanse u svim eksperimentima nesto slabije u odnosu na SVM, razlika je
minimalna, sto se vidi i u Tabeli 6.7. Rezultati iz poglavlja 3 ukazuju da se performanse
LinLayCNN metode poboljsavaju sa ve¢im skupom za treniranje, Sto je ¢ini strateski
pogodnijom od SVM-a u skalabilnim scenarijima i aplikacijama sa kontinualnim priku-
pljanjem podataka (npr. dugoroéno IoT pracenje pcelinjih aktivnosti). U kontekstima
sa ograni¢enom koli¢inom podataka, ipak se prednost daje SVM modelu, zbog njegove
stabilne generalizacije ¢ak i uz manji broj primera.

6.6 Zakljucak

U ovom poglavlju bavimo se problemom koji do sada nije bio adresiran u dostup-
noj literaturi - predikcijom promena tezine kosnica iskljucivo na osnovu vremenske
prognoze. Predlozeni metod pruza osnovu za buduca istrazivanja u ovom pravcu. Za
razliku od pristupa u prethodnim radovima koji koriste regresione modele za predikci-
ju konkretnih vrednosti tezine, ovde je primenjena binarna klasifikacija, koja za svaki
dan predvida da li ¢e doé¢i do rasta tezine. Takav pristup, iako jednostavniji, pcelarima
pruza direktnu i korisnu informaciju za operativno planiranje - kao §to je pravovremeno
premestanje kosnica na lokacije sa ve¢om verovatno¢om unosa.

U okviru eksperimentalne evaluacije, uporedeni su klasi¢ni modeli - SVM, Logisticka
regresija, Random Forest i MLP - sa metodom LinLayCNN, razvijenom u okviru ove
disertacije. Ova metoda, prvobitno koris¢ena za generisanje rasporeda objekata u li-
nearnom prostoru, u ovom poglavlju se primenjuje u vremenskom domenu. Na taj
nacin demonstrirana je njena Sirina primene i efikasnost u resavanju zadataka u oblasti
preciznog pcelarstva.

U istrazivanju je koriséen jedini javno dostupni skup podataka, koji obuhvata dve
kosnice sa razlic¢itih lokacija. Podaci su podeljeni na podskupove prema lokaciji i sezoni,
¢ime su obuhvaceni razliciti uslovi pcelarenja. Iako je broj primera ogranicen, ovakva
podela omogucdila je izvodenje razli¢itih eksperimentalnih scenarija.

Rezultati eksperimenta pokazuju da LinLayCNN ostvaruje konkurentne performan-
se u poredenju sa tradicionalnim modelima, i to na vrlo malim skupovima odataka. Iako
nije dosledno nadmasio sve klasi¢cne metode u svakom eksperimentu, njegova sposob-
nost da koristi dodatne podatke za postepeno poboljsanje performansi ¢ini ga posebno
pogodnim za primene u okruzenjima gde se kolicina dostupnih podataka vremenom
povecava, ili u situacijama kada su dostupne vece koli¢ine podataka.

Na osnovu dobijenih rezultata mozemo izvesti nekoliko prakti¢nih preporuka za iz-
bor modela u zavisnosti od raspolozivih podataka i scenarija primene. Kada se modeli
treniraju na podacima sa jedne lokacije, a primenjuju na drugoj, pozeljno je koristiti
podatke koji ne sadrze lokalno specificne obrasce, jer takvi podaci omogucavaju bo-
lju generalizaciju. U tim slucajevima, SVM se pokazuje kao najpouzdaniji model. U
slucajevima sa izrazenim sezonskim specificnostima za lokaciju na kojoj se trenira,
MLP pokazuje ve¢u robusnost za koris¢enje na drugim lokacijama.

S druge strane, kada je fokus na jednoj lokaciji, uklju¢ivanje veéeg broja kosnica
moze pomoc¢i modelu da nauci opste obrasce karakteristicne za tu mikrolokaciju. Pre-
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porucuje se SVM. Na osnovu istrazivanja na prostornim zadacima, pokazano je da se
performanse LinLayCNN modela znac¢ajno poboljsavaju sa ve¢om koli¢inom podata-
ka za treniranje. Shodno tome, pri ve¢im kolicinama podataka, LinLayCNN moze biti
bolji izbor, dok SVM ostaje pouzdan u scenarijima sa ogranicenim resursima.

Kako bi se opravdala upotreba metoda koji generalizuje obrase na nivou lokacije,
u dodatku A.2 analizirani su tezinski podaci sa 10 kosnica sa iste mikrolokacije. Uocen
je zajednicki sezonski trend, Sto omogucava treniranje modela na jednoj i primenu na
drugim kosnicama sa iste lokacije. Potvrda ovih nalaza na podacima iz viSe sezona bi
dodatno ojacala zakljucke, ali takvi podaci nisu javno dostupni.

Zbog ogranicenosti dostupnih skupova podataka i slozenosti problema, razvoj us-
pesnih metoda u ovom domenu zahteva pazljivu analizu i kvalitetno pretprocesiranje
podataka kao i ukljucivanje domenskog znanja radi pravilne interpretacije obrazaca.
Rezultati eksperimenata pokazuju da sezonske i lokalne razlike znacajno uticu na per-
formanse, Sto ¢ini razumevanje ovih specificnosti kljuénim za pravilan izbor i obuku
modela. Takode, jako je bitno da izbor modela i priprema podataka budu prilagodeni
konkretnom cilju primene. U ovom poglavlju evaluacija modela vrsena je na osnovu
performansi tokom cele sezone. Medutim, u praksi ciljevi primene mogu biti drugaciji
- na primer, umesto opste tacnosti tokom duzeg perioda, moze biti kljué¢na tacnost u
odredenom trenutku, poput detekcije pocetka medenja odredene biljne vrste. U takvim
slucajevima, drugaciji modeli i pristupi mogu pokazati bolje rezultate.

Buduca istrazivanja trebalo bi da budu usmerena na sistematsko prikupljanje i po-
uzdano anotiranje podataka, kao i na evaluaciju modela u realnim uslovima koris¢enja,
uzimajuci u obzir razli¢ite ciljeve primene i specificnosti lokacije.
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Glava 7
Zakljucak

U ovoj disertaciji po prvi put je problem linearnog rasporedivanja korelisanih eleme-
nata formalno definisan kao zasebna kategorija problema. Time je omoguéeno njegovo
reSavanje generickim metodama koje se mogu primeniti u razli¢itim domenima, umesto
da se za svaki konkretan zadatak razvija poseban algoritam. Ovakav pristup znacajno
doprinosi efikasnosti, ponovnoj upotrebljivosti resenja i brzoj primeni vestacke inteli-
gencije u praksi.

Kao odgovor na definisani problem, predlozen je metod LinLayCNN, zasnovan na
konvolucionim neuronskim mrezama, koji koristi inovativan nac¢in kodiranja ulaznih
informacija putem visekanalnih binarnih nizova. Time je omogucéeno da se prostorne
relacije u jednodimenzionalnom prostoru uce preciznije, ¢ak i u uslovima ogranicenih
kolicina podataka.

Doprinos disertacije ogleda se i u razvoju posebnog skupa podataka - LinSpaRes -
namenjenog evaluaciji sposobnosti modela na elementarnim zadacima prostornog rezo-
novanja. Ovaj skup omogucio je identifikaciju osnovnih slabosti i prednosti konvolucio-
nih mreza u razumevanju prostornih odnosa, ¢cime je delimicno razbijena ,,crna kutija” u
njihovom ponasanju. Na ovom skupu izvrseno je poredenje predlozenog nacina predsta-
vljanja ulaznih karakteristika sa do sada koris¢enim pristupima, pri ¢emu su pokazani
superiorni rezultati - posebno u uslovima ogranicenog broja primera za treniranje.

Metod je dodatno testiran u dva razlicita domena - arhitekturi i péelarstvu - ¢ime je
potvrdena njegova fleksibilnost i Siroka primenljivost. U oblasti arhitekture, razmatran
je zadatak generisanja linearnih kuhinjskih rasporeda. Kako za ovaj problem ne postoje
javno dostupni skupovi podataka, u okviru istrazivanja je u saradnji sa strucnjacima iz
oblasti dizajna i arhitekture kreiran novi skup podataka, koji obuhvata realne primere
linearnih kuhinja. Na ovom skupu, LinLayCNN je ostvario najbolje performanse u
poredenju sa referentnim pristupima.

Pored toga, sprovedena je perceptualna studija primenljivosti, u kojoj su isipitanici
iz razlicitih oblasti ocenjivali alat za automatsko generisanje linearnih kuhinja baziran
na predlozenom metodu. Rezultati studije pokazali su da je alat ocenjen kao veoma
koristan u praksi, dok su rasporedi generisani LinLayCNN metodom ocenjeni kao funk-
cionalni, bez ili uz minimalne korekcije.

U domenu pcelarstva, testiran je zadatak predikcije da li ¢e doc¢i do rasta tezine
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Glava 7. Zakljucak

kosnice u narednim danima. Problem je definisan tako da bude primenljiv u praksi, ali
i dovoljno pojednostavljen da omoguci ucenje iz ogranic¢enih i Sumovitih skupova poda-
taka. Uprkos izazovima vezanim za nehomogenost i koli¢inu podataka, LinLayCNN je i
u ovom domenu pokazao konkurentne rezultate, uporedive sa najefikasnijim standard-
nim metodama (npr. SVM), ¢ime je dodatno potvrdena njegova robustnost u razli¢itim
uslovima.

Disertacija time daje doprinos u nekoliko pravaca: formalizaciji jednog vaznog prak-
titnog problema, razvoju generickog metoda zasnovanog na dubokom ucenju, kreira-
nju evaluacionih skupova podataka i demonstraciji primenljivosti u razli¢itim realnim
okruzenjima, ukljucujuéi i formulaciju i resavanje novog, za prakti¢ne primene vaznog
problema u pcelarstvu.
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Dodatak A

Analiza promene tezine kosnica

A.1 Znacenje promene tezine kosnice

Promena tezine kosnice se koristi kao kljucan indikator aktivnosti pcelinje zajednice.
U kontekstu dnevnih merenja tokom sezone pase, promene tezine se najceSée tumace
na sledeci nacin:

e Porast tezine najces¢e ukazuje na unos nektara od strane pcela. U sezoni pase,
ovo se koristi kao indirektan pokazatelj da su biljke u okruzenju aktivne u lucenju
nektara, odnosno da ,,mede“ [144, 134].

e Pad tezine najces¢e ukazuje na prekid u unosu, a moze biti posledica zavrsetka
pase, nepovoljnih vremenskih uslova, smanjenja broja aktivnih pcela, rojenja,
gubitka matice ili potrosnje zaliha [145].

Vazno je napomenuti da postoje izuzeci koji mogu otezati interpretaciju podataka
i dovesti do pogresnih zakljucaka ukoliko se podaci ne analiziraju u Sirem kontekstu.
Neki od takvih izuzetaka ukljucuju:

e Apsorpciju vlage: porast tezine moze nastati usled povec¢ane vlaznosti vazduha,
pri cemu sace apsorbuje vlagu, naroc¢ito tokom nodéi ili u uslovima visoke vlaznosti
vazduha.

e Vestacku prihranu: van sezone, porast tezine moze biti rezultat unosenja Se¢ernog
sirupa od strane pcelara, a ne prirodnog unosa nektara.

e [sparavanje vode iz nektara: manji pad tezine tokom noci ¢esto je posledica pro-
cesa sazrevanja meda, kada pcele aktivno ventilacijom isparavaju visak vode iz
nektara [138].

e Uticaj padavina i kondenzacije: vaga moze registrovati porast tezine usled di-
rektnog izlaganja kisi ili kondenzacije, Sto ne odrazava stvarnu promenu tezine
kosnice.
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e Netacnost mernog sistema: elektronske vage mogu biti podlozne oscilacijama
usled temperaturnih promena, mehanickih smetnji ili nestabilnog terena, Sto
moze proizvesti lazne promene u tezini.

Ipak, u vecini prakticnih slucajeva, dnevne promene tezine pouzdano odrazavaju
dinamiku unosa i koriste se u operativnim pcelarskim odlukama, kao Sto su selidba
kosnica, dodavanje nastavaka ili planiranje vrcanja [144].

A.2 Korelacija promena tezine kosnica na istoj mi-
krolokaciji

U ovom potpoglavlju analizirani su obrasci ponasanja pcelinjih drustava koja se
nalaze na istoj mikrolokaciji, sa ciljem da se proveri da li dele slicne obrasce promene
tezine ili postoje znacajne razlike medu njima. Kroz ovu analizu ispituje se da li je
moguce obuciti jedan zajednicki prediktivni model promene tezine za celu lokaciju,
umesto da se trenira poseban model za svaku kosnicu pojedinacno.

Za analizu je koriséen skup podataka iz rada [139]. Skup sadrzi vremenske serije
tezina za deset kosnica postavljenih na istoj mikrolokaciji u Tusonu, u istom vremen-
skom periodu od juna do septembra. Kosnice imaju razlicite genetske linije matice:
u pet kosnica matica je tipa Russian, dok su u preostalih pet matice tipa Wooten.
Vremenske serije kosnica sa istim maticama prikazane su na grafikonima na slici A.1.
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Slika A.1: Tezine kosnica sa Wooten i Russian maticom

(b) Russian matica

Kako bi se kvantitativno procenila slicnost izmedu vremenskih serija, koris¢en je
Pirsonov koeficijent korelacije (engl. Pearson correlation coeficient). Rezultati su pred-
stavljeni u dve odvojene tabele (Tabela A.1 i Tabela A.2), od kojih svaka odgovara

jednoj genetskoj liniji matica.

Tabela A.1: Pirsonov koeficijent korelacije izmedu kosnica sa Wooten maticom

mwh2129 | mwh2130 | mwh2137 | mwh2146 | mwh2123
mwh2129 1.000 0.949 0.870 0.938 0.374
mwh2130 0.949 1.000 0.949 0.983 0.370
mwh2137 0.870 0.949 1.000 0.975 0.333
mwh2146 0.938 0.983 0.975 1.000 0.318
mwh2123 0.374 0.370 0.333 0.318 1.000
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Tabela A.2: Pirsonov koeficijent korelacije izmedu kosnica sa Russian maticom

mwh2059 | mwh2120 | mwh2141 | mwh2142 | mwh2158
mwh2059 1.000 0.228 0.207 0.516 0.737
mwh2120 0.228 1.000 0.994 -0.648 0.109
mwh2141 0.207 0.994 1.000 -0.667 0.093
mwh2142 0.516 -0.648 -0.667 1.000 0.535
mwh2158 0.737 0.109 0.093 0.535 1.000

Kosnice sa Wooten maticama (mwh2129, mwh2130, mwh2137, mwh2146) pokazu-
ju vrlo visok stepen medusobne korelacije (sve vrednosti iznad 0.87), §to ukazuje na
snaznu konzistentnost u obrascima promena tezine tokom posmatranog perioda. Ove
serije gotovo identi¢no registruju promene tezine tokom posmatranog perioda. Ovo
potvrduje pretpostavku da pcelinja drustva sa istom genetskom osnovom, na istoj lo-
kaciji i pod istim vremenskim uslovima, imaju visok stepen predvidivosti u pogledu
dinamike unosa nektara. Jedina serija iz Wooten grupe koja se statisticki izdvaja je
mwh2123, ¢ije korelacije sa ostalim serijama iz iste grupe ostaju niske (sve ispod 0.38).
Ova odstupanja mogu ukazivati na specificno ponasanje konkretnog drustva ili tehnicku
gresku u merenju.

Za razliku od Wooten grupe, kosnice sa Russian maticama (mwh2059, mwh2120,
mwh2141, mwh2142, mwh2158) pokazuju znatno nize i neujednacenije korelacije. Neki
parovi imaju jaku pozitivnu korelaciju (npr. mwh2059 i mwh2158, r = 0.74), dok su
drugi u snaznoj negativnoj korelaciji (mwh2120 i mwh2142, r = -0.65), ili gotovo bez
povezanosti (mwh2141 i mwh2158, r = 0.09). Ova raznolikost ukazuje na veéu varija-
bilnost ponasanja pcelinjih drustava unutar ove genetske linije, ¢ak i pod istim spo-
ljasnjim uslovima. Medutim, iako su kosnice mwh2141 i mwh2120, formalno oznacene
kao kosnice sa Russian maticom, pokazuju izuzetno visoku korelaciju sa svim kosnicama
sa Wooten maticom, osim sa mwh2123, sto je ocekivano jer mwh2123 nije bila u visokoj
korelaciji ni sa ostalim Wooten serijama. Korelacije sa mwh2129, mwh2130, mwh2137
i mwh2146 su sve iznad 0.92, neke ¢ak i preko 0.97, Sto moze ukazivati na: pogresnu
klasifikaciju — (mozda su ove matice zapravo tipa Wooten) ili odstupanje unutar po-
snage zajednice ili neke druge lokalne varijable). Ovakvi rezultati otvaraju pitanja o
potencijalnim specificnostima pojedinac¢nih drustava i ukazuju na potrebu dodatnog
kontekstualnog razumevanja podataka. Bilo bi korisno konsultovati autore skupa po-
dataka kako bi se razjasnile moguce specificnosti u okruzenju, nacinu evidentiranja
podataka, kao i da bi se potvrdila tacnost klasifikacije matica po genetskoj liniji.

Rezultati ukazuju na postojanje konzistentnih obrazaca u promenama tezine kosnica
na istoj mikrolokaciji, ali je za potvrdu opste primenljivosti ovakvog zakljucka neop-
hodno sprovesti dodatna testiranja na razlicitim lokacijama i u duzim vremenskim
intervalima.
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